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H I G H L I G H T S

Range-separated hybrid van der Waals
density functionals describe activated
O2 in Cu2O2 units.
Chemical and physical bonding can be
described without semi-empirical cor-
rections.
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A B S T R A C T

Dimeric copper centers are commonly used to activate molecular oxygen in enzymatic and heterogeneous
catalysis where Cu2 is embedded in porous structures. Here we evaluate the ability of recently developed range-
separated hybrid van der Waals density functionals to describe activated O2 in a crystal with the Cu2O2 unit
and in a [Cu2(NH3)4O2]2+ complex embedded in a chabzite zeolite. The electronic and geometrical structure
of the Cu2O2 unit depends sensitively on the exchange–correlation functional and a sufficiently large amount
of short-ranged Fock-exchange is needed to describe the experimentally observed Cu2O2 structures.
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1. Introduction

Atomic-level understanding is increasingly becoming an important
route for materials development. Control at the atomic-level is experi-
mentally provided by advanced spectroscopy and local imaging probes,
whereas electronic structure calculations are used to link materials
properties with fundamental understanding of chemical and physi-
cal bonds. The advantage of fundamental understanding for materials
development has been demonstrated across disciplines where hetero-
geneous catalysis is but one example [1,2]. Although heterogeneous
catalytic reactions often are complex with many simultaneous inter-
actions, it has been possible to successfully describe the performance
using first principles-based potential energy diagrams combined with
transition state theory and methods for reactions kinetics [2,3]. The
potential energy diagrams are within heterogeneous catalysis typically
evaluated using Density Functional Theory (DFT) calculations in the
generalized gradient approximation (GGA) for exchange–correlation
(xc) effects [4,5]. The GGA approach has been very successful to
describe catalyst activity and selectivity, in particular, for reactions
occurring on metal surfaces and nanoparticles [2].

Nevertheless, there are important cases of molecular adsorption on
metal surfaces where GGA fails even when the exchange-functional is
fitted to experimental data [6–8] and the performance of GGA-based
calculations for reactions over surfaces with electronic gaps, such as ox-
ides, are generally not as convincing as for metallic surfaces. Moreover,
it is in many cases crucial to include van der Waals (vdW) forces in a
systematic manner [9,10]. One approach is to treat vdW-effects sepa-
rately as parameterized atom-centered contributions [11–13]. Another
approach is to develop truly nonlocal xc-functionals that consider vdW-
interactions in the same electron-(spin-)density framework as the other
interactions. This has been done within the non-empirical vdW-density
functional (vdW-DF) method [9,14–17].

One particular challenge for DFT-based calculations is reactions
occurring on metal centers in zeolites where the interactions range from
strong ionic and covalent types of bonds to weaker vdW-interactions.
Zeolites are aluminosilicates composed of (SiO4, AlO4) tetrahedra form-
ing porous cage-structures. The unbalanced charge in AlO3, is compen-
ated by either a proton in the form of a Brønsted acid site, or metal Fe
nd Cu cations. The speciation of the metal cations could be dynamic
ith different types of ligand-stabilized complexes forming during re-
ction conditions. One example is the formation of [Cu2O2(NH3)4]2+
uring selective catalytic reduction of NOx using ammonia as reducing
gent (NH3-SCR) over Cu-exchanged chabazite (Cu-CHA) [18–21]. The
omplex is during typical reaction conditions floating in the zeolite
ramework and has experimentally by X-ray absorption spectroscopy
een characterized to have a Cu2O2 core with a 𝜇-𝜂2: 𝜂2 (side-on)
eroxo structure [22].

The floating state of [Cu2O2(NH3)4]2+ is the result of the combi-
ation of ionic, vdW, and steric interactions between the positively
harged complex and the negatively charged zeolite framework. The
ocal structure and properties of the Cu2O2 core is determined by the
u-to-O charge transfer, which depends on the localization of Cu 3𝑑
tates. Generally, complexes with the Cu2O2 core exist either in the
ide-on peroxo structure or in a bis(𝜇-oxo)-configuration, where the O-

bond is broken, see Fig. 1. The computational description of these
ystems is challenging as has been outlined in wavefunction-based
tudies of [Cu2O2(NH3)4]2+ by Cramer and co-workers [23]. Isolated
u2O2 complexes in the side-on configuration are open-shell singlet
i-radicals that can have pronounced multireference character [24].
n fact, the side-on-versus-bis energy difference varies dramatically
within 1.7 eV) with the choice of wavefunction method [23]. In
ef. [23] it was suggested that the, so-called, renormalized coupled-
luster approach [25] provides the most reliable results. The renor-
alized coupled-cluster approach leads to a degeneracy between the

ide-on and bis-configurations for isolated [Cu2O2(NH3)4]2+, which,

owever, appears to be in contrast with the experimental observations

2 
or complexes embedded in the CHA zeolite [22]. A broad analysis
f open-shell biradicals by Gräfenstein, Cremer, and co-workers [24,
6] has shown that the use of the global hybrid B3LYP [27,28] for
c-effects can give substantial errors for Cu2O2 complexes [23], inter-
stingly, because it reduces the extent of self-interaction errors (SIEs)
hat exist (and aid!) a GGA description of the isolated systems. [26]
t should be noted that wavefunction-based calculations consider gas-
hase structures, which are not completely structurally optimized. The
lobal minimum for gas-phase [Cu2O2(NH3)4]2+ is, for example, two
eparated [Cu(NH3)2]+ complexes and an O2 molecule. Moreover, the
harge state of the considered systems is fixed to the formal charge
tate, whereas the [Cu2O2(NH3)4]2+ structure in Cu-CHA is stabilized
y an extended embedding environment with anionic counter charges.

A computationally cheap approach to control SIEs is to enforce
ocalization by including a Hubbard-U term (DFT+U) [29]. Within
FT-approaches, and for the extended systems, it has been shown

hat a Hubbard-U correction or some amount of Fock-exchange in
range-separated hybrid form [30] is required to properly describe

he electronic structure of gas-phase [Cu2O2(NH3)4]2+ structures [31].
Moreover, for [Cu2O2(NH3)4]2+ in extended Cu-CHA it has been shown
that the preference for the side-on or bis structure depends critically on
the choice of functional [32]. In Ref. [32] it was concluded that rea-
sonable accuracy could be obtained at low computational cost by com-
bining the Hubbard-U approach with parameterized vdW-interactions.
However, the use of parameterized methods, like Hubbard-U correc-
tions and effective potentials (such as dispersion corrections) for vdW-
interactions, are not fully satisfactory. The determination of the U-term
is generally ambiguous and the value could change along a reaction
path. Limited transferability of parameterized methods could result in
false conclusions regarding preferred structures and reaction paths.

In summary, the Cu2O2 core is a system that poses several chal-
lenges. Questions that arise are: Is it possible to simultaneously (i)
secure a balanced inclusion of chemical, ionic and vdW-bonding for
embedded Cu2O2 units, [32,33] (ii) provide a working DFT description
in spite of scatter in performance for wavefunction methods [23],
and (iii) avoid excessive electron delocalization by using a fraction of
Fock-exchange when the performance of global-hybrid descriptions to
counteract delocalization in Cu2O2 systems is uncertain [23,24,26]?

The performance of computational methods should ideally be as-
essed by comparisons to experimental data. The local Cu2O2-structure
f the [Cu2O2(NH3)4]2+ complex is similar to the structure of bio-

logical Cu-centers in enzymes [34,35]. Hemocyanins, tyrosinase, and
catechol oxidase are three such enzymes having copper dimers to
activate molecular oxygen. Crystals with the Cu2O2-motif in an or-
ganic matrix have been synthesized and structurally characterized by
single-crystal diffraction [36]. Crystals have been synthesized with
the Cu2O2-unit having both the side-on ([CuII

2 (O2−
2 )]2+) and the bis-

configuration ([CuIII
2 (O2−)2]2+). The O-O bond is retained in the side-on

configuration being about 1.4 Å, whereas it is broken in the bis-
configuration being about 2.3 Å. The total charge of the complexes
is +2, indicating that the formal charge on Cu cations in the two
structures is II and III, respectively. The 3𝑑9 electronic configuration
in the side-on structure gives the possibility of either anti- or ferromag-
netic coupling of the spins. The anti-ferromagnetic coupling (singlet) is
generally determined to be the preferred spin configuration [31].

In this work, we evaluate newly developed range-separated hybrid
van der Waals density functionals for the [Cu2O2(NH3)4]2+ complex
in Cu-CHA and a crystal with the Cu2O2 motif. The new functionals,
termed vdW-DF-ahcx [17] (AHCX) and vdW-DF2-ahbr [10] (AHBR),
constitute controlled updates of GGA [17]. We go beyond previous
studies of gas-phase biradical analogues as we consider embedded
Cu2O2 units, which are structurally optimized and where the charge
transfer between the Cu2O2 unit and the embedding environment
is not predetermined. Using the AHCX and AHBR functionals, we
correctly describe the experimentally determined preference for the

side-on configuration. In addition to the Cu2O2 systems, we present, as
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Fig. 1. (Top panel) Side-on peroxo [CuII
2 (O2−

2 )]2+ and bis(𝜇-oxo) [CuIII
2 (O2−)2]2+ complexes in a cage of CHA. (Bottom panel) Sketch of side-on and bis configuration, using ‘‘L’’ to

denote the ligands. We consider the Cu2O2-complex embedding where each ligand comprises two NH3 groups.
a benchmark, results for the gas phase CuO dimer. Our work shows that
it is possible to describe these challenging systems, from first princi-
ples, without empirical corrections and without assumptions regarding
charge or spin states.

2. Theory and computational details

The use of range-separated hybrid vdW-DFs [10,17] for embedded
Cu2O2 units is, in part, motivated by the arguments in Ref. [24] regard-
ing the different impacts SIEs have on DFT calculations [26]. We first
note that DFT is, in principle, exact in the sense that there is a formal
many-body perturbation theory path to construct a universal xc-energy
functional [37,38]. GGAs and vdW-DFs exist that allow for accurate
descriptions of both molecular systems and condensed phases [10,39,
40]. These GGAs and vdW-DFs are systematic extensions [9] of the
local (spin) density approximation [37] (LDA) that, in turn, rests on
Slater exchange. This means that the exchange components of such
xc-functionals screen the long-range components of Fock-exchange,
thereby providing implicit long-ranged correlation effects;[38] The
nominal correlation term of GGAs and vdW-DFs exclusively reflects
additional effects arising from the electron–electron interaction [9,15,
24,37]. The resulting xc-functional permits single-determinant Kohn–
Sham DFT descriptions that, for some systems suffers from SIEs and
excessive delocalization [10]. The implicit long-range screening in LDA
exchange is valuable and is only weakly softened in exchange descrip-
tions of GGAs and vdW-DFs [4,5,41,42]. The long range screening helps
GGA and vdW-DF descriptions of bulk systems [9] and many molecule
systems [10], because the SIE in LDA mimics long-range nondynamical
correlation effects to some, still incompletely characterized, extent [24,
26].

A possible drawback of using Kohn–Sham DFT for the considered
systems is that this single-determinant approach can likely only serve
as an ensemble-state representation [26,43] of the gas-phase open-shell
singlet Cu2O2 complexes [23]. The advantage is that the considered
systems are both extended and open (in a statistical-ensemble sense),
3 
which permits net (average) and virtual charge transfers between the
Cu2O2 units and the embedding environment. The result may be inter-
preted as an ensemble representation in DFT [26]. Moreover, GGA – for
both the isolated [23] and the embedded [32] Cu2O2 cases – avoid the
dramatic errors that emerge in some wavefunction methods [23,24].
Specifically, both PBE [32] and BLYP [4,28] predict only a small (0.2
eV) preference for the bis configuration of Cu2O2 complexes. The near-
degeneracy of side-on and bis-configurations in GGA is consistent with
the most trusted method of Ref. [23]. Of course, finding even an energy
degeneracy [23] is still in conflict with experiments, [22] and methods
beyond GGA are clearly needed. Nevertheless, DFT in the electron-
gas tradition [9,10,37,38] is a promising framework for this type of
problems [24].

To put the discussion of regular (that is, density explicit) vdW-DFs as
well as of AHCX and AHBR in a formal framework, we note that the xc-
energy 𝐸xc is a functional of the electron-density 𝑛(𝐫). In non-empirical
functionals, such as PBE and vdW-DFs, [5,9,15] it can be expressed as
a correction to the mean-field electron Coulomb energy, [17,37,44,45]

𝐸𝑥𝑐 [𝑛(𝐫)] =
1
2 ∫𝐫 ∫𝐫′

𝑛(𝐫)𝑛𝑥𝑐 (𝐫; |𝐫′ − 𝐫|)
|𝐫 − 𝐫′|

. (1)

Here 𝑛𝑥𝑐 (𝐫; |𝐫′ − 𝐫|) denotes the so-called, xc-hole that expresses the
tendency for an electron at 𝐫 to suppress the electron occupation in
a neighborhood, at distance |𝐫′ − 𝐫|. The exchange-energy 𝐸𝑥 is also
defined via Eq. (1), replacing 𝑛𝑥𝑐 by a physics-motivated exchange-
hole 𝑛𝑥(𝐫; |𝐫′ − 𝐫|) approximations with a finite |𝐫′ − 𝐫| range;[17,44]
The underlying assumption is that screening cancels the long-ranged
interactions that arise in Eq. (1) when 𝑛𝑥 is instead approximated at
the Fock-exchange level [38]. The difference 𝑛𝑐 ≡ 𝑛𝑥𝑐 − 𝑛𝑥 defines the
correlation-energy functional 𝐸𝑐 [𝑛(𝐫)] that also is approximated in DFT
using either the GGA or vdW-DF frameworks [5,9,15].

Among the regular vdW-DFs, we use here the consistent-exchange
vdW-DF-cx [42] (CX) and the vdW-DF2-b86r [41] (B86R, also called
rev-vdW-DF2) functionals. The CX and B86R have shown good per-
formance for most traditional bulk, layered and surface systems, [10,
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Table 1
Comparison of molecular properties for CuO using different exchange–correlation functionals. The calculated properties are binding
energy (Ebind), Cu-O bond length (d̄Cu−O), harmonic wavenumber (𝜔𝑒), anharmonic correction to the wavenumber (𝜔𝑒𝑥𝑒), Bader charge
(𝑒) and dipole moment (𝜇).
Functional Ebind (eV) d̄Cu−O (Å) 𝜔𝑒 (cm−1) 𝜔𝑒𝑥𝑒 (cm−1) Cu (𝑒) 𝜇 (D)

CX −3.26 1.70 703 22 0.57 4.08
B86R −3.25 1.70 692 11 0.56 4.00
HSE+D3 −2.66 1.74 623 8 0.59 4.56
AHCX0.20 −2.75 1.72 645 10 0.58 4.42
AHCX0.25 −2.64 1.73 633 14 0.59 4.51
AHBR −2.61 1.73 622 4 0.58 4.45

Exp. [47,48] −2.79 1.72 640.2 4.43 – 4.57
40] for molecular properties, [10] and for molecular crystals [40].
However, the CX and B86 functionals can have issues with electron
self-interaction and delocalization errors [10,32].

The recent development of range-separated hybrid vdW-DFs, the
AHCX [17] and AHBR [10], extend the logic of the HSE generalization
of PBE [30,45]. All three range-separated hydrids provide a rigorous
way to mix-in Fock-exchange when using Eq. (1) to define a short-
range (SR) 𝐸SR

𝑥 . For AHCX (AHBR), this is done by analyzing the
nature of exchange in CX and in B86R using an analytical-exchange-
hole modeling [17,45]. As in HSE06, [30] the cross-over is set by an
assumed fixed inverse length-scale and a fraction 𝛼 of 𝐸SR

𝑥 is replaced
by an efficient Fock-exchange evaluation [10,17,46]. For AHBR (AHCX)
we keep the choice of short-range Fock-exchange mixing fixed at the
default 𝛼 = 0.25 value (at both 0.20 and 0.25 values, as identified by
subscripts).

We have some basic trust in the nonempirical AHCX and AHBR
as potential tools to characterize the embedded-Cu2O2 systems. Both
AHCX and AHBR provide significant progress for molecular barrier
accuracy [10], as tested on the GMTKN55 benchmark suite [39]. Some
of these barriers are expected to require multi-configuration approaches
when described in a wavefunction framework. Furthermore, AHCX
and AHBR are good candidates for addressing embedded-Cu2O2 units
because they limit the inclusion of Fock-exchange to short ranges. They
retain the long-ranged correlation effects that are implicitly included
in LDA/GGA/vdW-DF exchange [9,38]. They may therefore retain the
ability to mimic long-range nondynamic correlation effects, by the
mechanism discussed in Refs. [24,26].

All calculations are performed using the QuantumESPRESSO (QE)
suite [46,49] and nonempirical xc-functionals that includes truly nonlo-
cal correlations. We compare regular [41,42] and new range-separated
hybrid vdW-DFs [10,17] with the original range-separated hybrid
HSE [30] augmented with semi-empirical dispersion-corrections
(Grimme-D3) [12].

We use the optimized norm-conserving Vanderbilt pseudopoten-
tials [50,51] (PP) generated using PBE. [5] The electrons treated in the
valence for each element are H(1), N(5), O(6), Al(10), Si(4) and Cu(19).
Note that the semi-core states are included in the valence. To allow
for a simple comparison with a broad set of earlier AHCX and AHBR
benchmarking results, [10,17,40] the valence electrons are described
with a plane wave basis set using a very high kinetic energy cutoff of
2180 eV for the Kohn–Sham orbitals and a four times higher energy
cutoff for the density.

Gas-phase systems are considered in large cubic cells using only the
𝛤 -point. The k-point integration for the crystal systems are approxi-
mated with a finite sampling. Both the zeolite structure and the crystals
with the Cu2O2-units are modeled with 2 × 2 × 2 meshes centered at the
𝛤 -point. A small Gaussian smearing of 0.013 eV is used to facilitate the
convergence of the self-consistent field loop. The electronic structure
is considered to be converged when the energy difference between
two subsequent steps in the self-consistent cycle is below 2 × 10−7 eV.
Structures are optimized using the Broyden–Fletcher–Goldfarb–Shanno
(BFGS) algorithm and considered to be converged when the force acting

−5
on each atom is smaller than 5 × 10 eV/Å.

4 
Vibrational analysis is performed for CuO where the wavenumber is
obtained by calculating the total energy of the molecule as a function of
Cu-O distance. The harmonic wavenumber (𝜔𝑒) is obtained via an har-
monic fit to the potential energy curve. The anharmonic wavenumber is
calculated by solving the Schrödinger equation for the potential energy
curve. The anharmonic corrections (𝜔𝑒𝑥𝑒) are thereafter obtained using
the second order expansion of the potential energy curve:

𝐸(𝑛) = 𝜔𝑒

(

𝑛 + 1
2

)

− 𝜔𝑒𝑥𝑒
(

𝑛 + 1
2

)2
. (2)

We compute the energy difference (𝛥𝐸TS) between the triplet (𝐸T)
and singlet (𝐸S) states for Cu2O2-complexes by:

𝛥𝐸TS = 𝐸T − 𝐸S. (3)

The triplet state represents ferromagnetic coupling between two 3𝑑9-
configurations of the Cu-ions, whereas the singlet state can repre-
sent anti-ferromagnetic coupling between the 3𝑑9-configurations or a
non-magnetic (spin-balanced) state.

3. Results

3.1. CuO molecule

We use the gas-phase CuO molecule as a test case for the description
of the Cu-O bond (Table 1). The molecule is considered in a cubic cell
with a side of 15.6 Å. The calculations use a Makov-Payne mono- and
dipole correction to decouple periodic images [52]. The binding energy
is calculated as the total energy difference between CuO and atomic Cu
and O in doublet and triplet configurations, respectively. The molecule
is a doublet with an experimental dissociation energy of 2.79 eV, bond
distance of 1.724 Å and harmonic wavenumber of 640.2 cm−1 [47].

The CX-functional clearly overestimates the binding energy of the
molecule with respect to the experimental value. The overestimation
of the bond-strength correlates with a too short bond distance and a
too high vibrational wavenumber. The results for the B86R functional
are similar to CX. Adding Fock-exchange to the xc-functional has a clear
effect on the calculated properties. The binding energy is lowered by
about 0.5–0.6 eV, yielding values close to the experimental result. The
shape of the potential energy curve is also affected as evidenced by
lowering of both 𝜔𝑒 and 𝜔𝑒𝑥𝑒. The AHBR functional gives a slightly too
low vibrational wavenumber, however, the anharmonic correction is
very close to the experimental value.

The better performance of the functionals with short-ranged Fock-
exchange is related to a higher degree of electron localization [10]. The
Bader charge analysis shows a larger charge separation for the range-
separated hybrid functionals than for CX and B86R. Thus, the bonding
in the molecule has a higher degree of ionicity with inclusion of some
short-ranged Fock exchange. The dipole moment for CuO has been
measured to be 4.57 Debye [48] and the calculated dipole moment is
close to the experimental value when using the range-separated hybrid
functionals. Again, the inclusion of some short-ranged Fock exchange

improves accuracy in the description of the charge separation.
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Fig. 2. Unit cells and configurations of embedded Cu2O2 complexes for iPr3TACD (top row) and chabazite (bottom row). The set of left and right panels show side-on peroxo
and bis Cu2O2 motifs or complexes, of which there are one in the chabazite unit cell and two in the crystal unit cell.
3.2. [Cu2O2(NH3)4]2+ in chabazite

The [Cu2O2(NH3)4]2+ complex is a key intermediate formed dur-
ing NH3-SCR at low temperatures in the CHA zeolite [21]. It is a
challenging system to describe computationally as [Cu2O2(NH3)4]2+ is
mobile without chemical bonds to the zeolite framework. The non-
directional interaction to the framework results in shallow potential
energy surface with many local minima. Here we consider the side-
on peroxo [Cu2(O2−

2 )]2+ and bis(𝜇-oxo) [Cu2(O2−)2]2+ structures of
[Cu2O2(NH3)4]2+, Fig. 2. The side-on peroxo [Cu2(O2−

2 )]2+ structure
has been inferred from X-ray absorption spectroscopy (XANES and
EXAFS) [22]. The structure was measured to have Cu-Cu and Cu-O
bond lengths of 3.40 ± 0.05 and 1.911 ± 0.009 Å, respectively. The
Cu-Cu distance is consistent with a side-on peroxo structure and implies
a slightly bent structure with a Cu-O-O-Cu torsion angle of about 150◦.

The structures of bis(𝜇-oxo) and side-on peroxo in CHA are com-
pletely relaxed using the CX functional. The differences in cell sizes
between the bis and side-on structures are small (see Supplementary
Material), which is reasonable given that the copper-complexes are
floating in the zeolite cage without directional bonds. The bis-structure
is with the CX functional preferred over the side-on peroxo structure by
0.352 eV, which contradicts the experiments [22]. The Cu-Cu distance
is 2.715 Å and 3.509 Å in the bis and side-on peroxo structures,
respectively. A distance of ∼3.50 Å is consistent with the EXFAS
report of 3.40 ± 0.05 Å [22]. The corresponding O-O distances are
2.328 Å (bis) and 1.482 Å (side-on peroxo). Moreover, the Cu-O-O-Cu
torsion angle is calculated to be 169◦ (173◦) for bis (side-on peroxo).

The CX structure was used to investigate the performance of the
other vdW-DF functionals. see Table 2. A complete structural relaxation
using Fock-exchange was not possible due the high kinetic energy cutoff
in these calculations.

In contrast to the CX-result, the side-on structure is preferred for
the functionals including short-ranged Fock-exchange. The exception
5 
for AHCX0.20 suggests that the amount of Fock-exchange in that case is
too small. It is known that the magnetic coupling between the Cu-atoms
in di-nuclear complexes is sensitive to the degree of 𝑑-electron localiza-
tion [31]. For the side-on structure, the energy difference between the
singlet and triplet states is 1.094 eV for CX, whereas it is about 0.55 eV
for the range-separated hybrid functionals. The large 𝛥𝐸TS-value for CX
is a signature of a high degree of delocalization where the spin-states on
the two Cu atoms are coupled. The bis-structure is a fully-spin-balanced
delocalized singlet with zero magnetic moment for all functionals. The
range-separated hybrid descriptions for the side-on structure gives an
antiferromagnetic ground state with an absolute magnetic moment of
about 0.7 𝜇B for the functionals with Fock-exchange. The magnetic
moment is slightly lower for AHCX0.20, which is a consequence of the
lower degree of 𝑑9 localization. We also note that the singlet ground
state of the side-on structure for CX is spin-balanced, that is, without
any magnetic moment on the Cu ion.

3.3. Crystal with the Cu2O2-motif

Metalloproteines with oxygen bound to di-copper centers have been
synthesized with both bis- and side-on peroxo structures [34,35]. The
preferred structure depends on the nature of the ligand. Here we inves-
tigate 1,4,7-iPr-1,4,7-triazacyclodecane (iPr3TACD/peroxo), where the
crystal contains two units of [Cu2O2(N3C16H35)2]2+, (B(C6H5)4

– )2,
(Fig. 2). The Cu2O2 core has by single crystal diffraction been measured
to have a side-on structure [36].

The iPr3TACD/peroxo crystal is structurally optimized in CX
(Table 3) and the energetics is evaluated in CX and three functionals
with a part of Fock-exchange, Table 4. The calculations reveal that
the bis-configuration is preferred by 0.34 eV in the CX functional. The
situation is different for the range-separated hybrid functionals. The
HSE+D3 functional shows a clear preference for the side-on configura-
tion by 0.43 eV and also the AHCX and AHBR have preferences for
0.25
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Table 2
Analysis of the bis (𝜇-oxo) and side-on peroxo structures in CHA using the structure calculated in CX. The notation in ‘‘Functional’’
is: (the applied functional)/(functional used for the structure). 𝛥𝐸 is the energy difference between the two structures (eV). 𝑚 is the
absolute magnetic moment on one Cu atom (𝜇B). 𝛥𝐸TS is the energy difference between the singlet and triplet state of the side-on
structure (eV). 𝐸c,nl

embed is the non-local correlation part of the embedding energy (see Eq. (4)) calculated either with charged or neutral
fragments.
Functional Structure 𝛥𝐸 𝑚 𝛥𝐸TS 𝐸c,nl

embed 𝐸c,nl
embed(neutral)

CX/CX bis 0 0 – −2.178 −2.429
side-on 0.352 0 1.094 −2.524 −2.445

HSE+D3/CX bis 0 0 – −1.889 −2.168
side-on −0.324 0.76 0.540 −1.818 −2.124

AHCX/CX0.20
bis 0 0 – −2.408 −2.427
side-on 0.010 0.64 0.553 −2.482 −2.422

AHCX/CX0.25
bis 0 0 – −2.400 −2.428
side-on −0.155 0.74 0.558 −2.468 −2.419

AHBR/CX bis 0 0 – −1.688 −1.562
side-on −0.201 0.73 0.560 −1.739 −1.682
Table 3
Structural parameters for the Cu2O2 unit in the iPr3TACD crystal relaxed in the CX
unctional together with experimental single crystal X-ray diffraction data.

Structure CX Experiment [36]

𝑑Cu−Cu
bis 2.86 –
side-on 3.57 3.52

𝑑Cu−O
bis 1.82 –
side-on 1.93 1.89

𝑑O−O
bis 2.25 –
side-on 1.48 1.37

𝜙 (◦)
bis 173 –
side-on 173 172

Table 4
Energy difference (𝛥𝐸) in eV between bis and side-on structures per Cu2O2 unit for
he iPr3TACD crystal. 𝑚 is the absolute magnetic moment on one Cu atom (𝜇B).

Structure CX/CX HSE+D3/CX AHCX0.20/CX AHCX0.25/CX AHBR/CX

𝛥𝐸
bis 0 0 0 0 0
side-on 0.34 −0.43 0.06 −0.58 −0.58

𝑚
bis 0 0 0 0 0
side-on 0 0.85 0 0.83 0.83

the side-on structure. The two structures have similar stability in the
AHCX0.20 functional.

The preference for the side-on structure for the functionals with
Fock-exchange is similar to the Cu2O2 complexes in CHA, which is
connected to an antiferromagnetic coupling of 3𝑑9 configurations in
the Cu atoms. The ground state is singlet also for the bis configuration.
However, the state is for the bis-configuration completely spin balanced
owing to the delocalized character of the states. A spin balanced solu-
tion is obtained for the side-on structure also for the CX functional and
AHCX0.20. Again, the absence of magnetic moments in the AHCX0.20
characterization suggests that the excessive delocalization results in an
incorrect prediction of the preferred structure.

4. Discussion

The interaction energy between the [Cu2O2(NH3)4]2+ complex and
he CHA cage originating from non-local correlation (𝐸c,nl

embed) can be
evaluated as:

𝐸c,nl
embed = 𝐸nl

𝑐 (system) − 𝐸nl
𝑐 (CHA

2−) − 𝐸nl
𝑐 (Cu2O2(NH3)

2+
4 ) . (4)

Here, the non-local correlation energy is calculated for the total system,
the CHA cage without the complex and the gas phase Cu2O2(NH3)4]2+
complex. The CHA contains two Al-sites, which means that it formally
is doubly negatively charged. 𝐸c,nl

embed is −2.524 eV for the side-on con-
figuration using the CX-functional and −1.739 eV for AHBR (Table 2).
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We can compare the nonlocal-correlation embedding-energies of the
range-separated hybrid vdW-DFs to the corresponding energy differ-
ence, −1.818 eV, that originates from beyond-LDA correlation-energy
in the HSE+D3 functional. We note that the vdW-dominated embedding
energy is larger for the side-on structure than for the bis structure using
the vdW-functionals, whereas it is smaller for HSE+D3. The vdW-DFs
describe the vdW-interaction though an explicit xc-functional, which
permits a spatially resolved analysis of binding [9], making it possible
to identify the origin of the interactions. Fig. 3 (left) shows the non-
local energy density difference for the [Cu2O2(NH3)4]2+ complex in
CHA considering charged fragments with the CX-functional. The energy
density is given in a plane through the Cu2O2 unit and shows that the
main contribution to the vdW-interaction is the NH3-ligands, although
also one of the oxygen atoms in O2−

2 contributes.
Fig. 3 (right panel) show the non-local embedding energy for the

case where the fragments are treated in neutral charge states:

𝐸c,nl
embed(neutral) = 𝐸nl

𝑐 (system) − 𝐸nl
𝑐 (CHA) − 𝐸nl

𝑐 (Cu2O2(NH3)4) . (5)

The differences in the 𝐸c,nl
embed for the two treatments of the charges is

limited (Table 2). However, comparing the two panels in Fig. 3 shows
significant local consequences of the charge states in the nonlocal-
correlation description, yielding for example, an erroneous enhance-
ment of the energy density on the oxygen atoms. The vdW-DFs map-
ping ability helps us to discuss details in the vdW-contribution to the
embedding energy.

A correct evaluation of the balance between ionic charge-transfer
and vdW-interactions [33] is crucial for a wide range of applications,
where electrocatalytic reactions is one important example. For our case
of embedded Cu2O2 complexes, there is a crucial balance between the
chemical Cu-O bond, which depend on the net charge localization at
the Cu 3𝑑, and the weaker vdW interactions. In a HSE+D3 calculation
of the embedding energy, the D3-component is not set up to reflect the
impact of charging on that balance. Moreover, the AHCX and AHBR are
designed to prevent excessive electron delocalization, see, for example,
Table 4. We therefore place a higher trust in AHCX and AHBR to
simultaneously account for chemical bonding and vdW-binding in cases
of partly unknown charge transfer.

Finally, it is interesting to contrast the nature of the present plane-
wave-DFT results obtained for embedded [Cu2(NH3)4O2]2+ in ex-
tended systems (without predefined charge state) with that of previous
wavefunction-based studies of isolated (fixed-charge) systems [23]. The
wavefunction-based studies describe a pure molecular ⟨𝑆2

⟩ = 0 singlet
configuration. However, the expected spin–singlet configuration of the
Cu2O2-unit [23,24] (in the favorable side-on configuration) should
be viewed as a regular anti-ferromagnetic materials problem because
there is charge transfer between the Cu2O2 complex and the extended
CHA zeolite. Accordingly, (and in contrast to the wavefunction-based
studies) we avoid enforcing any constraints on the charge or spin state.
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Fig. 3. Non-local correlation energy density evaluated with the CX-functional with charged fragments (left) and neutral fragments (right).
The observation that the isolated Cu2O2 system is a biradical that
requires a multiconfigurational analysis [23,24] means that we are
likely providing a, so-called, ensemble representation in the DFT ap-
proach [26]. However, that is desired as we compare with experiments
performed on extended matter.

We note that the finding in Ref. [23] for molecular [Cu2O2(NH3)4]2+
that GGA predict the bis-structure to be preferred over the side-on
structure agrees with our CX calculations for the extended-system with
[Cu2O2(NH3)4]2+ in CHA. Moreover, our finding that the use of a range-
separated hybrid form (AHCX/AHBR/HSE+D3) reverses the energy
preference is consistent with the observations made for a global hybrid
in Ref. [23]. However, as we limit the inclusion of Fock-exchange to
short-range effects, we avoid potentially dramatic shifts in the config-
uration preference [23]. For our extended-system focus, we find that
range-separated hybrid functionals provides a controlled change in the
charge delocalization among the pair of Cu atoms in the side-on case
and, thus, a spin polarization in the Cu2O2 antiferromagnets. It is grat-
ifying that AHCX and AHBR not only restores the expected qualitative
features (side-on preference and spin polarization) but also provides
predictions that can be quantitatively compared to experiments.

5. Conclusions

We have explored recently developed range-separated hybrid van
der Waals density functionals to describe activated O2 in a Cu2O2 unit
embedded either in a CHA zeolite or in an organic crystal. In addition,
the gas phase CuO dimer is considered for reference. The embedded
Cu2O2 motif is challenging for DFT-based calculations as it requires a
proper description of 3𝑑-localization in the Cu-O bond simultaneously
with an account of the weak embedding energy supplied by the zeolite
or organic matrix. We find that the electronic and geometrical structure
of the Cu2O2 unit depends sensitively on the treatment of the exchange
and that a sufficiently large amount of Fock-exchange is needed to
obtain the experimentally observed structures. The successful descrip-
tion of the Cu2O2 structures with a van der Waals density functional
demonstrates the possibility to simultaneously model chemical and
physical bonds without semi-empirical corrections.
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