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Phase transitions, scattering and soft dynamics in perovskites
PetteR RosandeR
Department of Physics

Chalmers University of Technology

Abstract
The study of phase transitions is a critical area of research in condensed matter physics.
In the context of this thesis, phase transitions are related to the change of the underlying
atomic structure of the material. A phase transition can, e.g., be driven by increasing
pressure or temperature and can directly influence the material’s properties. Exper-
imentally, the phase transition can be studied via scattering experiments where the
phase transition can be detected via, e.g., a new Bragg peak in X-ray diffraction or the
appearance of new peaks in Raman scattering. Moreover, the scattering experiments
are intimately linked to the vibrational properties of materials. Therefore, it is of high
importance to understand the vibrational properties of a material.

In recent years, there has been a surge in efforts to improve the efficiency and accuracy
of simulations related to vibrational properties. Consequently, we can now develop in-
teratomic potentials that are both fast to evaluate and highly accurate. These advanced
techniques, open up the possibility to study scattering experiments over a wide range
of temperatures and pressures and for large systems and long times. In this thesis,
density functional theory is employed to generate training data for the construction
of such potentials. The potentials are either force constant potentials or neural net-
work potentials. The developed models are subsequently used for lattice dynamics and
molecular dynamics simulations. To significantly extend the total simulation time of
themolecular dynamics or to reduce the computational time, graphical processing units
are utilized.

This thesis then employs such interatomic potentials to, e.g., examine the soft anti-
ferrodistortive phonon mode in barium zirconate using self-consistent phonons and
molecular dynamics. This soft mode is expected to be the determining factor for which
structure BaZrO3 adopts at low temperatures. Moreover, due to the low frequency of
this mode, there has been debate about the possibility of emerging local structures as-
sociated with the mode. To explore this, we investigated the local dynamics of the
octahedral tilt and conducted simulations of the Raman scattering, neutron scattering
and electron diffraction. Similar methods were employed to study the phonon dynam-
ics in the highly anharmonic perovskite, CsPbBr3.

Keywords: oxides, perovskites, lattice dynamics, slow dynamics, force constants, den-
sity functional theory, anharmonicity, phonons
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1
Introduction

Materials science is a key research area that underpins our modern society. For exam-
ple, the progress of the modern computer is in part thanks to the improved microscopic
understanding of semiconductors. Crucial to material science is the cross-collaboration
between theory and experiments. Theoretical computer simulations can guide experi-
ments to materials with enhanced properties but also give deeper insights into exper-
imental observations. Over the past years, the performance of these computer simu-
lations has increased immensely. This is partly thanks to the ability to work collab-
oratively on software packages, which has improved considerably with the increased
connectivity. As a result, research groups now collaborate on a few shared software
packages, rather than each group developing its own. This has led to fewer but faster
and more advanced computer codes. Alongside the increased connectivity, the com-
puter hardware has become more efficient and significantly faster. Owing to this, the
present material science community has been able to run previously prohibitively ex-
pensive atomic scale simulations. This opens up the possibility to screen an ever larger
pool of materials, or get even deeper insights into experimental observations.

The solution of the Schrödinger equation, which describes the dynamics of systems
on the atomic scale, scales extremely poorly with system size. The scaling problem
can, e.g., be partly solved with density functional theory (DFT), which have made it
possible to use computers to solve the Schrödinger equation for larger systems but
the smallest. However, in reformulating the Schrödinger equation we have to pay a
price, the electron-electron interaction introduces difficulties that can only be solved
approximately. Despite this shortcoming, DFT has proven to be invaluable to materials
science and has accelerated the search for optimal materials. For example, DFT allows
for calculation of many properties on the atomic scale, such as the total energy and
atomic forces. Calculating the forces and energies allows for structure relaxation, i.e.,
low energy structures can be found, and, e.g., reaction energies can be calculated using
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Chapter 1. Introduction

the total energy.
However, despite the increased computational power, and the finesse of DFT, some

simulations can still be prohibitively expensive when many degrees of freedom need
to be considered. For example, if we were to predict how the properties of a materials
changes as we increase the temperature, we would have to solve the Schrödinger equa-
tion for all possible arrangements of the atoms, which is not computationally feasible.
Fortunately, the recent boom in machine learning has made it possible to develop sur-
rogate models that are not only extremely accurate but also orders of magnitude faster
than directly solving the Schrödinger equation. Such models can, e.g., be cluster expan-
sions, neural network potentials or force constant potential (FCP)s. These model are
then trained with input from, e.g., DFT. Despite the significantly faster surrogate mod-
els, sampling every possible atomic arrangement remains computationally untractable.
The solution is then to use methods that sample atomic configurations based on the
probability distribution, such as molecular dynamics (MD), path integrals, or Monte
Carlo simulations. While its true that DFT can be used directly in these simulations,
surrogate models are far more appealing as they enable simulations over much longer
time and length scales.

Sustainability is central to this thesis. While we do not directly examine the spe-
cific properties related to the materials’ usage in the green energy sector, we provide a
detailed atomistic description. This detailed atomistic description is essential for a com-
prehensive understanding of the material and critical for future developments. Then, in
the present thesis we study two distinct perovskites BaZrO3 (BZO) and CsPbBr3 (CPB),
both of which have potential uses in the green energy sector—BZO in fuel cells and
electrolyzers, and CPB in solar cells. We use both DFT and surrogate models to explore
the dynamics of these perovskites and draw important conclusion about experimental
observations. For instance, we investigate the soft dynamics of the octahedra in both
materials, as discussed in Chapter 2.

Fuel cells and electrolyzer is at the core of the hydrogen economy, the purpose of
the fuel cell is to convert hydrogen and oxygen gas into electricity and water. This pro-
cess can also run in reverse, as an electrolyzer, producing hydrogen and oxygen gas by
splitting water using electricity. Fig. 1.1 shows the operation of a protonic ceramic fuel
cell in fuel cell mode. The anode splits hydrogen gas into protons and electrons, the elec-
tron is then carried through an external load while the protons are conducted through
the electrolyte. The cathode absorbs the oxygen gas on the surface and the electrons re-
duces the oxygen, which reacts with the protons to form water. Good performing and
durable fuel cells has recently been manufactured [4, 5]. For a more detailed discussion
on the protonic ceramic fuel cells, see, e.g., Ref. [6, 7].
When the cell is running in electrolyzer mode, the hydrogen produced can be stored

in a multitude of ways, e.g., by liquifying or pressurizing it. The advantage of storing
energy in an intermediate form such as hydrogen gas is that the energy can be used
much later [8]. Electrolyzers can thus be used in combination with, e.g., solar, wind or
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Figure 1.1: Operation of a protonic ceramic fuel cell

hydro energy to store the excess electricity as hydrogen when the demand is low. The
hydrogen can then later be used in fuel cells to produce energy when the demand is
higher.

As previously mentioned, we studied BZO, which has been shown to be a good can-
didate material for the electrolyte in fuel cells and electrolyzers. It is an insulator, and
it has been shown to be a promising proton conductor when doped with a trivalent
anion such as yttrium or scandium [9, 10]. We have explored the dynamics of BZO
and focused on the stability of the cubic phase. The stability of the cubic structure is
strongly linked to a tilting of the oxygen octahedra. The tilting has also been shown to
be related to proton transfer [11, 12].

Solar cells are also important for the green energy transition. The solar cell uses
direct sunlight to create a potential across the cell (open circuit voltage), which is typi-
cally in the range 1V.
The working principle of the solar cell is depicted in Fig. 1.2, an electron is excited

to the conduction band by photoabsorption, the excited electron is then carried to the
electron transport layer and the hole is carried to the hole transport layer, this creates
a positive and negative terminal (the open circuit voltage). The positive and negative
terminal can then be connected to an external device which allows the electrons and
holes to recombine. The power created this way can be directly exported to the elec-
trical grid, or used in symbiosis with the electrolyzer to create hydrogen gas when the
demand for power is low. For a more detailed description of solar cells, see, e.g, [13].
As previously mentioned, we also studied the halide perovskite CPB. CPB has been

demonstrated to be a candidate material for the photoactive layer in solar cells [14–
16]. For the photoactive layer, the critical parameter that we want to tune is the band

3
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Figure 1.2: Operation of a solar cell

gap. Filip et al. [17] found that the band gap of metal-halide perovskites dependence
sensitively on the rotation of the halide octahedra. Moreover, they found that this
could be controlled by, e g., the size of the cation. Wiktor et al. [18] also noticed that
the fluctuations’ of the octahedra depends sensitively on the temperature, which has a
strong impact on the band gap. Therefore, it is of utmost importance to understand the
dynamics of these tilt modes in the halide perovskite.

Outline, we will first introduce the perovskite structure, and then, the computational
methods used to study these materials. This includes the basics of DFT and a discussion
on how the electron-electron interaction is treated on different levels of DFT. Following
this will be an introduction to how the nuclei system is treated and how the anharmonic-
ity impacts the system and how it can be dealt with. The next chapter will then describe
how we can simulate experimental techniques that probe the nuclei system. I will then
introduce different regression and regularization methods, and finally, summarize my
work.
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2
The perovskite structure

The Prussian mineralogist Gustav Rose discovered a mineral [19] which was given the
name Perovskite after the Russian mineralogist Count Lev Perovskiy. The discovery
was originally of calcium titanate (CaTiO3), however, many more materials exhibit the
same structure, which is now known as the perovskite structure. The chemical formula
is ABX3, where A and B are cations and X an anion. The B cation is 6-fold coordinated
with the X anion (octahedron) while the A cation is 12-fold coordinated with the X
anion (cuboctahedron). Fig. 2.1 shows the 6-fold coordination of the B cation together
with the box of A cations surrounding it. The common representation of the cubic

A

B
X

kz

ky

kx

R

Γ
X

M

Δ T

Σ Z

sΛ

Figure 2.1: The ideal cubic perovskite structure together with the Brillouin zone, which shows
the high symmetry points and the paths between them.
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Chapter 2. The perovskite structure

perovskite is,
⎧⎪
⎨
⎪⎩

𝐴 ∼ (0, 0, 0)𝑎0
𝐵 ∼ (0.5, 0.5, 0.5)𝑎0
𝑋 ∼ {(0.5, 0.5, 0)𝑎0}

(2.1)

where 𝑎0 is the lattice constant and {} indicates cyclic permutation. The reciprocal unit
cell of the cubic structure including its high symmetry points and the paths connecting
these points, is illustrated in Figure 2.1.

There exist a vast number of perovskites owing to the extensive possible paring of the
A and B site ions. However, the possible paring of the A and B ions for ionic perovskites
is restricted by the charge neutrality condition, the oxidation numbersmust sum to zero.
For an oxygen perovskite, we have three possible parings of oxidation state for the A
and B ions, namely, 1:5, 2:4 and 3:3. Substitutional defects on the A and B sites gives an
even larger pool of possible materials, one such class of materials is the high-entropy
perovskite oxides [20, 21]. Another class of trendingmaterials is the hybrid perovskites,
where the X atom is occupied by a halide anion, e.g., Br. The A site can be occupied by
e.g., Cs, but also molecules such as formamidinium. Lastly, the B site is a bivalent metal
cation such as Pb. This class of materials are relevant in, e.g., solar cells, photodetectors
or nanolasers [22–25].

Thanks to the vast number of materials, the perovskite structure has shown numer-
ous of novel properties, such as, triple conduction of electrons, protons, and oxygens
[26], proton conductivity [27], piezoelectricity [28], multiferroicity [29], dielectricity
[30] and magnetocalorimetry [31].

2.1 Phases of the perovskite structure
Few perovskites exhibit the ideal cubic structure, most unit cells are instead distorted
to, e.g., orthorhombic, tetragonal or trigonal cells. Goldschmidt derived an empirical
formula for determining if the perovskite would exhibit the cubic structure or not, the
Goldschmidt tolerance factor [32]. Assuming that the perovskite is mostly ionic, we
can model the ions as hard spheres. We can then derive the ratio of how well different
ionic radii [33] match along different axes of the crystal. Measuring the lattice constant
along the B-X axis gives a lattice constant of 𝑎 = 2(𝑅𝐵 +𝑅𝑋), whereas measuring along
the A-X axis gives 𝑎 = √2(𝑅𝐴 + 𝑅𝑋). The tolerance factor is then given as the fraction
of the lattice constant along different crystal axes,

𝑡 = 𝑅𝐴 + 𝑅𝑋

√2(𝑅𝐵 + 𝑅𝑋)
.

The closer the tolerance factor is to 1 the more likely it is that the structure will exhibit
the ideal cubic structure. However, it is important to remember that the tolerance factor
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2.2. Phase transitions in perovskites

should serve as a guide and not a rule.
Perovskites with a tolerance factor larger than 1 are usually distorted to a tetragonal

or hexagonal lattice, the B ion is too small, and the lattice will develop polar distortions,
such as in BaTiO3 [34]. On the other hand, a smaller tolerance factor indicates that the
A ion is too small and can’t effectively bind with all neighboring oxygen ions. The
structure is then commonly distorted to an orthorhombic cell, e.g., CaTiO3, CdTiO3
[35] and BaCeO3 [36].

2.2 Phase transitions in perovskites
Phase transitions can be classified according to the Ginzburg–Landau theory [37]. In
essence, the free energy is expanded in terms of an order parameter. The order parame-
ter is a parameter that changes across the phase transition. In the high symmetry phase,
the order parameter is, on average, zero, whereas in the low symmetry phase it is non-
zero. Thus, if the order parameter were to be tracked as a function of temperature, it
would deviate from zero at and below the phase transition.

The order of the phase transition is then classified as either first or continues order.
If the change of the order parameter at the phase transition is discontinuous, then it is a
first order phase transition, otherwise it is a continues phase transition. The continues
phase transitions can also be subclassified as, e.g., second order or tricritical.

SrTiO3 is a perovskite material that has an extensively studied phase transition [38–
45]. At ambient pressure, and ∼ 105 K the material undergoes a displacive phase tran-
sition. This phase transition has been deemed to be mostly of second order character
[44, 45]. However, a more complete analysis reveals that it appears to be somewhere in
between a tricritical and second order [39]. The phase transition is driven by the soften-
ing of the antiferrodistortive (AFD) mode where successive oxygen octahedra [ZrO6]
are rotated in opposite direction (out of phase), the distortion is depicted in Fig. 2.2.
This phase transition has also been shown to be strongly related to the Goldschmidt
tolerance factor [46].

The softening results in that thermal diffuse scattering [47] appears at the R-point,
slightly above the phase transition temperature. Thermal diffuse scattering is non-
Bragg intensities in X-ray and neutron scattering due to large displacements of atoms,
usually due to low frequency phonons. However, a sharp, extra peak appear as well,
this peak is distinctly different from the thermal diffuse scattering and has been under
heavy investigation [38, 40–43]. It is mostly believed that it stems from defects, these
defects tend to form regions in the crystal where the material undergoes the phase tran-
sition slightly above the phase transition temperature. These regions then contributes
a Bragg reflection at the R-point. The idea is not too far from the idea of nanodomains
in BZO, that will be discussed in the next section.

It is also worth nothing that SrTiO3 has two unstable phonon modes at 0 K, the afore-
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Chapter 2. The perovskite structure

Figure 2.2: A schematic representation of the tilting of the oxygen octahedra. The distortion is
exaggerated for visualization purposes.

mentioned AFD mode and a competing soft mode at the zone center. This zone center
mode carries a net polarization which corresponds to a ferroelectric phase transition.
Zhong and Vanderbilt [46] argues that theses two competing instabilities stabilizes each
other. That is, if you could freeze one of the modes, the phase transition temperature
of the other would increase. Therefore, they argue that, together with quantum fluc-
tuations, the ferroelectric phase is suppressed by the competition with the ferroelastic
phase. Materials that suppress the ferroelectric phase due to quantum fluctuations is
sometimes referred to as a quantum paraelectric material. The quantum paraelectricity
has also been confirmed experimentally [48]. However, strain engineering can induce
the ferroelectric phase transition [49]. Examples of materials that exhibit the ferro-
electric phase transition without any strain engineering are, e.g., BaTiO3 [50, 51] and
PbTiO3 [52].

Another heavily studiedmaterial is CPB [53–56]. CPB is cubic at∼ 400 K and ambient
pressures but undergoes two phase transitions as the temperature is lowered [57–60].
It goes from cubic to tetragonal, driven by a similar mode as the one driving the phase
transition in SrTiO3. This mode is also a tilt mode, but it is in phase instead of out of
phase and is found at the M-point instead of the R-point. It then goes from tetragonal
to orthorhombic by a condensation of two AFD modes [61]. The phase transition from
cubic to tetragonal is a first order transition, whereas the transition from tetragonal to
orthorhombic is a continues transition [57, 61].

2.3 A case study: barium zirconate
A good candidate to preserve the cubic symmetry all the way down to 0K is BZO, as
the tolerance factor is close to 1 (∼ 1.01). However, depending on the approximation
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2.3. A case study: barium zirconate

used in the DFT calculations, an imaginary frequency at the R-point of the reciprocal
lattice appears, this is the same instability as the one found in SrTiO3. It is thus debated
whether BZO remains cubic all the way down to 0K [62–70].

Experimental sintering of BZO is difficult because of its high melting temperature
and long soaking times [71]. BZO is therefore commonly studied using powder samples
[62, 65, 72]. For example, Akbarzadeh et al. [62] studied BZO using x-ray and neutron
diffraction on a powder sample together with Monte Carlo simulations using an ef-
fective Hamiltonian. They found that the structure remained cubic all the way down
to at least 2 K. Perrichon et al. [65] found that the cubic phase can be ascribed down
to at least 3 K using neutron powder diffraction. They also measured the dynamical
structure factor at the R-point at different temperatures and revealed a weak frequency
dependence with temperature, which agreed well with the theoretical calculations. The
theoretical calculations also revealed that the stability of the cubic structure depended
on the approximation used, and that it is very sensitive to the lattice parameter. That is,
the stability of the cubic structure correlates strongly with the size of the lattice param-
eter, a larger cell stabilizes the cubic structure. The dependence of the cubic structure’s
stability on the approximation used has been observed in other studies as well [66–69]
and the correlation with the lattice parameter is corroborated in a study by Yang et
al. [73]. Yang et al. studied BZO at room temperature and high pressures, and found
that BZO undergoes a phase transition from cubic to tetragonal when the pressure is
increased.

Furthermore, Toulouse et al. [70] and Chemarin et al. [74] investigated the Raman
spectrum of BZO. The Raman spectrum should be completely absent for a cubic struc-
ture due to the selection rules of first order scattering. However, both studies found
that the Raman spectrum exhibited peaks, contrary to the selection rules. Therefore,
Chemarin et al. attributed these peaks to locally tilted nanodomains. Whereas, Toulouse
et al. attributed a majority of the peaks to unusually sharp overtones, which is a higher
order process. Giannici et al. [63] also performed Raman spectroscopy as well as x-ray
diffraction experiments on BZO and Y doped BZO. They also noticed the peaks in the
Raman spectrum for undoped BZO. However, as the x-ray diffraction was consistent
with the cubic structure, they attributed the peaks to locally distorted domains due to
the tiling of the oxygen octahedra, i.e., they came to the same conclusion as Chemarin
and others. Similarly, Levin et al. [64] observed evidence for a local symmetry reduc-
tion. They studied BZO using a transmission electron microscope and observed a weak
but yet discrete spot at the R-point. The spot appeared below 80K and they suggested
that this may be evidence of the existence of nanodomains below this temperature.
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3
Electronic structure theory

The Schrödinger equation describes the dynamics of systems on the atomic scale. It
gives physical insight into both the structural and chemical properties of materials.
However, solving it for even the smallest system is a formidable task. The time-independent
Schrödinger equation is usually written in a deceptively simple form,

ℋ Ψ𝑛(R, x) = ℰ𝑛Ψ𝑛(R, x).

where Ψ𝑛(R, x) is the wave function, R encodes the nuclear positions and x describes
the spin, 𝜎, and position, r, of the electrons, ℰ𝑛 is the energy of the system. The Hamil-
tonian ℋ includes a description of all interactions that are taken into account. It is
conveniently written in atomic units, where the mass and charge of the electron to-
gether with ℏ and 4𝜋𝜖0 is set to 1. In the absence of any external fields it reads,

ℋ = − ∑
𝑖

∇2
𝑖

2 + 1
2 ∑

𝑖≠𝑗

1
|r𝑖 − r𝑗| − ∑

𝑘
∑

𝑖

𝑍𝑘
|R𝑘 − r𝑖|

− ∑
𝑘

∇2
𝑘

2𝑚𝑘
+ 1

2 ∑
𝑘≠𝑛

𝑍𝑘𝑍𝑛
|R𝑘 − R𝑛| ,

where 𝑚𝑘 and 𝑍𝑘 is the mass and charge of the kth nucleus. The first and fourth
term is the kinetic energy of the electronic and nuclear system, the other terms are
the Coulomb interactions. For example, the second term is the repulsion between the
electrons, which presents most of the difficulty. This equation is separated into two
decoupled equations by assuming that the electronic system reacts instantaneously to
any change in the ionic system due to the much smaller mass of the electrons. This is
what is known as the Born-Oppenheimer (or adiabatic) approximation [75] and leads
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to the following Hamiltonian for the electronic system,

ℋel = − ∑
𝑖

∇2
𝑖

2 + 1
2 ∑

𝑖≠𝑗

1
|r𝑖 − r𝑗| − ∑

𝑘
∑

𝑖

𝑍𝑘
|R𝑘 − r𝑖|

, (3.1)

where the ionic position is fixed and represents an external potential. The ionic system
is treated in Chapter 4. This equation is still only possible to solve for the smallest
systems, as the size of the Hamiltonian grows factorially with the number of electrons
[76]. Thus, further simplifications are needed.

3.1 The Hohenberg-Kohn theorem
Hohenberg and Kohn [77] recognized that the ground state density of the Hamiltonian
in Eq. (3.1) is uniquely defined by the external potential. Therefore, they concluded that
we may work with the electron density instead of the wave function, which means that
the problem has been reduced to a problem of three dimensions. The corresponding
energy functional is then given by,

ℰ𝐻𝐾 = ⟨Ψ[𝑛(r)]|ℋel|Ψ[𝑛(r)]⟩

= 𝑇 [𝑛(r)] + 𝑉 [𝑛(r)] + ∫ dr 𝑛(r)𝑉ext(r).
(3.2)

The kinetic energy functional, 𝑇 [𝑛(r)], and electron Coulomb interaction, 𝑉 [𝑛(r)], are
system independent. Therefore, in principle, they could be determined once and then
be applied to all systems. However, the exact functional form is still unknown.

The variational principle tells us that the density that minimizes the energy func-
tional in Eq. (3.2) is the true ground state density. This minimization is constrained by
the normalization of the electron density,

∫ dr 𝑛(r) = 𝑁,

where 𝑁 is the total number of electrons. Hohnberg and Kohn only proved that we
may work with the density to find the ground state energy. However, they provided no
computational strategy on how to solve the minimization problem.

Hohnberg and Kohn were not the only ones who proposed that one could work with
a density functional. Previous work by, e.g., Thomas [78], Fermi [79] and Dirac [80]
also explored this possibility.

3.2 The Kohn-Sham formulation
Fortunately, Kohn and Sham provided an algorithmic scheme on how to solve the min-
imization problem. The idea behind the Kohn-Sham computational scheme [81] is that
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an effective potential in a non-interacting auxiliary system can be used to mimicking
the interacting system. That is, they sought an effective potential, 𝑉eff(𝑟), that repre-
sents the interactive system such that a single particle equation,

[−1
2∇2 + 𝑉eff(𝑟)] 𝜓𝑛(𝑟) = 𝜀𝑛𝜓𝑛(𝑟), (3.3)

can be solved instead. The corresponding energy functional for this non-interacting
auxiliary system is then,

ℰ𝑠[𝑛(r)] = 𝑇𝑠[𝑛(r)] + ∫ dr 𝑉eff(r)𝑛(r), (3.4)

where 𝑇𝑠[𝑛(r)] is the kinetic energy of the non-interacting system. Another key insight
that Kohn and Sham had was to rewrite the energy functional in Eq. (3.2) as,

ℰ[𝑛(r)] = 𝑇𝑠[𝑛(r)] + 1
2 ∫ dr′ 𝑛(r)𝑛(r′)

|r − r′| + ℰ𝑥𝑐[𝑛(r)] + ∫ dr 𝑉ext(r)𝑛(r), (3.5)

where the kinetic energy of the non-interacting system, 𝑇𝑠[𝑛(r)], and the Hartree term,
the second term, have been added and subtracted. The exchange correlation (XC) en-
ergy functional, ℰ𝑥𝑐[𝑛(r)], has also been introduced which is defined as,

ℰ𝑥𝑐[𝑛(r)] = 𝑇 [𝑛(r)] − 𝑇𝑠[𝑛(r)] + 𝑉 [𝑛(r)] − 1
2 ∫

𝑛(r)𝑛(r′)
|r − r′| drdr′. (3.6)

The functional derivative of this energy is denoted, 𝑉𝑥𝑐[𝑛(r)], and referred to as the XC
potential. The effective potential is now found by calculating the functional derivative
of the energy functionals and comparing the results, the derivatives are given by

𝛿ℰ𝑠[𝑛(r)]
𝛿𝑛(r) = 𝛿𝑇𝑠[𝑛(r)]

𝛿𝑛(r) + 𝑉eff(r)

𝛿ℰ[𝑛(r)]
𝛿𝑛(r) = 𝛿𝑇𝑠[𝑛(r)]

𝛿𝑛(r) + 𝑉ext(r) + 𝑉𝑥𝑐[𝑛(r)] + ∫
𝑛(r′)

|r − r′|dr
′.

From these two equations it is easily seen that it is possible to map the auxiliary non-
interacting system to the interacting system by setting

𝑉eff(r) = 𝑉ext(r) + 𝑉𝑥𝑐[𝑛(r)] + ∫
𝑛(r′)

|r − r′|dr
′. (3.7)

The last thing to note is that the energy functional of the auxiliary non-interacting
system is not the same as the interacting system. Inserting Eq. (3.7) into Eq. (3.4) and
matching with Eq. (3.5) we can see that we need to subtract half of the Hartree energy,
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Chapter 3. Electronic structure theory

add the XC energy and subtract the integral involving the XC potential which yields
the total energy as,

𝐸 =
𝑁

∑
𝑘=1

𝜀𝑛 − 1
2 ∫

𝑛(r)𝑛(r′)
|r − r′| d𝑟dr′ + ℰ𝑥𝑐[𝑛(r)] − ∫ dr 𝑉𝑥𝑐[𝑛(r)]𝑛(r), (3.8)

where the sum is over occupied Kohn-Shamorbitals. Hence, themany body Schrödinger
equation has been transformed into a non-interacting single particle equation with an
effective potential. However, we have paid a price in doing so, the effective potential
depends on the density, which in turn depends on the single particle states. Therefore,
we have to solve the equations self-consistently. The solution is as follows, make an
initial guess of the density, calculate the effective potential Eq. (3.7) and then solve
the non-interacting equation Eq. (3.3). The non-interacting equation provides us with
a new set of wave functions, and from these wave functions we can calculate a new
density,

𝑛(r) =
𝑁

∑
𝑛=1

|𝜓𝑛(r)|2. (3.9)

Now that we have a new density, we can repeat the process until the difference in en-
ergy, Eq. (3.8), between two successive iteration is sufficiently small. For the interested
reader, excellent reviews of the DFT framework are outlined in [82–84].
Lastly, it is important to note that we moved all of our ignorance about the electron-

electron interaction and the kinetic energy into one term, the XC functional, which we
need an approximation for.

3.3 Local density approximation
In the previous section, we outlined how Kohn and Sham wrote down the fundamen-
tals of solving the Schrödinger equation in the Born-Oppenheimer approximation. We
wrote down the equations that can be used to find the ground state energy and density.
However, we still have to find an approximation of the XC energy. The first devised XC
energy functional, given in Eq. (3.6), is the local Density Approximation (LDA) which
assumes that the density varies slowly such that we may approximate the potential as
local, i.e., it depends only on the density at r. However, note that the true potential
will be non-local and not only depend on the density at r but also on all other points r′.
This approximation leads to the XC energy as

ℰ𝑥𝑐[𝑛] = ∫ 𝜖𝑥𝑐[𝑛(r)]𝑛(r)dr.

where 𝜖𝑥𝑐 is the XC energy per particle of the homogeneous system with density 𝑛(r).
Even with this approximation, no analytical form of 𝜖𝑥𝑐 is known. However, 𝜖𝑥𝑐 can be
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3.4. Generalized gradient approximation

separated into an exchange and correlation term. The exchange term is straight forward
to derive, see, e.g., [76]. As the name suggests, the interaction involves the exchange
of two electrons, which leads to a lowering of the energy. The reduction in energy
is rooted in the antisymmetrization of the wave function, which is a materialization
of the Pauli exclusion principle. The antisymmetrization keeps electrons with parallel
spin apart. Therefore, the effect of the exchange term can be though of as every spin up
(spin down) electron having a small bubble of deficient spin up (spin down) that follows
the electron around, this effect is called the exchange hole. The lowering of the energy
can thus be interpreted as the interaction of the electron with the positive exchange
hole surrounding it [85].

However, in the exchange energy, all other interactions have been ignored. These
interactions are collectively called correlation. The correlation energy also lowers the
energy, and one can think of a correlation hole similarly to the exchange hole. In addition
to keeping electrons of the same spin apart, the correlation hole keeps electrons of an-
tiparallel spins apart as well. It is evident that the correlation is much more important
for antiparallel spins than for parallel spins, which are mostly covered by the exchange
energy. Analytic expression for the correlation energy can be calculated at low and
high density limits [86–88], but there exist no analytical form in between the two lim-
its. For typical solids, the correlation energy is much smaller than the exchange energy,
however, as the density decreases the correlation energy becomes more important and
even dominates for very low densities.

Different parametrizations of the XC energy have been suggested based on the de-
rived exchange and correlation energy. However, most of them are founded on the
diffusion Monte Carlo calculations by Ceperley and Alder [89], which are numerically
exact. Moreover, a neat detail of the diffusion Monte Carlo simulations is that they
include the kinetic energy, which there exist no analytic expression for, except for a
few limited cases, such as the free electron gas. Finally, despite the simplicity of LDA
very accurate results have been obtained in, e.g., metallic systems where the density
does not vary rapidly. The expressions for the XC energy is readily available in, e.g.,
Ref. [76].

3.4 Generalized gradient approximation
A natural extension to the LDA is to include derivatives of the density, which should
better account for the density variations found in real materials. This family of func-
tionals is termed, generalized gradient approximation (GGA).The exchange correlation
energy is then written as,

ℰ𝑥𝑐[𝑛] = ∫ 𝑓[𝑛(r), ∇𝑛(r)]dr.
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Unintuativley, inclusion of the gradient initially made the results worse. However, in-
clusions of constraints such as, e.g., sum rules and known features about the exchange
and correlation hole resulted in satisfactory functionals. One such functional and prob-
ably the most widely used in materials science is the PBE functional parametrized by
Perdew, Burke and Ernzerhof [90].

The GGAs can also be parametrized by empirical fitting to known experimental re-
sults. However, this leads to poor transferability, and it is not obvious that the exper-
imental results are reproduced due to the correct physics. An excellent discussion on
the empirical versus constrained parametrization can be found in Ref. [91].

3.5 Overdelocalization and band gap problem
TheHartree term introduced in the exchange correlation functional, Eq. (3.6), is unphys-
ical in a sense, the electron interacts with a density which itself is a part of. In theory,
this interaction should be completely corrected for if we had a complete description
of the XC functional. However, since we only have approximations of it, we are left
with an issue, the electron interacts with itself. The self interaction, leads to an over-
delocalization of the electrons. Corrections to the self interaction can, e.g., improve
the predicted band gaps [92]. But, despite the improved band gap with self interaction
corrections, it has been argued that the band gap problem would not be solved even
with an exact XC description. Rather, one would have to go beyond DFT to solve the
problem [93]. The band gap problem is thoroughly discussed in, e.g., Ref. [94].

3.6 DFT + U
One way of treating the over-delocalization issue known to LDA and the GGAs is DFT
+ U. The method stems from the Hubbard model, which is an approximate model that
is used to describe the phase transition from metal to insulator of a solid-state system.
The model Hamiltonian is written as,

ℋ = −𝑡 ∑
⟨𝐴𝐵⟩,𝜎

(𝑐†
𝐴𝜎𝑐𝐵𝜎 + 𝑐†

𝐵𝜎𝑐𝐴𝜎) + 𝑈 ∑
𝑖

𝑐†
𝑖↑𝑐𝑖↑𝑐†

𝑖↓𝑐𝑖↓

where the first term is the hopping of the electrons between sites, ⟨𝐴𝐵⟩ indicates that
it is a sum over nearest neighbor pairs A and B. The second part represent the electron-
electron repulsion and is important for strongly correlated materials, i.e., there is an
associated cost of placing electrons on the same site. The transfer, or hopping integral,
t, is related to the crystal potential and kinetic energy as,

𝑡 = ∫ dr 𝜓∗
𝐴(r) [− 1

2𝑚∇2 + 𝑉 (r)] 𝜓𝐵(r).
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Incorporating this formalism in DFT then gives the energy functional as [95],

ℰ = ℰDFT + 𝑈eff
2 ∑𝜎

𝑇 𝑟(𝜌𝜎) − 𝑇 𝑟(𝜌𝜎𝜌𝜎),

where 𝜌𝜎 is the atomic orbital occupation matrix. In the solid-state community the oc-
cupation matrix is commonly calculated by projecting the plane waves onto a localized
basis set [96]. The interaction will force the orbital to either be fully occupied or fully
unoccupied.
A significant benefit of theDFT +U formalism is that it does not significantly increase

the computational cost. However, the model is not transferable between systems as the
U parameter is system dependent. That is, there is no “universal” way of determining
a U parameter that should be suitable for all materials. However, there are ways of
determining it theoretically for a specific system, see, e.g., Ref. [96, 97]. For an excellent
in depth review of the DFT + U approach, see, e.g., Ref. [96].

3.7 Hybrid functionals
A more system independent way of treating the known over-delocalization of the elec-
trons in DFT is to incorporate exact exchange [98]. The idea is that, if we incorporate
some exact exchange energy from the Hartree-Fock theory, we can correct for the over-
delocalization of, e.g., LDA or the GGAs. The exact exchange energy is given by [99],

ℰHF
𝑥 = ∑

𝑎𝑏
𝑓𝑎𝑓𝑏 ∫ d3r′ d3r

𝜓∗
𝑎 (r)𝜓∗

𝑏 (r)𝜓𝑏(r′)𝜓𝑎(r′)
|r − r′| (3.10)

where 𝑓𝑎 and 𝑓𝑏 is the occupation of orbital a and b. The energy functional that is used
in, e.g., PBE0 [98], which is a hybrid functional is then defined as,

ℰ = 1
4ℰHF

𝑥 + 3
4ℰPBE

𝑥 + ℰPBE
𝑐 .

The fraction of mixing, 1/4, of the exact exchange has been determined theoretically. The
orbital dependence in Eq. (3.10) leads to a significant increase in computational cost. To
reduce the computational cost for extended systems but still maintain good accuracy,
it has been suggested that the Coulomb kernel can be separated into a long range and
short range part. One such functional is HSE06 [100] where the Coulomb kernel is
separated in the following way,

1
|r − r′| = erf(𝜇|r − r′|)

|r − r′| + erfc(𝜇|r − r′|)
|r − r′| ,
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Chapter 3. Electronic structure theory

𝜇 controls the screening, and is given by 0.2 for HSE06. The first term is then the short
range part, and the second term is the long range part. The energy functional is then
given as,

ℰ = 1
4ℰHF,SR

𝑥 + 3
4ℰPBE,SR

𝑥 + ℰPBE,LR
𝑥 + ℰPBE

𝑐 .

3.8 Basis functions and pseudopotentials
In practice, the wave functions in the Kohn-Sham equation Eq. (3.3) can be found by
solving the equation on a grid. However, for extended systems such as the systems
in this thesis, this method would be computational impractical. Instead, a basis set is
introduced such that the wave functions can be represented as,

Ψ𝑖(𝑟) = ∑
𝑗

𝑐𝑖𝑗𝜙𝑗 ,

where 𝜙𝑗 can be chosen in a few different ways. The introduction of the basis functions
maps a continuous problem into a problem of linear algebra. Therefore, the problem
reduces to finding the expansion coefficients 𝑐𝑖𝑗 . The choice of basis function depends
on the problem, a natural choice for extended periodic systems is, e.g., plane waves,

Ψ𝑖,k(𝑟) = ∑
G

𝑐𝑖,k(G) exp (ir ⋅ (k + G)) ,

where the periodicity is implicitly implied. Planewaves form a complete basis, however,
for practical calculation we have to truncate the expansion at some point. This is done
via the kinetic energy, 1/2|k+G|2 < 𝐸cut, such that all plane waves fulfilling the criteria
are included. It is thus straight forward to increase the size of the basis set and thus
increase the accuracy of the calculation.

Unfortunately, the orthogonality requirement of the wave functions leads to rapid
oscillations in the core region of the valance electrons. Consequentially, the kinetic
energy of the valance electrons will be large, and by necessity a sizable 𝐸cut has to be
chosen. A computational tractable way to handle the rapid oscillations is to introduce
a pseudopotential [101]. The idea is to construct a pseudowave function where the
rapid oscillations of the valance states in the core region has been removed. Moreover,
by construction, these pseudowave functions ensures that the valance states remain
orthogonal to the core states. Furthermore, given that the pseudopotential is carefully
constructed, the correct energy eigenvalues should be obtained.

Exactly how the pseudopotential is constructed varies. For example, how many
states that are treated as core states and how large the core radius is can vary depend-
ing on the application. Usually, a few different potentials are constructed, and the user
decided which potential to use based on the accuracy required. The only necessity is
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that the pseudopotential should be constructed such that the pseudowave function co-
incides with the true wave functions outside the core region. Therefore, a few different
implementations of pseudopotentials have been proposed such as norm-conserving, ul-
trasoft and projector augmented wave (PAW) potentials [102–104]. The PAW method
allows us to reconstruct the true wave function in the core region, and this is also the
formalism together with plane waves that has been employed in all the DFT calcula-
tions in this thesis.
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4
Vibrational motion

In this chapter, we will discuss the motion of the nuclei. The Hamiltonian is given by,

ℋ = ∑
𝑖

P2
𝑖

2𝑚𝑖
+ 𝑉 (… ,R𝑖, …) (4.1)

where P𝑖 is themomentum, 𝑚𝑖 themass, and R𝑖 the position coordinate of atom 𝑖. When
the system is a crystal, it is convenient to write the atomic positions as,

R𝑖 = R0
𝑖 + u𝑖, (4.2)

where R0
𝑖 is the equilibrium position and u𝑖 the displacement from the equilibrium

position.

4.1 Force constants
The potential energy 𝑉 (… ,R𝑖, …) in Eq. (4.1) can be expanded as a Taylor series,

𝑉 = 𝑉0 + Φ𝛼
𝑖 𝑢𝛼

𝑖 + 1
2!Φ𝛼𝛽

𝑖𝑗 𝑢𝛼
𝑖 𝑢𝛽

𝑗 + 1
3!Φ𝛼𝛽𝛾

𝑖𝑗𝑘 𝑢𝛼
𝑖 𝑢𝛽

𝑗 𝑢𝛾
𝑘 + … , (4.3)

where Einstein summation is implied and the Φs are referred to as force constants (FC).
Latin indices run over atomic labels and Greek letters run over Cartesian coordinates.
The first term, 𝑉0 = 𝑉0(… ,R0

𝑖 , …), is the energy at the equilibrium positions and can
be obtained from, e.g., a DFT calculation. Here, we will set this reference energy equal
to zero. Moreover, as we are expanding around the equilibrium positions, the second
term is zero by construction. The equilibrium positions may, however, correspond to a
saddle point configuration, not necessarily a minimum, but also in that case, the second
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term is zero. Construction of models can then be done based on the third and higher
terms. Finally, the FCs are defined as derivatives of the potential with respect to the
displacements,

Φ𝛼
𝑖 = 𝜕𝑉

𝜕𝑢𝛼
𝑖

, Φ𝛼𝛽
𝑖𝑗 = 𝜕2𝑉

𝜕𝑢𝛼
𝑖 𝜕𝑢𝛽

𝑗
, … ,

and the atomic forces 𝐹 𝛼
𝑖 can be written in terms of the FCs as,

𝐹 𝛼
𝑖 = − 𝜕𝑉

𝜕𝑢𝛼
𝑖

= −Φ𝛼𝛽
𝑖𝑗 𝑢𝛽

𝑗 − 1
2Φ𝛼𝛽𝛾

𝑖𝑗𝑘 𝑢𝛽
𝑗 𝑢𝛾

𝑘 − … . (4.4)

4.1.1 Extracting force constants
A common approach to extract the harmonic FC is to use finite displacements, the
frozen phonon method. That is, you displace one atom at the time and calculate the FC
as [105],

Φ𝛼𝛽
𝑖𝑗 = −

𝐹 𝛼
𝑖

Δ𝑢𝛽
𝑗

, (4.5)

where Δ𝑢𝛽
𝑗 is the finite displacement of atom 𝑗 in direction 𝛽. The extension to higher

orders is straightforward, but the number of calculations needed grows quickly. This
method also becomes increasingly inefficient as the symmetry decreases.

A more computationally tractable method is to displace all atoms in the cell and
recast equation (4.4) into a regression problem,

A𝚽 = F, (4.6)

where A is the design matrix that encodes all displacements, F are the corresponding
forces and 𝚽 is a vector of the FCs. hiphive[106] can be used to construct the regres-
sion problem, where the underlying symmetry of the system is utilized to reduce the
number of independent FCs. To minimize the number of reference calculations and
getting physical FCs, we want the regression problem (4.6) to be as well posed as pos-
sible. That is, we want the structures to be as uncorrelated as possible, and hopefully
have displacement patterns that are highly probable. In theory, the sum in Eq. (4.4)
is infinite. Fortunately, the Taylor expansion can commonly be truncated at relatively
low expansion order. Moreover, the interactions usually decay rapidly with increasing
distance and number of bodies involved. Therefore, only a limited number of FCs needs
to be considered in the regression problem.
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4.2. Harmonic approximation

4.2 Harmonic approximation
The harmonic approximation is obtained by truncating the expansion in Eq. (4.3) at the
second order term,

𝑉 = 1
2Φ𝛼𝛽

𝑖𝑗 𝑢𝛼
𝑖 𝑢𝛽

𝑗 .

The coupled dynamics of the displacements 𝑢𝛼
𝑖 can then be transformed into a set of

independent collective harmonic oscillators, often denoted normal modes, by diagonal-
ising the force constant matrix Φ𝛼𝛽

𝑖𝑗 .

4.2.1 Normal modes
We are considering crystalline solids, where the atoms are arranged in an ordered mi-
croscopic structure, forming a crystal lattice that extends in all directions. A unit cell is
introduced, containing 𝑛𝑎 atoms, which is repeated periodically in all three directions.
The dynamics of the system can then be solved in reciprocal space, q-space, by solving
the eigenvalue equation [76],

𝐷(q) eq𝜈 = 𝜔2
q𝜈 eq𝜈 , (4.7)

where 𝐷(q) is the dynamical matrix, 𝜔q𝜈 the frequency, and eq𝜈 the corresponding
eigenvector, or normal mode coordinate. The size of the dynamical matrix is 3𝑛𝑎 ×3𝑛𝑎
and the eigenvalue equation has to be solved for each q vector in the Brillouin zone,
the unit cell in reciprocal space. The index 𝜈 = 1, … , 3𝑛𝑎 is called the branch index.
More explicitly, the dynamical matrix can be written as

𝐷𝛼𝛽
𝜅𝜅′(q) = ∑

𝑙′

Φ𝛼𝛽
0𝜅;𝑙′𝜅′

√𝑚𝜅𝑚𝜅′
exp [−𝑖q ⋅ (R0

0𝜅 − R0
𝑙′𝜅′)] . (4.8)

The atomic index 𝑖 has here been decomposed as 𝑖 = (𝑙𝜅), where 𝑙 and 𝜅 are labels of
unit cells and atoms in each unit cell, respectively.

The frequencies obtained in the diagonalization of the dynamical matrix are com-
monly presented in a density of states (DoS) figure. The DoS,

𝑔(𝜔) = 1
𝑁𝑞 ∑

q𝜈
𝛿(𝜔 − 𝜔q𝜈), (4.9)

counts the number of states available at a given frequency. We have, here, divided with
𝑁𝑞 , the number of q-points in the summation. This implies that 𝑔(𝜔) is normalized such
that the integration over frequency becomes 3𝑛𝑎. We can also determine the density of
states of a single atomic type,

𝑔𝐴(𝜔) = 1
𝑁𝑞 ∑

q𝜈
𝑐𝐴(q, 𝜈)𝛿(𝜔 − 𝜔q𝜈)
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Figure 4.1: Phonon dispersion for BZO using PBE. Data are shown between high symmetry
points and are derived using phonopy for a 2 × 2 × 2 and a 4 × 4 × 4 supercell, respectively.
Color assigned as (Ba, Zr, O) = (R, G, B).

where
𝑐𝐴(q, 𝜈) = ∑

𝑖∈𝐴
∑𝛼

|n̂𝑖𝛼 ⋅ eq𝜈|2

is how much atomic type A contributes to the normal mode. Here n̂𝑖𝛼 is a unit projec-
tion vector of atom i in direction 𝛼, and the sum over 𝑖 is taken over all atoms of type
A.

The frequency along the paths between the high symmetry points in the Brillouin
zone can be plotted in what is referred to as a dispersion plot. This is shown in Fig. 4.1
for BZO using the PBE functional. The unit cell (5 atoms) is cubic with size 𝑎0=4.24 Å
and the calculations are done using phonopy. For the definition of the high symmetry
points, see Fig. 2.1. The color coding is (Ba, Zr, O) = (R, G, B), which implies that, e.g.,
a pure oxygen mode will be colored blue and mixed modes will have a mixed color.
The direct method introduced by Parlinski et al. [107] is used with individual atomic
displacements with size 0.01 Å. The size of the computational cell, the supercell, is
2 × 2 × 2 of the unit cell and the LO-TO splitting is included following Ref. [108]. The
direct method in Ref. [107] will give the exact frequencies at high symmetry points, due
to the use of the 2 × 2 × 2 supercell. Interpolation between these high symmetry points
is carried out and if the range of the physical interaction is within half of the supercell
size, then the interpolation scheme gives the correct frequencies also in between the
high symmetry points.
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4.2. Harmonic approximation

To test the accuracy with respect to the range of the physical interaction between the
atoms, we have also done the calculations for a 4 × 4 × 4 supercell. The result is shown
as dotted lines in Fig. 4.1. The two calculations agree at the high symmetry points, and
in between the differences are only a few meV. We conclude that a supercell with size
4 × 4 × 4 should be sufficient with respect to range of the physical interaction.

4.2.2 Thermodynamics and phonons
The thermal properties of the vibrational motion can be obtained from statistical me-
chanics. The motion is quantized, and the normal mode becomes a quasiparticle, a
phonon. The canonical partition function for the phonon system is given by [109]

𝑍 = ∏
q𝜈

exp (−𝛽ℏ𝜔q𝜈/2)
1 − exp (−𝛽ℏ𝜔q𝜈)

. (4.10)

where 𝛽 = 1/𝑘𝐵𝑇 . The energy is then given by

𝑈(𝑇 ) = − 𝜕
𝜕𝛽 ln𝑍

= ∑
q𝜈 (

1
2 + 1

exp (𝛽ℏ𝜔q𝜈) − 1)
ℏ𝜔q𝜈

(4.11)

and by using the expression for the density of states in Eq. (4.9) the sum can be replaced
by an integral

𝑈(𝑇 ) = ∫
∞

0
𝑔(𝜔) d𝜔 (

1
2 + 1

exp (𝛽ℏ𝜔) − 1) ℏ𝜔

= ∫
∞

0
𝑔(𝜔) d𝜔 (

1
2 + ⟨𝑛(𝜔, 𝑇 )⟩) ℏ𝜔 .

(4.12)

In the last line the Bose-Einstein distribution ⟨𝑛(𝜔, 𝑇 )⟩ is introduced, the mean occu-
pancy of the state with frequency 𝜔 at temperature 𝑇 . In the same way, the entropy is
given by

𝑆(𝑇 ) = −𝑘B 𝛽2 𝜕
𝜕𝛽 (

1
𝛽 ln𝑍)

= 𝑘B ∫
∞

0
𝑔(𝜔) d𝜔 (

𝛽ℏ𝜔
exp (𝛽ℏ𝜔) − 1 − ln (1 − exp (−𝛽ℏ𝜔))) .

(4.13)

and the Helmholtz free energy 𝐹 is then obtained from the relation
𝐹 (𝑇 ) = 𝑈(𝑇 ) − 𝑇 𝑆(𝑇 ) . (4.14)

In Fig. 4.2 the computed temperature dependence for the energy, entropy and free en-
ergy for BZO using PBE is depicted. The energy and entropy increases as function of
temperature, while the free energy decreases.
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Figure 4.2: The thermal energy 𝑈 , entropy 𝑆 and free energy 𝐹 as function of temperature for
BZO.

4.2.2.1 Dynamics of the harmonic system
Theatomic displacement operator can be expressed as [105], where the time-dependence
can be derived from Heisenberg’s equation of motion [110],

̂𝑢𝛼
𝑙𝜅(𝑡) = 1

√𝑁𝑞
∑
q𝜈 √

ℏ
2𝑚𝑙𝜅𝜔q𝜈 (𝑎q𝜈exp(−𝑖𝜔𝑡) + 𝑎†

−q𝜈exp(𝑖𝜔𝑡))

exp [𝑖q ⋅ R0
𝑙𝜅] (n̂𝛼

𝑙𝜅 ⋅ eq𝜈),
(4.15)

where 𝑎† and 𝑎 is the creation and annihilation operators [76]. The distribution of
the atomic displacements can then be obtained as expectations values of Eq. (4.15). It
can be shown [111] that the distribution is an uncorrelated multivariate Gaussian in
phonon coordinates, or q-space. The mean value is zero and the variance is given by
the mean-squared displacement,

⟨(𝑢𝛼
𝑙𝜅)2⟩ (𝑇 ) = 1

𝑁𝑞 ∑
q𝜈

ℏ
𝑚𝑙𝜅𝜔q𝜈 [

1
2 + ⟨𝑛(𝜔q𝜈 , 𝑇 )⟩] (|n̂𝛼

𝑙𝜅 ⋅ eq𝜈|)
2 . (4.16)

In the classical limit the mean-squared displacement becomes proportional to temper-
ature,

⟨(𝑢𝛼
𝑙𝜅)2⟩ (𝑇 → ∞) = 1

𝑁𝑞 ∑
q𝜈

𝑘𝐵𝑇
𝑚𝑙𝜅𝜔2

q𝜈
(|n̂𝛼

𝑙𝜅 ⋅ eq𝜈|)
2 , (4.17)

while at low temperatures it approaches the zero-point motion value

⟨(𝑢𝛼
𝑙𝜅)2⟩ (𝑇 = 0) = 1

𝑁𝑞 ∑
q𝜈

ℏ
2𝑚𝑙𝜅𝜔q𝜈

(|n̂𝛼
𝑙𝜅 ⋅ eq𝜈|)

2 . (4.18)

26



4.3. Sampling configurational space

The motion of a given phonon mode is given by its phonon displacement operator,

𝐴𝑞𝜈(𝑡) = 𝑎q𝜈exp(−𝑖𝜔q𝜈𝑡) + 𝑎†
−q𝜈exp(𝑖𝜔q𝜈𝑡).

The time correlation of this operator can be viewed as ’a propagating displacement
wave’ [112], and gives the expected harmonic motion,

⟨𝐴q𝜈(𝑡)𝐴†
q𝜈(0)⟩ = exp(−𝑖𝜔q𝜈𝑡)(𝑛q𝜈 + 1) + exp(𝑖𝜔q𝜈𝑡)𝑛q𝜈 . (4.19)

Despite this propagator not being exactly the phonon propagator, we will adopt the
same nomenclature as other Authors have [113–115] and to refer to this as the ’one-
phonon imaginary-time Green’s function’, ignore that it is slightly misleading for the
uninitiated. Time-correlations and their significance will be discussed more in detail in
Chapter 5.

4.3 Sampling configurational space
When extracting the FCs one can make use of the frozen phonon method and displace
one atom at the time. However, here we will consider the more efficient method and
directly displace all atoms in the cell and thereby collecting training structures for the
regression problem in Eq. (4.6). For instance, one can displace all atoms according to a
normal distribution given some appropriate standard deviation. This method has been
denoted Rattle [106].

A more proper, but also more computationally demanding way of generating the
training structures, is to generate displacements using MD, preferably ab-initio molec-
ular dynamics (AIMD).

Another attractive way to generate training structures is to make use of the derived
normal modes. The normal modes can be populated according to some given temper-
ature. To generate the atomic displacements, which are Gaussian distributed, the Box-
Muller method can be used. The displacements are then given by

𝑢𝛼
𝑖 = ∑𝜈

𝐴𝑖
𝜈e𝑖,𝛼

𝜈 √−2 ln (𝑄𝜈) cos (𝜋𝑈𝜈) , (4.20)

where 𝑄𝜈 and 𝑈𝜈 are two uniform random numbers between 0 and 1, and

𝐴𝑖
𝜈 = [

ℏ
𝑚𝑖𝜔𝜈 (

1
2 + 𝑛(𝜔𝜈 , 𝑇 ))]

1/2
. (4.21)

We have here dropped the index q, since we are only interested in the modes that are
commensurate with the supercell, i.e., the modes at the Γ-point of the supercell. If we
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Figure 4.3: projected dispersion at the high symmetry points using hiphive and phonopy in
the 4 × 4 × 4 supercell. Color assigned as (Ba, Zr, O) = (R, G, B).

would like to populate the modes classically instead, the amplitude

𝐴𝑖
𝜈 =

[
𝑘𝐵𝑇
𝑚𝑖𝜔2

𝜈 ]

1/2

(4.22)

should be used.
In Fig. 4.3 we show results for BZO using the “standard” method based on individual

atomic displacements with size 0.01 Å (here denoted phonopy) and using the method
based on training structures and regression (here denoted hiphive). The phonopy re-
sults are the same as in Fig. 4.1 and the hiphive results are based on training structures
from phonon modes at 100 K using the classical amplitude in Eq. (4.22). Both results are
based on a 4x4x4 supercell and in the hiphive calculations the cutoff for the FCs is set
to 8.0 Å, about 𝐿/2, where 𝐿 = 4𝑎0 = 16.94 Å is the supercell size. In the same figure
we show the projected DoS which is smeared using a Gaussian kernel with 𝜎 = 0.2
meV.

We notice that the two methods give very similar results. There is, however, a differ-
ence for the lowest mode at the R point. That motion is strongly anharmonic, leading
to a renormalized larger frequency for the hiphive method. This is owing to the larger
and more physical displacements that are sampled by that method.
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4.4. Anharmonicity

4.4 Anharmonicity
The harmonic model provided equations for calculating frequencies, and, e.g., free en-
ergies. However, there are a lot of properties of a material that are related to the lattice
that are not described by the harmonic approximation. For example, lattice thermal
conductivity, thermal expansion, phonon lifetimes, soft modes and structural phase
transitions [105, 116, 117]. Higher order terms from the expansion in Eq. (4.3), then
have to be included. Keeping terms up to fourth order gives us,

𝑉 = 1
2!Φ𝛼𝛽

𝑖𝑗 𝑢𝛼
𝑖 𝑢𝛽

𝑗 + 1
3!Φ𝛼𝛽𝛾

𝑖𝑗𝑘 𝑢𝛼
𝑖 𝑢𝛽

𝑗 𝑢𝛾
𝑘 + 1

4!Φ𝛼𝛽𝛾𝜐
𝑖𝑗𝑘𝑙 𝑢𝛼

𝑖 𝑢𝛽
𝑗 𝑢𝛾

𝑘𝑢𝜐
𝑙 . (4.23)

It is apparent that we need methods that also address the anharmonic interactions.

4.4.1 Perturbation theory
The dynamics of the anharmonic system can be investigated by, e.g., perturbation the-
ory. This is carried out by writing the harmonic Hamiltonian on a diagonal form using
the creation and annihilation operators [116],

ℋ = ∑
𝜆

ℏ𝜔𝜆 (𝑎†
𝜆𝑎𝜆 + 1

2) , (4.24)

with energy eigenstates, |𝑛⟩, sometimes referred to as Fock states. The displacement
operator, defined Eq. (4.15), was used to rewrite the Hamiltonian and 𝜆 = (q, 𝜈). A
potential of the third order can then be written as [116],

ℋ3 = ∑
𝜆𝜆′𝜆″

Ψ𝜆𝜆′𝜆″(𝑎𝜆 + 𝑎†
−𝜆)(𝑎𝜆′ + 𝑎†

−𝜆′)(𝑎𝜆″ + 𝑎†
−𝜆″), (4.25)

where the same displacement operator is used and −𝜆 = (−q, 𝜈). Extension to even
higher orders is straight forward. The potential in Eq. (4.25) will cause scattering be-
tween the Fock states as, ℋ3 contains terms such as, 𝑎†

𝜆𝑎𝜆′𝑎†
𝜆″ . As a result, the Fock

states are no longer energy eigenstates of the Hamiltonian. One way to handle this
issue is to use perturbation theory, given that the anharmonicity is weak.

Maradudin and Fien [118] have an excellent discussion on how the anharmonic sys-
tem impacts the frequency of the system. They showed that the unperturbed system,
the harmonic system, will experience a complex shift of the frequency, Δ𝜔 + 𝑖Γ. The
imaginary part (Γ) is related to the lifetime of the phonons, which leads to a broaden-
ing of the vibrational spectrum, which we will see later. The Δ𝜔 is simply a shift of
the frequency. Ref. [116] uses perturbation theory to calculate Γ using a third order
potential for a couple of different materials.
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Chapter 4. Vibrational motion

4.4.2 Quasi harmonic approximation
The simplest correction to the real part of the complex shift is due to the increased (or
decreased) separation of the atoms at elevated temperatures, thermal expansion. The
thermal expansion can be calculated directly from higher order derivatives of the po-
tential energy surface as presented in [118], or by explicitly changing the volume and
calculate a new set of frequencies, which is done in the quasi harmonic approximation
[105]. Practically, this carried out by calculating the harmonic frequencies and elec-
tronic energies at a few different volumes, and then minimizing the free energy with
respect to the volume at different temperatures. It is evident that the electronic ener-
gies increase with either an increase or decrease in volume. However, the frequencies
are commonly decreasing with increasing volume as the bonds tends to soften. This
increases the vibrational entropy, and in turn decreases the free energy, which leads to
an expansion of the volume. It is worth noting that there exists materials with negative
thermal expansion, but they are rare, see, e.g., [119].

4.4.3 Soft modes and structural phase transitions
As noted in the beginning of this chapter, it is not given that the potential was expanded
around a minimum, it could as easily have been expanded around a saddle point (or a
local maximum). That is, we know that the Jacobian is zero, however, for a minimum it
is required that theHessianmatrix should be positive definite, that is, all eigenvalues are
positive. Therefore, if the dynamical matrix, Eq. (4.7), which is related to the Hessian,
exhibits negative eigenvalues we can conclude that the potential was not expanded
around a minimum but rather at a saddle point. This means that the potential energy
is lowered along the normal mode corresponding to that eigenvalue.

Structures that exhibit negative eigenvalues of the dynamical matrix are sometimes
referred to as a dynamically unstable structure. However, at elevated temperatures, ex-
periments might indicate that the dynamically unstable structure is the one that is ob-
served. For example, BaCeO3 undergoes a series of phase transitions from orthorhom-
bic to rhombohedral to cubic. However, the dynamical matrix of the cubic and rhom-
bohedral structure exhibits negative eigenvalues (imaginary frequencies) [120]. The
explanation is that the anharmonic forces can stabilize the structure. Moreover, if the
anharmonic interactions are very strong, the real part of the complex shift for the fre-
quency might be large. Modes with large shifts of the frequency with respect to, e.g.,
the temperature, are sometimes referred to as soft modes.

4.5 Effective harmonic modelling
The idea behind effective harmonic modelling is to generate a harmonic model that
best represents the anharmonic system at a specific temperature and, if needed, volume.
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4.5. Effective harmonic modelling

We will restrict the analysis to the temperature dependence, but extensions to include
the thermal expansion is straight forward, although more computationally demanding.
There exist a plethora of methods that implements this, see, e.g., [113, 121–124]. For
example, some methods include the following minimization problem,

min
𝚽(𝑻 ) {⟨(ℋ − 𝚽(𝑇 ))2⟩𝜆} . (4.26)

𝚽(𝑇 ) is the second order FC at temperature T and 𝜆 is the ensemble in which the
minimization is carried out. While other methods rely on Green’s functions [113, 124]
or a variation formulation [121]. The ensemble can either be the harmonic ensemble
which is generated by the model, or the anharmonic ensemble. The minimization is
usually done with respect to the forces,

min
𝚽 {∑

𝑖𝛼
(𝐹 𝛼

𝑖 − Φ𝛼𝛽
𝑖𝑗 𝑢𝛽

𝑗 )
2

}
, (4.27)

but the energy can easily be used/included if needed.

4.5.1 Temperature dependent effective potential
Hellman [123, 125] developed the temperature-dependent effective potential (TDEP)
software package. This software package is based on a method that minimizes the dif-
ference between the harmonic model and the anharmonic system that wewant to study,
in the ensemble of the anharmonic system. This means that the samples, or snapshots,
used in Eq. (4.27) can be, e.g., drawn from MD simulations. The minimization problem
is then solved by casting the problem into a linear system of equations as discussed
in Sect. 4.1 and the same methodology is employed here. A caveat of the method is
that the snapshots have to be drawn sufficiently separated in time. Too frequent draws
will lead to large correlations in the data, which is detrimental to the stability of the
minimization problem. Other approaches based on MD simulation exists as well, see,
e.g., [124]. Typically, the MD simulations are carried out by AIMD, although, other
methods can in principle be used too.

A drawback of the method is that MD simulations are classical, i.e., we have forfeited
the fact that the motion of the ions should be treated quantum mechanically. However,
at higher temperatures, at least above the Debye temperature, the classical treatment
should be valid.

4.5.2 Self consistent phonons
Contrary to the TDEP method the self consistent phonon (SCP) method minimizes the
difference between the anharmonic system and the harmonic model in the ensemble
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Figure 4.4: Temperature dependence of the tilt mode in BZO. The temperature dependence is
from other thermally activated modes. The underlying functional used to generate the fourth
order FC potential is PBEsol.

of the harmonic system. This means that, instead of MD simulations, the harmonic
model is used to generate the snapshots with Eq. (4.20) for the minimization problem
Eq. (4.27). The benefit of generating snapshots this way is that uncorrelated snapshots
are easily generated. However, the drawback is that we need to solve the minimization
problem self-consistently. Say, e.g., that your initial guess of the effective harmonic
model (EHM) at the finite temperature T is generated with the frozen phonon method.
The new model that minimizes Eq. (4.27) for the generated snapshots will be different
from the initial model. Therefore, the snapshots generated from this model will be dif-
ferent as well. This procedure of generating snapshots and solving the minimization
problemwill continue until the difference between themodel used to generate the snap-
shot and the model that solves the minimization problem has converged. There exist a
few different methods that fall under the SCP name, see e.g., Refs. [113, 121, 122].
It is worth noting that contrary to the TDEP method, it is trivial to incorporate quan-

tum effects in the SCP method as Eq. (4.20) with Eq. (4.21) is quantum mechanical. The
effect of the quantum statistics is that, e.g., the zero point energy leads to a non-zero
displacement at T=0K and, in effect, a larger frequency, than what is probed by, e.g.,
TDEP at low temperatures.

In Fig. 4.4 we show the stabilization of the potential landscape of the AFD mode in
BZO at T=0K as a consequence of these quantum effects. First, note that the energy
decreases along the specific mode if all other phonon modes are frozen, this is marked
as Classical-0K in the figure. However, a temperature can be modelled by occupying
all other modes except the AFD mode at a specific temperature using Eq. (4.20) for the
EHM constructed at that specific temperature. The potential is then mapped along the
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4.5. Effective harmonic modelling

mode with different amplitudes (unrelated to the temperature). The potential energy is
then averaged over a large set of thermally activated structure. We then set the average
potential energy to zero for the structures with zero amplitude. From the potential
landscape, one can conclude that the zero point motion stabilizes the structure. In this
case, the interpretation is that structure is unable to localize in the potential minimum,
even at T=0K. However, the validity of the phonon quasi-particle close to a phase
transition is poorly understood, and one should therefore be cautious of this conclusion.
Nevertheless, one thing is certain, the potential stiffens as the temperature is increased
due to the other phonon modes.

4.5.3 Discussion

As previously noted, the essential difference between TDEP and SCP is in what ensem-
ble we carry out the minimization and that it is trivial to include quantum statistics in
the SCP method. However, due to the non-interactive approximation of the phonons,
it is likely that the SCP probes higher energy parts of phase space. Nevertheless, we are
trying to create an effective second order potential, not reproduce the fully anharmonic
system. It is therefore not obvious which of these methods produces the best model.

Metsanurk et al. [126] used thermodynamic integration to discuss the errors involved
in accounting for anharmonic effects in this way. The thermodynamic integration was
set up such that a few values of 𝜆 were tested in between the anharmonic and harmonic
Hamiltonian. They argue that, errors in the free energy of the EHMs is due to the lack
of transferability. The EHMs manages to describe the average potential energy in the
ensemble which it was trained in. However, it fails to extrapolating to a general 𝜆 value
and therefore fails to correctly describe the actual anharmonic energies. They found
that TDEP consistently underestimated, whereas SCP consistently overestimated the
average potential energy for all values of 𝜆.

We tested both TDEP and SCP to study the AFD mode in BZO with a FCP based on
PBE. The frequency from TDEP is slightly lower than the frequency from SCP. A likely
explanation for the higher frequencies in SCP is due to the on average larger potential
energy compared to the average potential energy in TDEP.

Fig. 4.5 shows the calculated frequencies as a function of temperature for the two
methods. SCP-cl is the classical version of SCP, meaning that the classical amplitude
(ℏ𝜔 << 𝑘𝐵𝑇 ) has been used in Eq. (4.20). SCP-qm and SCP-cl are almost completely
equal at and after 100 K, however, below that temperature there is a significant differ-
ence between the two. This demonstrates the importance of accounting for the quan-
tum motion at low temperatures.
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Figure 4.5: Temperature dependence of the frequency of the tilt mode in BZO using a FCP based
on PBE. SCP-cl uses the classical limit for the amplitude of the phonon, while SCP-qm uses the
correct quantum amplitude.

4.6 Higher order models and inter-atomic
potentials

By making use of the Taylor series expansion in Eq. (4.3), we can construct an inter-
atomic potential with a suitable truncation of the series expansion. That is, we can fit a
potential to interpolate the DFT results. However, it is important to note that the Taylor
series breaks down for large displacements and is not well-defined when atoms start to
diffuse, or when the system lacks equilibrium positions, such as liquids. Therefore, con-
siderable effort has been devoted to derivemore general and generic inter-atomic poten-
tials based on some modelling of the potential energy function 𝑉 (… ,R𝑖, …), Eq. (4.1).
There exist a vast number of such potentials such as, e.g., the embedded atom method
(EAM), bond order potentials or Lennard-Jones potential. These potentials are inspired
from physical insights, setup, as to mimic certain known features of the atomic inter-
actions. atomicRex [127], is a software that provides a framework to construct these
type of potentials. The potentials is not restricted to modelling of crystals and does
not break down for large displacements or diffusing atoms, however, they have very
limited accuracy. Therefore, in more recent times, Behler et al. used neural networks
[128] and Jinnouchi et al. active learning [129] to model the potential energy. Notably,
there has been an explosion of these types of models, see, e.g., Refs. [130–134] These
methods do not use the series expansion, but instead a set of chemical descriptors [135].
Moreover, they do not rely on physical intuition, and can therefore be engineered to
have a more flexible form, allowing them to better describe the interatomic interactions
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4.6. Higher order models and inter-atomic potentials

at the cost of being more difficult to fit. These models can, e.g., be used to substitute
the much more expensive option of, e.g., DFT in, MD. This reduces the computational
demand significantly, and it is possible to extract thermodynamic [136–138] and dy-
namical properties [139] with near DFT accuracy a lot cheaper.

As we have previously mentioned, the limitation of MD is that the motion is treated
classically. Therefore, below some temperature, usually assumed to be the Debye tem-
perature, it is questionable to run MD simulations. Below this temperature, the path
integral formulation should be used to calculate, e.g., free energies and static proper-
ties, such as the static structure factor. However, dynamical properties can only be
approximated with the path integral formulation. A slurry of different methods have
been developed based on the path integral formulation, however, the simplest method
is probably the centroid molecular dynamics. This method appears to give an approxi-
mate solution of dynamical properties [140, 141]. For example, Ref. [142] uses the path
integral formulation and centroid molecular dynamics to study dynamical and static
properties of quartz, and compares it to the classical dynamics. The use case for inter-
atomic potentials is crystal clear here, the combination of the path integral formulation
with AIMD is very computationally demanding, and a significantly faster potential is
preferable, or may even be necessary.
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5
Time correlations and spectra

Time correlation functions describe the dynamics of a system, and are strongly linked to
scattering experiments. The derivation of the correlation functions is based on Fermi’s
golden rule and a perturbing potential, 𝑉pert, which describes the weak interaction be-
tween the probe and the sample. For time-independent potentials this is given by,

𝑃𝑖→𝑓 = 2𝜋
ℏ | ⟨𝑓|𝑉pert|𝑖⟩ |2𝛿(𝐸𝑓 − 𝐸𝑖), (5.1)

where 𝑖 is the initial state and 𝑓 the final state, both the initial and final state include the
probes incoming and outgoing state. It turns out that, when considering the occupation
of the initial states, and summing over both initial and final states, Fermi’s golden rule
turns into a time correlation function, see, e.g., Refs. [143, 144].

5.1 Scattering with neutrons
The intermediate scattering function is an example of an important time correlation
function, and we will see that this time correlation function depends directly on the
atomic positions, which makes the connection between theory and experiments direct.

The perturbing potential that couples the sample and the neutrons is commonly as-
sumed to be on the form of a Fermi pseudo-potential,

𝑉pert = 2𝜋ℏ
𝑀𝑛

𝑏𝛿(𝒓 − 𝑹)

where 𝑀𝑛 is the mass of the neutron, 𝑹 and 𝒓 is the coordinate of a given scattering
atom and the impinging neutron, and 𝑏 is the scattering length, which depends on the
scattering atom. From this potential and Fermi’s golden rule, Eq. (5.1), the differential

37



Chapter 5. Time correlations and spectra

cross-section can be derived. When correctly accounting for the kinematics of the
neutrons, this is given by [144],

(
d2𝜎

d𝜔𝑓dΩ) = 𝑏2 𝑘𝑓
𝑘𝑖

𝑆(𝒒, 𝜔) (5.2)

where 𝒌𝑓 and 𝒌𝑖 is the wave vector of the scattered and incoming neutron, q = k𝑖 −k𝑓 ,
and 𝑆(𝒒, 𝜔) is the dynamical structure factor, where 𝜔 is the frequency shift of the
neutron. The dynamical structure factor is given as the temporal Fourier transform of
the intermediate scattering function,

𝑆(q, 𝜔) = ∫
∞

−∞
d𝑡 exp(−i𝜔𝑡)𝐹 (q, 𝑡), (5.3)

where the intermediate scattering function is given as,

𝐹 (q, 𝑡) = 1
𝑁 ⟨𝑛(q, 𝑡)𝑛(−q, 0)⟩ . (5.4)

Here, 𝑛(q, 𝑡) is the spatially Fourier transformed atomic density,

𝑛(q, 𝑡) = ∫ dr∑
𝑖

𝛿(r − R𝑖(𝑡)) exp (iq ⋅ r)

= ∑
𝑖
exp (iq ⋅ R𝑖(𝑡)) .

(5.5)

Formulti-component systems, the intermediate scattering functionwill be decomposed
into partial intermediate scattering functions (where the scattering length can be in-
cluded),

𝐹𝐴𝐵(q, 𝑡) = 𝑏𝐴𝑏𝐵

√𝑁𝐴𝑁𝐵
⟨𝑛𝐴(q, 𝑡)𝑛𝐵(−q, 0)⟩ .

The intermediate scattering function is then given as a sum over all partial intermediate
scattering functions.

To see the connection between neutron scattering and the phonons calculated in
Chapter 4, one has to approximate the intermediate scattering function, Eq. (5.4). This
process is quite involved, but excellently explained in [118] and will thus not be re-
peated in detail here. However, in short, this involves a cumulant expansion of the
intermediate scattering function and a subsequent Taylor expansion of the cumulant ex-
pansion. This leads to an expression that is proportional to the one-phonon imaginary-
time Green’s functions.
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5.1. Scattering with neutrons

5.1.1 Harmonic approximation
In the harmonic approximation, the one-phonon imaginary-time Green’s functions is a
purely oscillating function with an infinite lifetime and a frequency given by the corre-
sponding phonon, see Eq. (4.19). Thus, for a single phonon excitation or de-excitation,
i.e., stokes and anti-strokes scattering, the coherent dynamical structure factor Eq. (5.3)
is given as [145],

𝑆(q, 𝜔) = exp (−2𝑊 ) ∑𝜈
(|𝐹 (q, (−k)𝜈)|2(1 + 𝑛k𝜈)𝛿(𝜔 − 𝜔k𝜈)+

|𝐹 (q, k𝜈)|2𝑛k𝜈𝛿(𝜔 + 𝜔k𝜈)),
(5.6)

with

𝐹 (q, k𝜈) = ∑𝜅 √
ℏ

2𝑀𝜅𝜔q𝜈
exp (i(q + k) ⋅ R0

𝜅) (q ⋅ e𝜅
q𝜈) ,

where k is a vector within the first Brillouin zone that is chosen such that q−k = G for
the first term and q + k = G for the second term, where G is a reciprocal lattice vector.
The prefactor, exp (−2𝑊 ), is the Debye-Waller factor [145], which is related to the
mean squared displacement. Moreover, in this approximation, we note that the shape
of the peak is a delta function and for some phonon modes this can be in stark contrast
to the measured experimental lineshape, which can have a more complicated shape.
This more complicated shape is a consequence of the anharmoncity, the interaction
between the phonon modes shifts and broadens the peaks, which was briefly discussed
in Chapter 4.

Two, three, and even higher order phonon processes can also be calculated using
the harmonic approximation. For a two phonon process, the peaks will be localized at
𝜔1 + 𝜔2, 𝜔1 − 𝜔2, 𝜔2 − 𝜔1 and −(𝜔1 + 𝜔2). However, other processes exist as well,
but they can only be non-zero for anharmonic systems and usually only contributes a
background.

5.1.2 Anharmonicity
Clearly, the harmonic approximation is a simplification of real systemswhich are anhar-
monic. Fortunately, it is possible to go beyond the harmonic approximation by approx-
imating the one-phonon imaginary-time Green’s functions, including anharmonicity.
This can be carried out via perturbation theory, see, e.g., [116], or more commonly
via the diagrammatic approach, which is outlined in Ref. [118]. They summarized the
diagrammatic method with the memorable sentence (with some adaptation): a free
phonon enters at time 𝑡 = 0, “Things of arbitrary complexity happen”, and another
free phonon emerges at time 𝑡 = 𝜏 . The one-phonon imaginary-time Green’s func-
tion is then calculated by including the most probable interactions that can happen in
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Figure 5.1: Result for a FCP constructed with PBE for BZO at T=200K. (a) Intermediate scatter-
ing function and (b) Dynamical structure factor.

between those two times, the interactions are depicted as diagrams (hence the name).
The benefit of the diagrammatic approach is that quantum statistics can be included,
however, including all anharmonicity and all interactions are not possible, i.e., we have
to truncate the expansion at some point.

Approximations of the one-phonon imaginary-time propagator can also be found by
using, e.g., mode projection schemes [146–148] or from EHMs, see Sect. 4.5, however,
the EHMs only models the frequency shift and ignores the broadening of the peak.

5.1.3 Sampling
The intermediate scattering function can be directly evaluated from MD. This includes
all possible interactions but are limited to classical statistics, in contrast to the diagram-
matic approach.

We utilized this method in PAPER I to calculate the intermediate scattering function
and the resulting dynamical structure factor (with 𝑏Ba = 𝑏Zr = 𝑏O = 1) for BZO using
a FCP constructed with PBE at, q = (2𝜋/𝑎0) (2.5, 0.5, 0.5) and T=200K using MD. The
individual peaks in the spectrum can be fitted to the functional form derived from a
damped harmonic oscillator [139],

𝑓(𝜔) = 𝐴
2Γ𝜔2

0

(𝜔2 − 𝜔2
0)

2 + (Γ𝜔)2
,

where Γ is related to the oscillator lifetime and 𝜔0 is the undamped frequency. Examin-
ing the intermediate scattering function, Fig. 5.1, we can clearly see an oscillator with a
large amplitude that is heavily damped, i.e., it decays quickly in time. This corresponds
to the broader peak at about ∼ 7meV seen in the dynamical structure factor. There is
also a higher frequency component visible with smaller amplitude and lower damping.
This corresponds to the more narrow peak at ∼ 12.5meV.

However, we must note that the self-energy, which is the complex shift of the fre-
quency briefly mention in Sect. 4.4, can have a complicated frequency dependence as
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5.2. IR scattering

described in [146], then, this fit to a damped harmonic oscillator is unreasonable. For
example, a single oscillator can have a complicated double peak shape, sometimes re-
ferred to as a satellite, which has been found in, e.g., PbTe [149–151].

5.2 IR scattering
Another useful correlation function is that of the total dipole moment, which shall be
apparent in the following section. The total dipole moment depends indirectly on the
positions of the atoms, i.e., a secondary calculation is needed. This makes the com-
parison between theory and experiments less direct than, e.g., neutron scattering. On
the flip side, IR experiments are much easier to carry out than neutron scattering, and
it is therefore preferable from an experimental point of view, with some caveats. For
example, all phonon modes are not directly visible in the spectrum.

It turns out that, using the dipole approximation [143], the perturbing potential that
couples the electrical field to the sample is given as,

𝑉pert = 𝝁𝑬 = Ω0𝑷 ⋅ 𝑬, (5.7)

where 𝝁 is the (total) dipole, Ω0 the volume of the unit cell, 𝑷 the polarization and 𝑬
the electrical field. From now on, we will stick with the polarization as the dipole is
typically only used for molecules, andwe are studying crystals where the nomenclature
of polarization is more common. From this perturbing potential, we can derive the
absorption cross-section for IR spectroscopy by once again using Fermi’s golden rule,
and by assuming that the presence of the electrical field does not change the dynamics
of the system. This means that we do not account for any induced polarization due to
the presence of the electrical field.

5.2.1 Polarization
The polarization can, e.g., be due to intrinsic properties of the molecule or material. For
example, water and ferroelectric materials have a permanent polarization even in the
absence of an electrical field. However, crystals or molecules without permanent po-
larization can still have an instantaneous polarization due to, e.g., minute displacement
of the atoms from its ideal positions, i.e., due to vibrations.

The polarization is naively defined as,

𝑷 = 1
Ω0 ∫sample

𝒓𝜌(𝒓)d𝒓.

However, in a periodic system, this is not well-defined, as described by Resta and Van-
derbilt in the phenomenal work of Modern theory of polarization [152]. On a positive
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note, though, this problem was also solved in the same work. The solution is that the
polarization can be written as,

𝑃 = 1
Ω0 (∑

𝑖
𝑄𝑖𝑅𝑖 + ∑𝑛=occ

⟨𝑊𝑛|r|𝑊𝑛⟩
)

(5.8)

where 𝑊𝑛 is the Wannier function of the 𝑛-th occupied orbital, 𝑅𝑖 is the position of
the 𝑖-th ion core, 𝑄𝑖 and 𝑟 is the position operator for the electrons. Still, the total
polarization does not make sense on its own, this is because of something referred
to as the polarization quantum. That is, the polarization is only well-defined modulo
𝑓|𝑒|R/𝑉0 for the electronic system, where R is a lattice vector. Equivalent problems
exist for the ionic system. However, changes in polarization are well-defined as long as
you stay on the same “branch” of the polarization quantum, see, e.g., Refs. [152, 153].

5.2.2 IR absorption cross-section
Assuming that the frequency of the light is close to the frequencies of the vibrations
of the system means that we can completely ignore the electronic system. Under these
circumstances, when the light source is that of a monochromatic light, the perturbing
potential is given by,

𝑉pert = 𝐸0P ⋅ �̂� cos𝜔𝑡,
where 𝐸0 is the field strength and �̂� is the direction of the field. Following [143], the
derivation of the IR absorption is then given as the rate of energy loss from the radiation
to the system. This can be calculated via Fermi’s golden rule, Eq. (5.1), which leads to
the absorption cross-section,

𝛼(𝜔) = 4𝜋2

ℏ𝑐𝑛𝜔 (1 − exp(−𝛽𝜔)) 𝑀(𝜔). (5.9)

where 𝑐 is the speed of light, 𝑛 the refractive index of the sample and 𝑀(𝜔) is the IR
absorption lineshape which is given by the Fourier transform of the polarization time
correlation function,

𝑀(𝜔) = 1
2𝜋 ∫

∞

−∞
⟨(𝜺 ⋅ P(𝑡)) (𝜺 ⋅ P†(𝑡 + 𝜏))⟩ 𝑒−i𝜔𝜏 . (5.10)

5.3 Raman scattering
Similarly to IR scattering, Raman depends indirectly on the position of the atoms. How-
ever, in this case, the important property is the dielectric susceptibility. Once again,
we will use Fermi’s golden rule to derive the cross-section. However, note that Fermi’s

42



5.3. Raman scattering

golden rule is derived by using first order perturbation theory, but Raman is not a
first order process, as this requires knowledge of interactions between the electrons
with the photon field and the interaction between the ionic system with the electronic
system. The polarization, Eq. (5.8), as discussed above, is used to abstract away the elec-
tronic system, which means that we can make use of first order perturbation theory.
The perturbing potential in the case of Raman is still given by the dipole approximation.
However, in this case, we are interested in the induced polarization due to the presence
of the electrical field.

5.3.1 Dielectric susceptibility
The induced polarization caused by an external electrical field E, is related to the dielec-
tric susceptibility 𝝌 , by,

𝑷 ind = 𝝌(𝜔)E, (5.11)
where 𝑷 ind is the induced polarization. Due to the different time scales of the elec-
trons and ions, one of the subsystems will dominate for a given frequency of the light.
This means that the dielectric susceptibility can be decomposed into an ionic and an
electronic part,

𝝌 = 𝝌 ion(𝜔) + 𝝌el(𝜔). (5.12)
note that the dielectric susceptibility is frequency dependent, however, we will deal
with the static ion clamped limit [154, 155], which is frequency independent. This
approximation is valid in the frequency region between ionic and electronic absorp-
tion/resonance. This means that we will drop the frequency dependence and only deal
with the electronic part, as this will be the dominate contribution in this frequency re-
gion. This is due to the slower dynamics of the ionic system, i.e., it can’t effectively
screen the electrical field.

Furthermore, we note that for linear optics, which is considered here, the compo-
nents of the dielectric susceptibility are given as

𝜒𝑖𝑗 = dP𝑖
dE𝑗

,

which can, e.g., be calculated with finite differences. A more common approach, how-
ever, is to connect the dielectric susceptibility to a density response [155]. The eval-
uation of the dielectric susceptibility is then carried out via a berry phase calculation
[152].

Now using Eq. (5.11) in Eq. (5.7) we find that,
𝑉pert = Ω0𝐸0 ̂𝜺out ⋅ (𝝌el ⋅ ̂𝜺in) .

Hence, using classical electrodynamics we can interpret this as, the initially incoming
photon polarizes the sample, the outgoing (or scattered) photon is created as radiation
of the induced oscillating polarization.
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5.3.2 Raman cross-section
Similarly to the IR-absorption, the differential-cross section for the Raman intensity
can be derived using Fermi’s golden rule Eq. (5.1). By correctly accounting for the
kinematics of the radiating polarization, the differential cross-section is given as [156],

(
d2𝜎

d𝜔outdΩ) = (
𝜔in − 𝜔

𝑐 )
4

∑
𝛼𝛽𝛾𝛿

̂𝜀out𝛼 ̂𝜀out𝛽 𝐿𝛼𝛾𝛽𝛿(𝜔) ̂𝜀in𝛾 ̂𝜀in𝛿 , (5.13)

where 𝑐 is the speed of light, Ω is a solid angle, 𝜔in and 𝜔out is the frequency of the
incoming and outgoing light, respectively and 𝜔 = 𝜔in − 𝜔out is the frequency of the
crystal excitation. �̂�out and �̂�in is the polarization of the outgoing and incoming light,
respectively. Lastly, 𝑳(𝜔) is the Raman lineshape, which is given by,

𝐿𝛼𝛾𝛽𝛿(𝜔) = 1
2𝜋 ∫

∞

−∞
d𝜏 ⟨𝜒∞

𝛼𝛾 (𝑡)𝜒∞†
𝛽𝛿 (𝑡 + 𝜏)⟩ 𝑒−i𝜔𝜏 . (5.14)

As can be seen in Eq. (5.13) the polarization of the incoming and scattered light picks
out components of the dielectric susceptibility tensor. It is therefore important in ex-
perimental settings to keep track of the polarization.

The contribution from different elements of the Raman lineshape for a few different
experimental setups in a cubic phase has then been tabulated by Cowley [157]. For a
powder sample the Raman tensor has to be averaged instead, a formula for the intensity
in this case has been given by McQuarrie [143].

Fig. 5.2 depict the polarized Raman spectrum of tetragonal BZO, where the elongated
axis is along the z coordinate. In a), at 𝜃 = 0, the incoming and outgoing light is along
the x-axis, the crystal is then rotated around the z-axis, such that the incoming and
outgoing light is instead polarized along the y-axis at 𝜃 = 𝜋/2. This is referred to as
parallel polarized Raman spectrum and is usually denoted in Porto notation as Z(XX)Z.
The letters outside the parenthesis denote the direction of the incoming and outgoing
light (bar denotes the opposite direction), respectively, and the letters inside the paren-
thesis denotes the polarization of the incoming and outgoing light, respectively. For
b), the setup is similar, however, in this case the outgoing light is instead rotated about
90∘ degrees from the incoming light. This is referred to as cross polarized Raman spec-
trum and is denoted in Porto notation as Z(XY)Z. Note that some peaks are only visible
during certain experimental setups.

Lastly, it is instructive to compare Eq. (5.13) and Eq. (5.9), which contrasts the differ-
ence in the meaning of the frequency between the Raman Eq. (5.14) and IR Eq. (5.10)
experiments. In Raman, the frequency axis describes the frequency shift of the incom-
ing light (𝜔in − 𝜔out), whereas for IR, the frequency instead describes how much light
the sample absorbs for that specific frequency of the excitation laser.
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5.4. Understanding Raman using phonons

Figure 5.2: Polarized Raman spectrum of BZO for the tetragonal phase at P=18GPa and T=300K.
a) Parallel polarized: the incoming and outgoing light is polarized along the �̂�-direction for
𝜃 = 0 and the crystal is rotated about the z axis for larger angles. b) Cross polarized: the
incoming light is polarized along the �̂�-direction and the outgoing is polarized along the ̂𝑦-
direction for 𝜃 = 0 and the crystal is rotated about the z axis for larger angles.

5.4 Understanding Raman using phonons
The dielectric susceptibility, or equivalently the polarization, can be expanded in any
collective coordinate of interest [158, 159]. This expansion can be used to analyze the
Raman or IR spectrum. However, in this section, we will stick with the dielectric sus-
ceptibility as the polarization is completely analogous.

For example, to see the relation to the vibrational motion of the sample, we can
expand the dielectric susceptibility in terms of phonon modes,

𝝌 = 𝝌 (0)
el + ∑𝒒

𝜈

𝓡𝜈
qũ

𝜈
𝒒 + 1

2 ∑
qk
𝜈𝜇

𝓡𝜈,𝜇
q,k ũ

𝜈
𝒒ũ

𝜇
𝒌 + … . (5.15)

where ̃𝑢𝜈
q is the Fourier amplitude (phonon mode) given by the components of the sum

in Eq. (4.15),

̃𝑢𝜈
q = (

ℏ
2𝑁𝑞𝜔𝜈

q)
1/2

[𝑎𝜈
q + 𝑎𝜈†

−q] ,

and𝓡 is the Raman intensity for the respective order. The first order intensity is given

45



Chapter 5. Time correlations and spectra

by, which is most easily identified by starting from a real space expansion,

𝓡𝜈
q = ∑

𝑙𝜅

𝜕𝝌el
𝜕𝑢𝑙𝜅

𝑒𝑙𝜅
q𝜈

√𝑚𝑙
exp (𝑖q ⋅ R0

𝑙𝜅)

= ∑
𝑙𝜅

𝜕𝝌el
𝜕𝑢𝑙𝜅

𝑒𝑙𝜅
q𝜈

√𝑚𝑙
Δq,

(5.16)

where the last equality follows frommomentum conservation, or more formally, due to
the invariance of the crystal against rigid body translations. The higher order Raman
intensities follows from similar calculations but with a wealth of more indices. These
are still straight forward to derive, thus, the conservation rules that follows from the
derivatives will not explicitly be derived but implicitly assumed.

One usually discusses the order of the Raman scattering based on howmany phonon
operators that are involved in the scattering event. For example, if one were to insert
only the second term from Eq. (5.16) into the Raman lineshape Eq. (5.14), the correlation
function would involve two phonon operators, which is referred to as first order Raman
scattering. Inserting only the third term would instead give an expression involving
four phonon operators, referred to as second order Raman scattering. However, one
can also derive combinations of the first order and second order, which gives three
phonon operators. These are uncommon to discuss and does not, to my knowledge
at least, have and “order” associated with them. Nevertheless, Benshalom et al. [115]
briefly discuss the impact of these terms and states that they will decay rapidly away
from the first order peaks.

It is not uncommon to solely discuss Raman in terms of first order scattering. There-
fore, it is important to know which modes that are first order active. Note that, from
the definition of the first order intensity, Eq. (5.16), in order for the mode to be first
order active, the dielectric susceptibility has to have a non-zero first order derivative
with respect to the mode. Which mode that has a non-zero first order derivative can
be derived from the symmetry of the crystal, see, e.g., [160]. Note that the cubic phase
does not exhibit any first order Raman scattering due to its symmetry. It is therefore
not uncommon to state that cubic crystals should lack a Raman spectrum.

Inserting the first order term from the Taylor expansion and the above definitions
into the correlation function, Eq. (5.16), one finds that the first order Raman spectrum
is given as,

𝐼 (1)
𝛼𝛾𝛽𝛿(𝜔) = 𝜆4

𝑠
2𝜋 ∑

𝜈𝜈′
(ℛ𝜈

𝚪)𝛼𝛾 (ℛ𝜈′
𝚪 )†

𝛽𝛿�̃�𝜈;𝜈′

𝚪 (𝜔),

where �̃�𝜈,𝜈′

𝚪 (𝜔) is proportional to the one-phonon imaginary-time Green’s function
given as,

𝐺𝜈;𝜈′

𝚪 (𝑡) = ⟨𝑢𝚪𝜈(𝑡)𝑢†
𝚪𝜈′(0)⟩ ∝ ⟨𝐴𝚪𝜈(𝑡)𝐴†

𝚪𝜈′(0)⟩ . (5.17)
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Figure 5.3: Illustration of the Green’s functions associated with Raman scattering. The blue cir-
cle indicates arbitrary interactions in between the two times 𝑡 = 0 and 𝑡 = 𝜏 and the 𝐺 indicates
which correlation the diagram is associated with. a) Shows first order Raman scattering, a free
phonon (𝚪, 𝜈) enters and at a later time another free phonon (𝚪, 𝜈′) leaves. b) Shows a mixed
first and second order Raman scattering, a free phonon (𝚪, 𝜈) enters and at a later time two free
phonons (q, 𝜈′ and −q, 𝜇′) leaves. c) Same as b) but in reverse. d) Shows a second order Raman
scattering, two free phonons (𝒒, 𝜈, -𝒒, 𝜇) enters and at a later time two free phonons (k, 𝜈′ and
−k, 𝜇′) leaves.

Combining the first with the second order expansion instead gives,

𝐿(1/2)
𝛼𝛾𝛽𝛿(𝜔) = 1

4𝜋 ∑q
𝜈𝜈′𝜇′

( ̃ℛ𝜈
𝚪)𝛼𝛾 ( ̃ℛ𝜈′𝜇′

q;−q )†
𝛽𝛿�̃�𝜈;𝜈′𝜇′

𝚪;q (𝜔)+

1
4𝜋 ∑q

𝜈𝜇𝜈′

( ̃ℛ𝜈𝜇
q;−q)𝛼𝛾 ( ̃ℛ𝜈′

𝚪 )†
𝛽𝛿�̃�𝜈𝜇;𝜈′

q;𝚪 (𝜔),

where the Green’s functions associated with these terms are

𝐺𝜈𝜇;𝜈′

q;𝚪 (𝑡) ∝ ⟨𝐴q𝜈(𝑡)𝐴−q𝜇(𝑡)𝐴†
𝚪𝜈′(0)⟩

𝐺𝜈;𝜈′𝜇′

𝚪;q (𝑡) ∝ ⟨𝐴𝚪𝜈(𝑡)𝐴†
q𝜈′(0)𝐴†

−q𝜇′(0)⟩ .
(5.18)

Combining the second order expansion gives,

𝐼 (2)
𝑖𝑗𝑘𝑙(𝜔) = 𝜆4

𝑠
8𝜋 ∑

𝒒𝒌
𝜈𝜇𝜈′𝜇′

(ℛ𝜈𝜇
q;−q)𝛼𝛾 (ℛ𝜈′𝜇′

k;−k)
†

𝛽𝛿
�̃�𝜈𝜇;𝜈′𝜇′

q;k , (𝜔). (5.19)
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where the two-phonon imaginary-time Green’s function associated with this term is,

𝐺𝜈𝜈′;𝜇𝜇′

q;k (𝑡) ∝ ⟨𝐴q𝜈(𝑡)𝐴−q𝜇(𝑡)𝐴†
k𝜈′(0)𝐴†

−k𝜇′(0)⟩ . (5.20)

The visualization of the Green’s function stemming from the above terms is depicted
in Fig. 5.3. The blue circles indicated that arbitrary scattering events takes place in be-
tween two times. That is, one or two phonons enters and one or two phonons emerges
at a different time. These correlations functions can be evaluated directly from MD
simulations by projecting on the phonons [146–148] or via the diagrammatic method
which is also outlined in [115], for reference, see, [118].

It is also instructive to first study a purely harmonic system, where the following
statements can easily be verified by utilizing Eq. (4.15). For a harmonic system, only
specific parts of the expansion will contribute to the Raman spectrum. We first note
that phonon modes are uncorrelated, this means that the one-phonon imaginary-time
Green’s function, 𝐺𝜈;𝜈′

𝚪 (𝑡), is zero unless 𝜈 = 𝜈′. It is also straightforward to show
that 𝐺𝜈𝜇;𝜈′

q;𝚪 (𝑡) and 𝐺𝜈;𝜈′𝜇′

𝚪;q (𝑡) is zero for all combinations. Lastly, for the second order,

𝐺𝜈𝜇;𝜈′𝜇′

q;k (𝑡), only modes that fulfill 𝜈 = 𝜈′ and 𝜇 = 𝜇′ will be non-zero, these modes
are called combination modes. There is a special case of the above combination where,
𝜈 = 𝜈′ = 𝜇 = 𝜇′, these modes are called overtones instead.

For an anharmonic system, these rules no longer apply, and no specific combina-
tion is necessarily zero. However, it is reasonable to assume that the largest contri-
butions are indeed stemming from harmonically allowed Green’s functions. Naturally,
the phonon modes should have the strongest correlation with itself. Attempts have
therefore been carried out to quantify the Raman spectrum in terms of overtones and
combination modes [70].
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6
Statistics and machine learning

One key aspect of machine learning is to know the biases and imperfections of your
input data. This is, because, the model can only be as good as the data that it is given. It
is, therefore, just as crucial to evaluate the input data as it is the final model. Moreover,
solving the regression problem, Eq. (4.6), is a research field on its own, but a few straight
forward solutions can easily be obtained. Therefore, in this chapter, a few key insights
into how to solve Eq. (4.6), analyze the input data and evaluate the final model will be
presented.

6.1 Regression
Regression methods estimate the relation between dependent variables, which is ex-
actly what we are trying to do in Eq. (4.6). Below follows a few different linear regres-
sion methods.

6.1.1 Ordinary least squares
The simplest solution to Eq. (4.6) is the ordinary least squares solution which minimizes
the root mean squared error (RMSE),

min
𝚽

||A𝚽 − F||2
2. (6.1)

Since the function is convex, it is straight forward to find the global minimum,

𝚽 = (A𝑇A)−1A𝑇 F. (6.2)

This solution is, however, prone to overfitting. Meaning that, if we included features
in the model that are irrelevant or unimportant, they will mostly contribute to fitting
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noise in the input data, reducing the ability of the model to predict unseen data. The
knowledge of which features are important in, e.g., the force constant expansion in
Eq. (4.3) is not always self-evident and can sometimes be hard to judge prior to con-
structing the model, especially for higher order models. Therefore, it can be critical to
use more advanced methods that remove or regularize unimportant features.

6.1.2 Regularization
Regularization is a class of algorithms that aims to minimize the RMSE together with
a scaled penalty term, which is usually a norm of the feature vector. In Ridge (𝑛 = 2)
and LASSO (𝑛 = 1), the object function is

min
𝚽 {||A𝚽 − F||2

2 + 𝜆||𝚽||𝑛}

where ||𝚽||𝑛 is the ℓ𝑛 norm of 𝚽 and 𝜆 is a hyperparameter. A larger 𝜆 in LASSO
leads to a sparser model (fewer features) and a smaller 𝜆 leads to a denser model (more
features). Denser models tend to describe seen data very well, however, depending
on the problem they can sometimes describe unseen data rather poorly. On the other
hand, a larger 𝜆 in ridge does not necessarily lead to a sparse model, but rather, that
the features tend to have a smaller magnitude. Ridge typically leads to a smoother
function, which is desirable, since this avoids fitting of noise. However, Fransson et al.
[161], found that other machine learning methods might be more suited for FCs fitting,
such as ARDR or RFE.

Linear support vector regression is another type of regularization method, which,
similarly to LASSO and Ridge penalizes large parameters. The difference lies in the
objective function. The RMSE part of the object function has been replaced with a part
that allows for small errors in the training data,

min
𝚽

⎧⎪
⎨
⎪⎩

1
2||𝚽||2

2 + 𝐶
𝑙

∑
𝑖

(𝜉𝑖 + 𝜉∗
𝑖 )

⎫⎪
⎬
⎪⎭

.

C is a user defined constant which controls the trade-off between the smoothness of
the function and howwell the training data is described. 𝜉𝑖 and 𝜉∗

𝑖 are slack parameters,
which penalizes predictions that lie above or below a “tube“ of acceptable errors defined
by the error margin, 𝜖. The problem can also be formulated in a slightly more explicit
form,

min
𝚽

⎧⎪
⎨
⎪⎩

1
2||𝚽||2

2 + 𝐶
𝑙

∑
𝑖
max (0, |𝑦𝑖 − 𝐴𝑗𝑖Φ𝑖| − 𝜖)

⎫⎪
⎬
⎪⎭

.

Thus, the idea is similar to ridge, we want the features to be as small as possible, or
rather, the function to be as smooth as possible. This is done by having some acceptable
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Figure 6.1: Comparing ordinary least squares (OLS), LASSO and Linear support vector regres-
sion (SVR) for a fictive regression problem

errors in the prediction, but too large errors gets penalized, for further information, see
Ref. [162].

To demonstrate the strength of regularization, an arbitrary function is constructed
as superposition of 4 sinusoidal waves. The amplitude acts as the parameter that we
want to find and the wave act as the basis. To add some complexity, 3 more sinusoidal
waves were included as basis functions. The function were sampled with 90 points that
were randomly generated between 0 and 1 and a Gaussian noise, 𝒩 (0, 0.6), was added.
The resulting function and features are presented in Fig. 6.1 and Table 6.1, respectively.
Ordinary least squares represents the function very well inside the region where the
samples have been drawn, however, it severely overestimates the function for x values
larger than 1. We note that this is due to the severely over/underestimated coefficients.
The regularized methods on the other hand describe the function significantly better,
even outside the sampled region, with more reasonable features. Fortunately, this ar-
tificial problem is not a good representation of the FCs problem, where ordinary least

ground truth 0.856 0 0.99 0.47 0.62 0 0
OLS 1329.44 2483.43 -50.07 1384.53 0.66 0.06 -1445.98

LASSO 0.00 0.00 0.62 0.00 0.63 0.04 -0.52
SVR 0.08 -0.22 0.79 -0.06 0.65 0.04 -0.39

Table 6.1: Amplitude of sinus wave with random frequency.

51



Chapter 6. Statistics and machine learning

squares actually performs decently, but it highlights the properties of the penalty term
in the extreme cases.

6.1.3 Bayesian methods
Another set of regression methods is the Bayesian methods which utilizes Bayes theo-
rem,

𝑝(𝚽|F) = 𝑝(𝐹 |𝚽)𝑝(𝚽)
𝑝(F) , (6.3)

where 𝑝(𝚽|𝐹 ) is the posterior, 𝑝(𝐹 |𝚽) the likelihood, 𝑝(𝚽) are the prior and 𝑝(F) the
marginal likelihood. A typical algorithm from this formalism is, e.g., ARDR [163],
where the prior over the features is constructed as a centered elliptical Gaussian. By im-
posing hyperpriors it is possible to find the variance of the parameters and the standard
deviation of the likelihood. ARDR allows for pruning of features with a slim distribu-
tion, i.e., features that most likely are irrelevant. The feature values that maximize the
posterior is then taken as the solution. Conveniently, this formalism also allows us to
draw parameters from the posterior to investigate the uncertainty of properties that
are of interest, e.g., the phonon dispersion (see Chapter 4). The posterior can also be
used to marginalize out the parameters and sample the uncertainty of new points.

An interesting note here is that some regularization algorithms can be understood
from this formalism. For example, the ridge solution is themaximum posterior estimate
of a Gaussian likelihood and a centered spherical Gaussian prior.

6.2 Correlation and condition number
The likelihood in Equation (6.3) is commonly assumed to be a normal distribution (as
in the case of ARDR),

𝑝(F|,𝚽, 𝜎) = 1
(2𝜋𝜎)𝑁/2 exp(− 1

2𝜎2 (A𝚽 − F)𝑇 (A𝚽 − F))

∝ exp(− 1
2𝜎2 (𝚽 − �̃�)𝑇 (A𝑇A)(𝚽 − �̃�)) .

(6.4)

Then, if we assume a uniform prior for the parameters,𝚽 ∼ 𝒰 , the posterior, which is
a distribution of the features,𝚽, will be directly proportional to the likelihood. In that
case, we can identify the mean and covariance matrix of the features as,

𝚺 = (𝜎−2A𝑇A)−1

�̃� = 1
𝜎2𝚺A

𝑇 F.
(6.5)
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Where �̃� is the ordinary least squares solution given in Eq. (6.2) and 𝐶 = A𝑇A is the
cross-correlation matrix. For the best possible solution, we want the inversion of the
cross-correlation matrix to be as well posed as possible. This means that, the cross-
correlation matrix should include as much information as possible for each feature.
That is, the data should ideally be drawn as if it were independent data. The cross-
correlation matrix for such data will have a very slim distribution for the off-diagonal
elements, see, e.g., Ref. [164] for more details.
Another related method of estimating how well posed the regression problem in

Eq. (4.6) is, is the condition number. The condition number is the ratio of the largest
and smallest singular value of the designmatrix. These singular values are calculated as
the square root of the eigenvalues of the cross-correlation matrix. Hence, the condition
number tells you the worst scaling ratio of two general vectors multiplied by the design
matrix. For an ill-conditioned problem, the condition number would be large, i.e, the
scaling between two general vectors is very different. A severely conditioned problem
have two or more linearly dependent columns in the design matrix, which gives an
infinite condition number.

To demonstrate an example of correlations and the condition number, three design
matrices were constructed for BZO. Only harmonic interactions were considered, the
cutoffwas set to 8Å and the total number of features were 102. The snapshots were gen-
erated from the rattle, phonon, and MD methods. The standard deviation of the rattled
structures were set to 0.05Å, and the temperature for the phonon and MD structures
were 300 K. The columns in the design matrix, A, has been standardized, i.e., the distri-
bution of the training data for a single feature has a standard deviation of one. Fig. 6.2
then shows the correlations between three harmonic features, ideally, the distributions
should be the shape of a circle. However, as the figure depicts, the features have more
or less the shape of an ellipse, meaning that the features are, to some extent, correlated.
Moreover, the condition number and the average, minimum and maximum value from
the cross-correlation matrix are summarized in Table 6.2, which has been multiplied by
103 and normalized as described in [164]. For this specific example, the correlations be-
tween the features in the rattle snapshots seems to be on average the lowest. However,
no general trends or conclusions between the three ways of generating snapshots can

𝐶min 𝐶max 𝐶mean condition number
rattle 0.0000 1.2545 0.0278 41.3469
phonon 0.0000 5.8271 0.0885 57.4894
MD 0.0000 1.3010 0.0361 69.0985

Table 6.2: Condition number, minimum, maximum, and average correlation for the harmonic
features of BZO within a cutoff of 8Å. The total number of features are 102.
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Figure 6.2: Visualization of correlations of the three most short ranged parameters in a training
set from (a) rattle, (b) phonon and, (c) MD

be drawn from this minimal analysis, that is, this serves only as an example.

6.2.1 Model performance
Finally, the performance of the model can be evaluated through cross validation, which
measures how well the model is at predicting unseen data. Cross validation splits your
data set into several different training and validation sets. The model is trained on the
training set and tested on the validation set. This is repeated for all of the splits, and
in the end you can check the performance of the model by, e.g., calculating an average
score. The score is calculated via a loss function, a common loss function is the RMSE.
The splits can be done in several different ways, but two has mainly been explored in
this thesis, namely shuffle-split and KFold. KFold divides the data into 𝑘 sets, each set
is then chosen once as a validation set, and the others are used as training examples.
Shuffle-split randomizes 𝑥 number of validation examples in each iteration and the rest
serves as training examples. The benefit of shuffle-split is that you can do as many
splits as you’d like without making the training set smaller, which is a restriction of
KFold. The benefit of KFold is that all data are used at least once as a validation set,
which is not guaranteed in shuffle-split.

However, there are other functions that in addition to minimizing the error penal-
ize the number of non-zero features in the model. One such function is the Bayesian
information criterion,

BIC = 𝑘 ln 𝑛 − 2 ln �̂�, (6.6)

where k is the number of non-zero features, n is the number of samples and �̂� is the
maximized value of the likelihood function. The model with the smallest Bayesian
information criterion value is the best model. The idea behind the Bayesian information
criterion is that it is an approximation of the marginal likelihood (or model evidence),
i.e., it is related to the probability that you will observe the training data with a specific
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model,
𝑝(F|𝑀) ≈ exp(−BIC

2 )
where M is the model. It is noteworthy that the Bayesian information criterion is calcu-
lated on the whole training set, i.e., there are no cross validation splits when evaluating
a model using the Bayesian information criterion. Commonly, both Bayesian informa-
tion criterion and cross-validation are used in tandem to evaluate the performance of
the model.
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7
Summary of my work

When I started my PhD in the beginning of 2020 our research group had just finished
a project on the ground-state structure of barium zirconate [65]. This was a joint col-
laboration between theory and experiments, and the conclusion of the project was that
barium zirconate remained cubic down to essentially zero kelvin. However, the theo-
retical simulations were limited to the quasi-harmonic approximation and the results
were very sensitive to the employed exchange-correlation functional. Moreover, the
experimental work was done on a powder sample, limiting the ability to conclusively
extract the frequency of the oxygen octahedra tilt mode. Producing a high quality sin-
gle crystal of barium zirconate has been an ongoing challenge for the experimentalist
due to the high temperatures needed for the manufacturing.

At that time, we got in contact with a research group in France that had successfully
grown a single crystal of barium zirconate. They had subsequently contacted a group
in Luxembourg that had conducted neutron scattering experiments of high quality for
low temperatures and extracted the temperature dependence of a couple of phonon
modes. This initiated the collaboration of PAPER I.
We used a software package, hiphive, that could extract higher order force constants

from randomly displaced structures. This software package had been developed by our
group and was finalized a short time after the project on the ground-state structure
of barium zirconate in Ref [65]. This meant that we could now utilize this to soft-
ware to construct a model of the force constants for barium zirconate in order to go
beyond the quasi-harmonic approximation. This model was then used to perform self-
consistent phonons and molecular dynamics to calculate the frequency dependence of
the tilt mode, including quantum effects and anharmonicity. The collaboration was
successful, and we cemented that barium zirconate is cubic down to essentially zero
kelvin. One of the results from that project was a calculation of the phonon dispersion,
including quantum effects. This calculation was carried out at various temperatures
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Figure 7.1: Phonon dispersion calculated with self-consistent phonons at 0 K calculated with
a force constant potential based on PBE. This is plotted together with experimental data from
inelastic neutron scattering and inelastic X-ray scattering at 2 K and 80K, respectively.

with self-consistent phonons. In Fig. 7.1 the calculations at 0 K is shown together with
experimental data at 2 K and 80K.

Still, some questions remained about the structure of barium zirconate, more specif-
ically of the local structure. Indeed, experimentally, it has been confirmed that barium
zirconate has a long range order that is of cubic nature. However, this does not necessar-
ily mean that the short range order have to be cubic. In particular, Raman experiments
have indicated that barium zirconate may exhibit deviations from the cubic structure at
the local scale. These deviations are believed to result from local regions of correlated
octahedral tilts, known as nanodomains. A study from 2000 by Chemarin et al. [74]
found that the Raman spectrum of barium zirconate exhibited sharp features which
were reminiscent of first order scattering. A more recent article echoed the same sen-
timent [63]. They compared the Raman spectrum of barium zirconate to a very similar
material, strontium titanate which is also cubic. However, the stark difference between
the two indicated to the authors that the peaks in barium zirconate had to be first order
scattering. In a recent study [64], an experimental group in the USA had conducted
electron diffraction experiments on barium zirconate. They found a speckle at the R-
point below 80K and claimed that this speckle might be related to a local symmetry
reduction. This caught our attention, and we thought that it would be interesting to
study the electron diffraction experiments theoretically.

At this time, our research group was involved in developing machine learning poten-
tials, specifically, the neuroevolution potential [130] and together with Erik Fransson
we developed such a model for barium zirconate. Thanks to how efficient this model

58



Figure 7.2: Simulated electron diffraction at 40 K in a 144 × 144 × 144 cubic supercell. The
center of the plot correspondence to the R-point.

is, we could run really large scale simulations, roughly 15 million atoms for 100 ps, and
achieve a very high resolution of the electron diffraction experiments. This was carried
out in PAPER II. The simulated electron diffraction experiment is depicted in Fig. 7.2 at
40 K. The center of the plot corresponds to the R-point and shows that we also observe
a speckle at the R-point, despite the structure not showing any signs of a local sym-
metry reduction in our simulations. Thus, we concluded that the observed speckle in
the electron diffraction experiment is due to the very slow dynamics of tilt mode close
to the phase transition. This phenomenon is referred to as thermal diffuse scattering,
which is common close to displacive phase transitions.

In addition to barium zirconate we studied cesium lead bromide in PAPER III, which
is a halide perovskite. This perovskite is very anharmonic, especially in comparison
with barium zirconate. The material is cubic above ∼ 400 K and undergoes two phase
transitions as the temperature is lowered, from cubic to tetragonal and then from tetrag-
onal to an orthorhombic phase. These transitions are driven by the soft dynamics of
the bromide octahedra.

Despite the many differences between barium zirconate and cesium lead bromide,
there are similarities between them as well. For example, barium zirconate also un-
dergoes a phase transition from cubic to tetragonal, however, this phase transition is
instead induced by applying a pressure. Moreover, both materials, close to the phase
transition, exhibit very slow dynamics. This leads to long correlation times, and as
mentioned above, results in thermal diffuse scattering but also large quasi-elastic scat-
tering intensity. However, for cesium lead bromide, this slow dynamics also exist far
away from the phase transition. This is different from barium zirconate where the slow
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Figure 7.3: Phonon coordinate of the tilt mode close to the cubic to tetragonal phase transition
of BZO, 16GPa and 300K, .

dynamics only appears very close to the phase transition.
In this paper, we also discussed the validity of the phonon quasiparticle picture. How-

ever, for slow dynamics, the lifetime is shorter than the period of the oscillation. This
calls into question the validity of the phonon quasiparticle picture, as the dynamics is
more akin to Brownian motion than oscillatory behavior in this regime. Fig. 7.3 illus-
trates the intriguing slow dynamics.

In PAPER IV, we extended the neuroevolution potential framework to predict rank
one and two tensors, the model is referred to as tensorial neuroevolution potential.
This means that we developed a machine learning model that can, e.g., quickly and
accurately predict the total dipole moment and dielectric susceptibility for crystals and
molecules. We compared the efficacy as well as efficiency compared to other similar
models and found that the tensorial neuroevolution potential is an attractive option.
This model could then be used in tandem with a regular potential to investigate the
dynamics of molecules and solids. We also briefly discussed how light scattering works
and how one can do it computationally using the neuroevolution potential together
with a tensorial neuroevolution potential. Finally, we simulated the Raman and IR
spectrum of barium zirconate, PTAF−1 and liquid water.

We utilized the samemodel in PAPERV to investigate the Raman spectrum of barium
zirconate as a function of pressure. This allowed us to further elucidate on the local
structure by unraveling the origin of the sharp Raman features. We found that these
features are stemming from exceptionally sharp second order Raman scattering, which
further cements that barium zirconate both has a long- and short range cubic order.
Moreover, we also note that, despite the cubic phase of barium zirconate which should
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Figure 7.4: Cross polarized, Z(XY)Z̅, Raman spectrum of cubic BZO at 0GPa and 300K. The cl
model is without corrections and the qm model includes quantum corrections and is compared
with experiments.

lack any first order scattering, close to the phase transition a central peak appears.
We speculate that this peak is due to higher order Raman scattering, but intimately
related to the slow dynamics of the oxygen octahedra tilt mode. Fig. 7.4 shows our
simulated cross-polarized spectrumZ(XY)Z̅ togetherwith the experimentallymeasured
spectrum. In this figure, we use a simple way to correct for the quantum statistics,
which is explained in PAPER V. The agreement between theory and experiments is
undeniable.
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