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The phase transition of the Marcu-Fredenhagen ratio
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Abstract

The Marcu-Fredenhagen ratio is a quantity used in the physics literature to differ-
entiate between phases in lattice Higgs models. It is defined as the limit of a ratio
of expectations of Wilson line observables as the length of these lines go to infinity
while the parameters of the model are kept fixed. In this paper, we show that the
Marcu-Fredenhagen ratio exists in all predicted phases of the model, and show that it
indeed undergoes a phase transition. In the Higgs phase of the model we do a more
careful analysis of the ratio to deduce its first order behaviour and also give an upper
bound on its rate of convergence. Finally, we also present a short and concise proof of
the exponential decay of correlations in the Higgs phase.
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1 Introduction

Lattice gauge theories are spin models on the directed edges of lattices, which takes
spins in some group G, referred to as the structure group or gauge group. Lattice gauge
theories were introduced independently by Wilson [26], as lattice approximations of the
quantum field theories that appear in the standard model (known as Yang-Mills theories),
and by Wegner in [25], as an example of a spin system with a phase transition without
a local order parameter. The lattice Higgs model is a lattice gauge theory coupled to
an external field. Since their introduction, lattice gauge theories and the lattice Higgs
model have attracted great interest in the physics community, and have been successfully
used both for simulations and as toy models for the Yang-Mills model [15, 24].

The natural observables in lattice Higgs models are Wilson loop observables, Wilson
line observables, and ratios of such observables, such as the Marcu-Fredenhagen ratio
p (see, e.g., [3,4,8,13,18,20,21,22,24]), which is the main focus of this paper. These
are all natural observables from a physics perspective (see, e.g. [4,21]), but are also
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Convergence of the Marcu-Fredenhagen ratio

interesting from a mathematical standpoint since they are believed to undergo phase
transitions [24]. We draw the conjectured phase diagram (see, e.g., [7,15,19]) of the
lattice Higgs model with gauge group Z-, also known as the Ising lattice Higgs model,
in Figure 1. For further background, as well as more references, we refer the reader

S Higgs phase
N p#0
N
N
N
Confinement
phase
p#0
Free phase
p=0

Figure 1: The conjectured phase diagram of the Ising lattice Higgs model. In the Higgs
phase and the confinement phase, the Marcu-Fredenhagen ratio is believed to be non-
zero, and one expects exponential decay of correlations. In contrast, in the free phase,
the Marcu-Fredenhagen ratio is believed to be identically zero, and expects exponential
decay of correlations with polynomial correction.

to [15] and [24].

In recent years, there has been a renewed interest in both lattice gauge theories and
the lattice Higgs model in the mathematical community. In particular, in [1,5,6,10,11,13],
the asymptotic behavior of Wilson loop observables was described, and in [9], similar
results were obtained for Wilson line observables. Further, ideas from disagreement
percolation were used to understand the rate of the decay of correlations in [2, 14].
Unfortunately, the methods applied in these papers cannot be used to understand the
Marcu-Fredenhagen ratio, which requires letting the length of the involved Wilson
lines tend to infinity while the parameters of the models are kept fixed. This problem
was the main motivation for the current paper. Our main results show that the Marcu-
Fredenhagen ratio is non-zero in non-trivial subsets of the Higgs and confinement phases,
while identically zero in a non-trivial subset of the free phase. As a consequence, it
follows that the model undergo at least one phase transition. One of the main tools of the
paper are various special cases of the cluster expansion in [17]. This was inspired by the
use of such expansions for pure lattice gauge theories in [13], but the use of these are
more complicated when a Higgs field is added to the model and also needs to be different
for the different phases of the model. To our knowledge, cluster expansions have not
been used to study neither the Marcu-Fredenhagen ratio nor Wilson line observables
prior to this paper. In particular, Wilson line observables need special handling in the
free phase, where the natural cluster expansion does not converge. Finally, we obtain a
very short proof of exponential decay of correlations, which gives an alternative proof of
the main results of [14] and [2] in the case G = Z, and also extends these from Wilson
loops to the more general Wilson lines. For simplicity we state and prove all our results
for G = Z,, but expect the proof ideas to work in more general settings, such as for
finite abelian structure groups, with small modifications.
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1.1 Preliminary notation

For m > 2, a graph naturally associated to Z™ has a vertex at each point x € Z™ with
integer coordinates and oriented edges between nearest neighbors. When e; and e; are
two oriented edges between the same vertices but with opposite orientation, we write
€9 = —€1.

Let de; == (1,0,0,...,0), dex == (0,1,0,...,0), ..., de,, == (0,...,0,1) be oriented
edges corresponding to the unit vectors in Z™. We say that an oriented edge ¢ is
positively oriented if it is equal to a translation of one of these unit vectors, i.e., if
thereisav € Z™ and a j € {1,2,...,m} such that e = v + de;. If v € Z™ and j; < jo,
then p = (v + dej, ) A (v + dej,) is a positively oriented 2-cell, also known as a positively
oriented plaquette. We let Co(Z™), C1(Z™), and C3(Z™) denote the sets of oriented
vertices, edges, and plaquettes. Next, we let By denote the set [-N, N]™ N Z™, and
we let Cy(By), C1(By), and Cy(By) denote the sets of oriented vertices, edges, and
plaquettes, respectively, whose endpoints are all in By.

Whenever we talk about a lattice gauge theory we do so with respect to some (abelian)
group (G, +), referred to as the structure group, together with a unitary and faithful
representation p of (G, +).

Now assume that a structure group (G, +), a unitary representation p of (G, +), and
an integer N > 1 are given. We let Q!(By,G) denote the set of all G-valued 1-forms
o on C1(By), i.e., the set of all G-valued functions o: ¢ — o(e) on Cy(By) such that
o(e) = —o(—e) for all e € C;(By). Similarly, we let Q°(By,G) denote the set of all
G-valued functions ¢: x — ¢(z) on Co(By) which are such that ¢(z) = —¢(—=z) for all
x € C1(By). When o € Q'(By,G) and p € C2(By), we let dp denote the formal sum of
the four edges €4, €9, e3, and e4 in the oriented boundary of p, and define

do(p) == o(9p) = Z o(e) =o(e1) +o(ez) + o(es) + o(es).

ecop

Similarly, when ¢ € Q°(By,G) and e € C;(By) is an edge from z; to z», we let de denote
the formal sum x5 — 21, and define d¢(e) = ¢(de) = d(x2) — d(x1).

For k € {0,1,...,m}, a k-chain is a formal sum of positively oriented k-cells with
integer coefficients. The support of a 1-chain ~, written supp v, is the set of directed
edges with non-zero coefficient in ~.

1.2 The abelian lattice Higgs model

In this paper, we will consider the abelian lattice Higgs model in the fixed length limit
(also known as the London limit). Given 3, x > 0, the action Sy g, for the abelian lattice
Higgs model on By (in the fixed length limit) is, for ¢ € Q'(Ey,G), and ¢ € Q°(By, G),
defined by

Swpn(@@)==8 3, wp(do@)—r D, trplole) =d(de).

p€C2(BN) e€C1(BnN)

Elements o € Q'(By, G) will be referred to as gauge field configurations, and elements
¢ € QYBy,G) will be referred to as Higgs field configurations. The quantity 3 is
known as the gauge coupling constant, and « is known as the hopping parameter. For a
discussion of this action, see [11].

The Gibbs measure iy s, on Q'(By,G) x Q°(By,G) corresponding to the action
SN ,x is given by

MNﬁ,/{(O'? ¢) = Z]?[,lﬁvne_SN’B’n(m(b)a S Ql(BNy G)7 ¢ S QO(BNa G)7

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
Page 3/36


https://doi.org/10.1214/24-EJP1183
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Convergence of the Marcu-Fredenhagen ratio

where Zy 3, is a normalizing constant. We refer to this lattice gauge theory as the
(fixed length) lattice Higgs model. We let Ey g, denote the expectation corresponding
to puN g k-

Whenever f: QY(B,,,G) x Q°(B,,,G) — R for some m > 1, then, as a consequence of
the Ginibre inequalities (see, e.g., [9][Section 2.6]), the infinite volume limit

<f(07 ¢)>@’,{ = J\;gnoo EN,BW [f(aa ¢)]

exists and is translation invariant.

We say that a 1-chain with finite support is a path if it has coefficients in {—1,0,1}.
We say that a path is a loop if it has empty boundary 0 (see Section 2). For example,
any rectangular loop, as well as any finite disjoint union of such loops, corresponds to
such a loop. We say that a path is an open path from z; € Cy (By) to 22 € Cf (By) if it
has boundary 0y = x5 — 3.

Given a path ~, a gauge field configuration o € Q'(By, G), and a Higgs field configu-
ration ¢ € Q°(By, G), the Wilson line observable W, (o, ¢) is defined by

W, (0,0) = trp(o(7) = 6(07)) = trp(Y_ole) = Y 6(v)).

ecy VEDY

o(x ¢(x1), and if v is a closed loop,

If v is an open path from x; to zs, then ¢(dvy) = ¢(x2) —
) = W, (0, ¢) is referred to as a Wilson loop

then ¢(0v) = 0. If v is a loop, then W, (o
observable.

1.3 The Marcu-Fredenhagen ratio

Assume that (R,,),>1 and (7,,),>1 are increasing sequences of positive integers. For
each n > 1, let (") be a rectangular loop with side lengths 2R,, and 7}, (see Figure 2b).
Let 1\ be as in Figure 2a, and let v{") = 4™ — 4

Define
(n) <W (“> (U ¢)>,3 N( (n) (U ¢)>

(n)
pln e ) = (W (U)>ﬂ’f~”~

(1.2)

The limit lim, _o, p(1\™,74") is referred to as the Marcu-Fredenhagen order parameter

| !
| |
e
v !
| |
1‘p [ 2R,
Ry, 7
Tn T’ll
(a) The open paths %") and vé”). (b) The loop v
(n) (n)

Figure 2: The open paths 7, ’ and v, ’ and the rectangular loop ~(™) that appear in (1.2).

in the physics literature (see, e.g., [8,22]). Note that it is not obvious that this limit
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exists, nor that it is independent of the choice of (R,),>1 and (T},)n>1. If this limit
(assuming it exists) is zero, the corresponding model is argued to have charged states,
and no confinement, whereas if the limit is non-zero, then there should be no charged
states and confinement, see, e.g., [4,16,19,22,24].

Several ratios similar to (1.2) has been considered in the physics literature, see,
e.d., [18], and the main ideas in this paper can be adapted to cover also these cases.

1.4 Main results
Our first main result considers the Marcu-Fredenhagen ratio in the Higgs phase.

Theorem 1.1. Let G =Z,y, 5> 0, and k > n(()Higgs), where nénggs) = néHiggs)(m) > 0 is
defined in (3.4). Further, let (R,,),>1 and (T},),>1 be increasing sequences of positive
integers such that limsup,, ., T/ R, < oo, and for eachn > 1, letv\") and +\" be as in

Figure 2. Then the following hold.

(i) The limit

p=ppu = lim p(1",75") (1.3)

exists and is independent of (R,,),>1 and (T)n>1.
(ii) The limit p is strictly positive, i.e., p > 0.

(iii) For alln > 1 and ¢ > 0, there is C. > 0 such that

[log pr, — log p| < 4C. 3 =4 max(imin(e. o)) (x=ro—2)
= (1.4)

+ 20, max(Tn — 2R, 0)674 max(2Rn,min(Rn,Tn))(/{fﬁofs)'
Here C. is defined in (3.12) and does not depend on [3 nor k.

In other words, Theorem 1.1 says that the Marcu-Fredenhagen parameter exists and
is strictly positive when x > x99 Also, it gives a upper bound on the convergence
rate, thus stating how large an estimate for —log p,, has to be for one to be able to
conclude that p > 0.

We note that the assumption that lim sup,,_, ., T,/ R, < oo is needed to guarantee that
the right-hand side of (1.4) goes to zero as n — oo.

Our next result complements our first theorem, Theorem 1.1, by showing that the
Marcu-Fredenhagen ratio is non-zero also in parts of the confinement regime, i.e., when
B and k are both sufficiently small.

Theorem 1.2. Let G = Zy, 0 < 3 < ™, and k > 0, where g{*™ = g™ (m) > 0 is
defined in (4.3). Further, let (R,,),>1 and (T,,)n>1 be increasing sequences of positive

integers such that limsup,,_,._ Ty/R. < 00, and for eachn > 1, let 1\ and +{") be as in
Figure 2. Then the following hold.

(i) The limit
p=pp = lim p(n™,2")
exists and is independent of (R,,),>1 and (T},)n>1.
(ii) The limit p is strictly positive, i.e., p > 0.

Theorem 1.2 shows that in at least parts of the confinement phase of the lattice Higgs
model, the Marcu-Fredenhagen ratio is strictly positive.
Our next result concerns the Marcu-Fredenhagen ratio in the free phase.

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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Theorem 1.3. Let G = Z,, $ > 0 be suffciently large, and x > 0 be sufficiently small.
Further, let (R,)n>1 and (T,),>1 be strictly increasing sequences of positive integers,

and for eachn > 1, let %n) and 'yén) be as in Figure 2. Then

(i) The limit

p=ppn = lim p(ny™, ")

exists and is independent of (R,,),>1 and (T,)n>1.
(ii) The limit p is identically zero, i.e., p = 0.

The most important consequence of Theorems 1.1, 1.2 and 1.3 is that they together
prove that the Marcu-Fredenhagen ratio indeed has a phase transition, implying in
particular that it can be used as an order parameter.

Our last result gives an upper bound on the decay of correlation in the Higgs phase
of the abelian lattice Higgs model. This result extends the results in [2] and [14] to
Wilson line observables in the case G = Z2. However, the main reason we include this
result here is that the methods used in this paper yields a very short proof which is very
different to the proofs in [2] and [14].

Theorem 1.4. Let G =75, 3> 0, and k > /{{)Higgs). Further, let v, and v, be two paths.
Then, for any € > 0 there is C. > 0 such that

‘<Wv1+w>6,ﬁ - <W71>,3;N<W’72>/3;N| < CE‘SUPP 71}6_4(K_R0_8) diSt(’Ylwz)’

Here C. is defined in (3.12) and does not depend on (3 nor k, and dist(y1,72) is the
ly-distance between the supports of y; and 5.

Remark 1.5. The proof of Theorem 1.4 can easily be adapted to show that the covariance
decays at most exponentially also in the confinement phase and the free phase. However,
we note that in the free phase such a result would not be sharp since the rate of decay in
the free phase is believed to be exponential with polynomial corrections.

1.5 Relation to other work

The main result of [9] gives the asymptotic decay rate of Wilson loops and lines
v in the Higgs phase under the two additional assumptions that 65 > & > kg and
| supp v|e24#~1" <« oo. In [12], similar results are given in the confinement phase. How-
ever, we are aware of no results about the decay of Wilson lines in the free phase, other
than the well known universal lower bound (tanh 2x)!7!. For Wilson loops, several papers
contain similar results, see e.g. [1,5,10]. In all papers mentioned above, assumptions
are made on the parameters so that at least one of them tend to either infinity or zero as
|v| grows. As a consequence, these results cannot be applied to deduce anything about
the Marcu-Fredenhagen parameter or similar ratios since this limit involves letting ||
tend to infinity while keeping the parameters 3 and x fixed.

In this paper, we use high temperature expansions and cluster expansions for the
Higgs phase, the confinement phase, and the free phase respectively. The cluster
expansions are special cases of the cluster expansion presented in [17]. In [13], we
used a similar cluster expansion for a lattice gauge theory, but there only the case x = 0
was considered. This expansion is similar to the expansion we use here in the Higgs
phase. However, in both the confinement and the Higgs phase we here first use high
temperature expansions, while the free phase requires additional work when setting up
the cluster expansion.

In the mathematical literature, the decay of correlations in lattice gauge theories
has been studied in [2] and [14]. In both of these papers, only observables consisting
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of combinations of Wilson loops were considered, and the proofs rely on couplings and
giving upper bounds on events describing the vortices in the model. The proof method
here is very different from this approach, and yields a much shorter proof. In [2, 14],
decay of correlations was proven for any finite structure group and any finite abelian
structure group respectively. In this paper, for simplicity, we only give a proof for the
structure group Zs, but the same ideas should with some work be possible to translate
to any finite abelian structure group.

1.6 Structure of paper

In Section 2, we introduce the notation and definitions we will use throughout the
rest of the paper. Section 3, Section 4, and Section 5 contains our results for the three
conjectured phases of the model; the Higgs phase, the confinement phase, and the free
phase respectively.

Section 3 contains the relevant expansion and the proofs of our main results in the
Higgs phase. In Section 3.1, we present the cluster expansion we will use to prove our
main result. We also use this cluster expansion to express the Marcu-Fredenhagen ratio
and covariance in terms of the cluster expansion. In Section 3.2, we give upper bounds
of natural events in terms of the cluster expansion. In Sections 3.3 and 3.4, we give
proofs of Theorem 1.1 and Theorem 1.4.

Section 4 contains the relevant expansions and proofs of our main results in the
confinement phase. In Section 4.1, we present a high temperature expansion in both
parameters which will be useful in this phase. In Section 4.2, we present a cluster
expansion of the model obtained from the high temperature expansion. Section 4.3
contains a upper bounds which will be useful in the proof of the main result of this
section, and, finally, Section 4.4 contains the proof of Theorem 1.2.

Section 5 contains the relevant expansions and proofs of our main results in the free
phase. In Section 5.1, we present a high temperature expansion in x which will be useful
in this phase. In Section 5.2, we present a cluster expansion of a model related to the
model obtained from the high temperature expansion. In Section 5.3, we give upper
bounds of natural events in terms of the cluster expansion. Finally, Section 5.4 contains
the proof of Theorem 1.3.

2 Preliminaries

Even though we later work with G = Z,, in this section we allow G to be a gen-
eral finite abelian group since this entails no additional work. We assume that a one-
dimensional unitary representation of G has been fixed.

2.1 Discrete exterior calculus

Below we present the notation from discrete exterior calculus that we need in this
paper. In order to keep the background section of this paper short, and since these
definitions have appeared in several recent papers, we will refer the reader to [11] for
further details.

* We will work with the square lattice Z™, where we assume that the dimension
m > 3 throughout. We write By = [-N, N]™ N Z™. Since m will always be fixed,
we suppress the dependency on m in this notation.

e For k = 0,1,...,m, write Cyx(By) and Cy(By)" for the set of unoriented and
positively oriented k-cells, respectively (see [10, Sect. 2.1.2]).

* Formal sums of positively oriented k-cells with integer coefficients are called
k-chains, and the space of k-chains is denoted by Cj(By,Z), (see [10, Sect. 2.1.2])
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e letk > 2and ¢ = M%LZ Ao A w%b € Cr(By). The boundary of c is the
(k — 1)-chain dc € Cy_1(By,Z) defined as the formal sum of the (k — 1)-cells in
the (oriented) boundary of c¢. The definition is extended to k-chains by linearity.

See [10, Sect. 2.1.4].

« Ifk€{0,1,...,n—1} and c € Cy(By) is an oriented k-cell, we define the coboundary
dc € Ci+1(By) of ¢ as the (k + 1)-chain dc = 3. cc, | (my) (0C[d])¢. See [10,
Sect. 2.1.5].

+ We let Q¥(By, G) denote the set of G-valued (discrete differential) k-forms (see [10,
Sect 2.3.1]); the exterior derivative d : Q¥(By,G) — Q**1(By,G) is defined for
0<k<m-—1(see[l0, Sect. 2.3.2]).

* We write suppw = {c € Cx(By) : w(c) # 0} for the support of a k-form w. Similarly,
we write (suppw)™ = {c € Cx(Bn)" : w(c) # 0}.

* A 1-chain v € Ci(By,Z) with finite support supp~ is called a path if for all e €
Cy(Bn), we have that v[e] € {—1,0,1}. We write |y| = |supp~|, and let Ay C
CY(By,7Z) be the set of all paths. A path 7 is said to be a closed path or a loop if
0y = 0. A path + is said to be an open path if |0y| = 2.

* When v; and » are two paths, we let dist(v1, v2) be £y-distance between suppy; and
supp 2. Equivalently, dist(v1,2) is the length of the shortest path that connects
the supports of v; and ~s.

2.2 Unitary gauge

In this section, we recall the notion of gauge transforms, and describe how these
can be used to rewrite the Wilson line expectation as an expectation with respect to a
slightly simpler probability measure. For more details on gauge transforms and unitary
gauge, we refer the reader to [9].

For n € Q°(By, G), let the map

Ti=1, =1 x ¥ QY (By,G) x Q°(By,G) = Q' (B, G) x Q°(By, G)

be defined by

{o(e) = —n(@) +o(e) +a(y), e=(,y) € Cr(Bw), 21

P(x) = d(z) +n(x), x € Co(Bn),

where ¢ € Q'(By,G) and ¢ € Q°By,G). A map 7 of this form is called a gauge
transformation, and functions f : Q!(By,G) x Q°(By, G) — C which are invariant under
such mappings in the sense that f = f o 7 are said to be gauge invariant.

For 3,k > 0 and o € Q'(By, G), we define the probability measure

I (@)= (25 ) e (B D0 pldop) +5 Y. p(o(e)),  (2:2)
p€C2(BnN) e€C1(Bn)

)

L’%,H is a normalizing constant. We let I& N denote the corresponding expecta-

where Zz(v
tion.
The following lemma, which is considered well-known in the physics literature, will

be crucial in the analysis of the lattice Higgs model.
Lemma 2.1 (Corollary 2.17 in [9]). Let 8 > 0, k > 0, and let y be a path in Cy(By). Then

Ex o [Wa(o,0)] = BV [Wa(o, )] = EY), [p(e())].

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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The main idea of the proof of Lemma 2.1 is to perform a change of variables, where
we for each pair (o, ¢) apply the gauge transformation 7_,4, thus mapping ¢ to 0. This
maps /n,g,x tO ug\%’ﬁ and W, (o, ¢) to W, (740, 1). Using the Poincaré lemma (see, e.g. [6,
Lemma 2.2]), one can show that this map is k-to-1 for some k£ € IN that depends on
N, and from this the conclusion of the lemma follows. After having applied this gauge
transformation, we say we are working in unitary gauge.

We point out that Lemma 2.1 holds more generally also for 1-chains in the sense that

for any 1-chain ¢ € C1(By), one has

Ex g [p(0(c) = $(9¢)] = BY ) . [p(o(0)) .

However, this more general version of Lemma 2.1 will not be used in this paper.

With the current section in mind, we will work with o ~ Mg\lszm rather than with

(0,¢) ~ pn.p.~ throughout the rest of this paper, together with the observable

W, (o) =W,(o,1) = [ p(c(e)) = p(c(%)).

ecy

2.3 Existence of the infinite volume limit

In this section, we recall a result which shows existence and translation invariance

of the infinite volume limit (W, (o, ¢)),. defined in the introduction. This result is well-
known, and is often mentioned in the literature as a direct consequence of the Ginibre
inequalities. A full proof of this result in the special case x = 0 was included in [10], and
the general case can be proven completely analogously, hence we omit the proof here
and the refer the reader to [10].
Proposition 2.2. Let G = Z,, M > 1, and let f: QY(By, G) x Q°(By, G) — R. For
M’ > M, we abuse notation and let f denote the natural extension of f to Q' (B, G) x
OBy, G), i.e., the unique function such that f(o) = f(0lc,(By)> Plce(ma)) for all
(0,¢) € QY (B, G) x Q°(By, G). Further, let 3 € [0,00] and £ > 0. Then the limit
(f(0,0))p,x =limn_oc En g | f(0,¢)] exists and is translation invariant.

2.4 The activity
Fora > 0and g € G, we set

ba(g) = e?Rep(9)=p(0)

Since p is unitary, for any g € G we have p(g) = p(—g), and hence Rep(g) = Rep(—g). In
particular, for any g € G

balg) = e Rep(g)=p(0)) — pa(Rep(—g)—p(0)) — ba(—9). (2.3)

For o € Q' (By,G) and 3, k > 0 we define the activity of o by

qbﬁ,m(g) = H ®s (do-(p)) H om (U(e))

peCa(BnN) ecC1(BnN)

Note that for o € Q!(By, G), the probability measure corresponding to the Wilson
action lattice gauge theory can be written an

) $p.x(0)
" L0) = . (2.4)
N, () Zaesll(BN,G) bp,(0)
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Moreover, in the case G = Z,, for o € Q' (By,Z>) we have

dp0) = [ @sldo®) J[ ¢x(o(e)

p€C2(BN) e€C1(Bn)
_ H e—QﬁIl (da(p):l) H 6721{1(0(6):1)
peC2(BN) e€C1(BnN)

6—2,8 ZP€CQ(BN) ﬂ(da(p):l)e—Qﬁ ZEGCl(BN) 1(o(e)=1)

— e—2,8| supp dU|e—2n\ supp o| )

We note that, by definition, if o,n € Q'(By,G), suppn C suppo, olsuppy, = 1 and
(do)|supp an = dn, then
08.5(0) = g x(M)Pp.k(c —n).

2.5 Additional notation

Let Dy = Dy(m) be a universal constant such that for any e € C;(By)" and any j > 1,
there are at most Dyj™ ! positively oriented plaquettes at distance j from e.
When (fﬁ"))n% and (fyén))n;l are as in Figure 2, we let

T, = {0,745, 4 4 45mM (2.5)

Let Gy be the graph with vertex set C;(By)' and an edge between two distinct edges
e1,ez € C1(By)™ if supp dey Nsupp dey # O (written e; ~ e3). Note that any e € Cy(By)™
has degree at most M := 4m — 1 in Go. When € Ag, we let Go() be the subgraph of G,
induced by supp . We say that a path v € Ay is connected if G; () is a connected graph,
and let

Ay = {7y € Ag: 7 is connected }.

3 The Higgs phase (x large)

3.1 A cluster expansion

In this section we describe a cluster expansion for the lattice Higgs model on a finite
box By in the Higgs phase. The material here is for the most part well-known and is a
natural special case of the cluster expansion as presented in [17]. The expansion we use
here is similar to the expansion in [13, 23] but uses polymers in the Higgs field instead
of polymers in the gauge field. This is the reason that we need s > /i,(JHiggs) here instead
of B = Py for some [y > 0 as in [13].

Throughout this section and in the rest of the paper, we will assume that G = Z,.

3.1.1 Polymers

Let Gy be the graph with vertex set C (B N)+ and an edge between two distinct vertices
e1, eo iff supp der N supp dey #(, i.e. if e; and +e5 are both in boundary of some common
plaquette.

Since any edge e € C;(By)" in By is in the boundary of at most 2(m — 1) plaquettes,
and any such plaquettes has exactly three edges in its boundary that are not equal to e,
it follows that there are at most

My ==3-2(m—1)=6(m—1) (3.1)

edges ¢’ € C1(By)* ~\ {e} with supp de Nsupp e’ # . As a consequence, it follows that
each vertex in G; has degree at most M;.

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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The graph G; will be useful when we, in the following sections, describe the cluster
expansion we will use in the Higgs phase. This graph is analog to the graph introduced
in [13, Section 2.3] but has C;(By)T as its vertex set instead of Co(By)" which was
used in [13].

When o € QY(By, G), we let G1 (o) be the subgraph of G; induced by (supp o)*. We let
A be the set of all o € Q'(By, G) such that G; () has exactly one connected component.
The spin configurations in A will be referred to as polymers.

3.1.2 Polymer interaction

For 0,0’ € A, we write o ~ ¢’ if G1(0) U G1(0") is a connected subgraph of G;.

In the notation of [17, Chapter 3], the model given by (4.2) corresponds to a model of
polymers with polymers described in Section 3.1.1 and interaction function ¢(c1,03) =
¢(01,02) + 1, where

—1 ifoy,00 € Aand o1 ~ 09
((o1,02) =

0 else.

3.1.3 Clusters of polymers

Consider a multiset

S = {7717"'77717772a"'77727"'a77k7"'7n/€} = {n?(nl)a"wnl’:(nk)}a
—_— Y—— ——
ns(n1) times ng(n2) times ns(n) times
where 7y,...,m, € A are distinct and n(n) = ns(n) denotes the number of times 7 occurs

in §. Following [17, Chapter 3], we say that S is decomposable if it is possible to
partition S into disjoint multisets. That is, if there exist non-empty and disjoint multisets
S1, 82 C S such that § = §; U S, and such that for each pair (171,72) € St X Sa, m1 = 12. If
S is not decomposable, we say that S is a cluster. We stress that a cluster is unordered
and may contain several copies of the same polymer. Given a cluster S, we define

ISl =Y ns)|(suppn) ™[, ISz =D ns(n)|(supp dn)*],

neEA neA

n(S) = Z ns(n), and suppS = U supp 7.
neA neS

For a 1— chain ¢ € C(By,Z), we define
S(e)=>_ns(mnlc).
neA

We let = be the set of all clusters.
To simplify notation in the rest of this section, for e € Cy(By)", v € CY(By,Z), and
1,7,k > 1, we define

Eijke = 1S €Ein(S) =i, |S|h =4, [|S]l2 = k, e € supp S},
g = {S € E:n(S) =i},
iy ={S€Z:n(S) =i, S =i},
Eije={S€Z:n(S) =1, ||S|li = j, e € supp S},

and
Eijy = {S€E:n(S) =1, ISl = 4, S(y) # 0}.

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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Further, we let
S+ = {S €E:n(S) =i},
and define Z;+ ;, =; j+, Z;+ j+, etc. analogously.

We note that the sets defined above depend on N but we usually suppress this in
the notation. When we want to emphasize this dependence, we write =(By), Z;(Bn),
Ei;(Bn), etc.

The following lemma gives an upper bound on the number of clusters of a given size
and with a given edge in its support.

Lemma 3.1. Forany k > 1 and e € C,(By)™", we have |21 i .| < Mlzk 2,

Proof. Let k > 1 and e € C1(By). Let P be the set of all paths in G; that starts at e and
have length 2k — 1. Since each vertex in G; has degree at most M7, we have |P| < M% 2,

For {n} € 21 1., let G, be the subgraph of G; induced by the set (suppn)*. Then G,, is
connected, and hence G, has a spanning path 7, € P of length 2k — 1 = 2‘(supp 77)*’ -1
which starts at e. Since the map n — 7T, is an injective map from =Z; ;. to P and
|P| < M2, the desired conclusion immediately follows. O

3.1.4 The activity of clusters

We extend the notion of activity from Section 2.4 to clusters S € = by letting

N H bp.r ()" = e~ 48ISI2=45lIS ]
nes

3.1.5 Ursell functions

In the cluster expansion in [17], which is valid for many different spin models, special
functions known as Ursell functions play an important role. We define the Ursell function
relevant for our setting below.

For k > 1, we let G* be the set of all connected graphs G with vertex set V(G) =
{1,2,...,k}. Whenever G is a graph, we let E(G) be the (undirected) edge set of G.

Definition 3.2 (The Ursell functions). For k > 1 and n1,7n2,...,mx € A, we let

GGQ" (i,5)€E(G)
Note that this definition is invariant under permutations of the polymers n1,m2, ..., M.
For § € =, and any enumeration 11, . .., n, (with multiplicities) of the polymers in S,
we define
U(S) =kU, - -, k). (3.2)

Note that for any S € Z;, we have U(S) = 1, and for any S € =;, we have U(S) = —1.

3.1.6 Cluster expansion of the partition function
The partition function for the abelian lattice Higgs model with parameters 5,x > 0 is

given by
U Z
Z](Vg K = ¢ﬁ7f€(0)'
oceQ!(Bn,G)

Since N is finite, this is a finite sum. An alternative representation of Zg ,, x is given by
the cluster partition function which is defined by the following (formal) expression:

B = OXP (Z ‘1’/375(5)) , (3.3)

Se=
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where for S € =, we define
U,k (S) = U(S)9p,x(S)

and U is the Ursell function as defined in Section 3.1.5.

It is not obvious that the series in the exponent of (3.3) is convergent but this follows
from the next lemma, assuming x is sufficiently large, and we verify below that in
this case log ZI(VI{)ﬁ = log Zy 5 .- In this lemma, the following constants will be used.
Recalling the definition of M; from (3.1), we define
(Higgs) . log(M7 +1/a)

and & =_— (3.4)

2 /
a = oHiggs) .— arg min —log(M1 +1/a)
41— )

a’€(0,1) 4(1 - O/)
Lemma 3.3. Let 3> 0 and k > ménggs). Then, for any n € A, we have

ST 0.u(S) < (Do) “dpn(n).

S€eE: neS
Moreover; the series in (3.3) is absolutely convergent.

log(M?+1/c)

Proof. Let a > 0 be such that x > i(1=a)

. We will prove that for each € A we have

> |p.w ()] =P (n ~ ') < ak| supp | = alog do.x ().
n’' €A

Given this, the conclusion of the lemma follows from [17, Theorem 5.4] choosing the
function a(n) = —alog ¢o (7).
By the choice of a, we have
MZe=in(=0) < 1
and
6—4/1(1—04)

1— M12674l<a(17a)

< a.

Thus, for any n € A, we have

D b MU~ ) = D dpa)bos) < D domln) T

n’ €A n'€N: nrn! n' €Az nen’

< Z Z QSO,H(T]/)l_a — Z Z ‘El,j,e (e—4nj)1—u-

e€(suppm)t {n'}€E, 1+ . e€(suppn)t j=1

Using Lemma 3.1, we bound the right hand side of the previous equation from above by

oo ) —4k(l—a)
+ 2j—2 —4rj(l—a) _ + €
|(suppn) |21M1 e 0= = |(suppn)* | 1 =
j=
The desired conclusion now follows from the choice of «. O

Lemma 3.4. Let 3 > 0 and k > méHiggs). Then

log Zy ) =108 28 5.0 = 3 U5.u(S). (3.5)
Se=
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Proof. The set Q! (By, G) is in bijection with the set of subsets of A with the property that
the polymers in each subset have pairwise disjoint supports and that their differentials
have pairwise disjoint supports. Therefore, for any 5 and x we can write

Z](\%ﬁ = Z dp(N) H 1 (suppv Nsuppv’ = 0).
AN CA {v,v’'}CA

On the other hand, if x > HéHiggs), we can apply Proposition 5.3 of [17] to see that
the right-hand side in the last display equals log ZN s @s defined in (3.3). From this the
desired conclusion follows. O

(Higgs)
Ko

All results in this section will assume that 3 > 0 and « > , and using this

assumption, we from now on write ZJ(V[%K also for the cluster partition function Z7 5 ..

3.1.7 Cluster expansion of Wilson line observables

Consider the weighted cluster partition function

2} o) = exp (Z ‘I’ﬁ,n,w(s)> : (3.6)

Se=

where
Uk (S) = U(S)p.x(S)p(S(7))-
(Higgs) by

The series on the right-hand side is absolutely convergent when 8 > 0 and & >
the proof of Lemma 3.3 since ‘p(S(y))‘ =1 for each S € Z. As in the proof of Lemma 3.4,
using [17, Proposition 5.3], replacing the weight ¢3(S) by ¢5(S)p(S(7)), we have

logZy ) vbl= > dsal0)p(o().
o€QY(BN,G)

Combining (3.6) and Lemma 3.4 we obtain the following result, which give us an alterna-
tive expression for log E%{%’H[WW].

Proposition 3.5. Let 3 > 0 and k > nénggs). Then for all N such that suppy C By,

—10g By W3] = D (05.4(8) = Uprn(S)) = D Wsu(S)(1-p(S()). BT

Se SeE

(1

Proof. Using (3.6) and Lemma 3.4 we conclude that

Zi 3.10]
U N,B,k
log ]ESV,%,K[W"/} = log Z(T7
N,B,k
which is what we wanted to prove. O

Remark 3.6. Notice that Proposition 3.5 implies that ]EE\I,J)B W, € (0,1] when 8 > 0 and

k > k{99 This fact is not a priori clear since W, € {—1,1} for every o € Q!(By,Z).

3.1.8 Cluster expansion of the Marcu-Fredenhagen ratio

In this section, we assume that two non-trivial paths ~; and ~» are given, with disjoint
support and with the same endpoints so that v := 7; + 72 is a loop. The goal of this
section is to use the cluster expansions of (3.3) and (3.6) to give an expression of the
Marcu-Fredenhagen ratio which uses the cluster expansions.
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To simplify notation, we define

U U
_ BN W B W)
PN(’Yl7’Y2) T (U)
]EN,ﬁ,N[W'YlJF"Q]

We note that by the Ginibre inequality (see [9, Section 2.6]), the limit
p(11,72) = lim pn(71,72)
N —oco

exists and is translation invariant.
Lemma 3.7. Let 3 > 0 and k > m(H’ggs) Then

log oy (11,72) = =4 U o(S)1(S(m) = S(32) = 1). (3.8)
Se=

Proof. Using Proposition 3.5, we obtain

log o (71,72) = log B ), [Wo,] +1og EX ), [Ws,] — log BV, (W]
=) Wg.l (p (M +72)) = p(S(1)) = p(S(2)) + 1)

Se=

=Y Wpu(S (p (8(12)) = p(8(1) = p(S(r2)) +1)

Se=

=3 Us.(8)(p(S(1)) = 1) (p(S(12)) - 1)

SeE

=4y \Ilﬁ,,i(S)]l(S(%) =8(72) = 1)‘

Se=

This concludes the proof. O

3.1.9 Cluster expansion of the covariance of two Wilson lines

In this section, we use Lemma 3.7 to give an upper bound of the covariance of two Wilson
lines as a sum over clusters. This result, Lemma 3.8 below, will be the main ingredient
in the proof of Theorem 1.4.

Lemma 3.8. Let 8 > 0 and > £\"9%°). Further, let v, and v, be two paths with disjoint
support. Then

B Waioa] = BRI JEGL L W2] < 4D w01 (S(n) = S(2) = 1)|. (3.9)
Ve=

Proof. Since the function = — e® is convex for all z € R, we have

U U U
|]ESV)ﬁK[W'Yl+72:| EEV)BK[W }Eg\/;;,{[W»YQH

U U U
< [log R} (W 450) = log BNy (W] = log B [W,]| = [log pv (31, 72)|-
Using Lemma 3.7, the desired conclusion immediately follows. O

One interpretation of the right-hand-side of (3.9) is that a cluster S € = makes a
non-zero contribution to the covariance on the left-hand-side of (3.9) only if its support
connects the two paths v; and ~s.
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3.2 Upper bound for clusters

In this section we give upper bounds on sums over the activity of sets of clusters
which naturally arise in the proofs of Theorem 1.1 and Theorem 1.4.

Lemma 3.9. Let 8 > 0 and r > 9%, and let e € Cy(By)*. Then

e—(2l€—0{)2
Z |\I’5’,€(S)| < 1— 4M12672(2117a)’

SEEH—,H—,a

where « is as in (3.4).

Proof. By Lemma 3.3, for any n € A, we have

S T5n(S)] < bpn(m) (G0, (m)

SeE: nes
and hence
oo kS < Y] S US| < D> ban)(Gok(m)
SEE 1+ 1+ . {n}€E1,14, SEE: nES {n}€B1,14.e
(3.10)
By Lemma 3.1, we have
Z ) (@bo,n(n))ia < Z ‘El,j7e‘6_2(2ﬁ_a)j — Z(2M1)2j—26—(2m—a)2j. (3.11)
{n}€E1,14,e j=1 j=1
Combining (3.10) and (3.11), the desired conclusion immediately follows. O

Lemma 3.10. Let 3 > 0 and k > x99 Further, let k > 1 and ¢ € Cy(By). Then, for
any € > 0, we have

Z ’\I’Bﬁ(sﬂ < 47108674k(/17,<éH1‘ggs),6)’
SEE14 kt,e
where C. is defined by

467(2n70¢)2

< 1 —4M3Ze—2(2r—0a)’ (3.12)

C. =4sup sup E |\IjolH(Higgs)+E(S)|
N>16601(BN)8651+ Tt 7o

Proof. Let ¢ > 0. From Lemma 3.9 we immediately get the upper bound on C. in (3.12),
and hence C. is well defined.

For any S € E, we have ¢p .(S) = e 28112726181 and W4 . (S) = U(S)15..(S), where
U(S) does not depend on S and «, and hence

_ _ ,.(Higgs)
Vg (S) = e 2nr E)Hs”l‘I’B,né‘“’“ua(s)-
Using this observation, we obtain

Z |\IJB,I{(S)‘ < 6—4(H—56Higgs)_8)k Z |qjﬁ7KéHiggs)+E(8)|

SEE14 kt,e SEE14 kt,e
—4(r—r 1999 _ o) Z _
<e 0 ‘lI/B,K((]nggs)JrE(S)’.
SEE14,14,e
This concludes the proof. O
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3.3 Proof of Theorem 1.4
In this section we give a proof of Theorem 1.4, which gives an exponential upper
bound on the decay of correlations.

Proof of Theorem 1.4. If S € = is such that S(y1) = S(72) = 1, then there is some edge

e € supp~1 such that § € E1+ gist(y,,70),e- Using Lemma 3.8, it follows that

U U U
B W] = B IV JBS ) 2] < 4D s (S)1(S() = S(32) = 1)

Se=
<4 ) > [W5,(S)|-

ecsupp vy SEE]tdist(lez%e

Using Lemma 3.10, the desired conclusion immediately follows. O

3.4 Proof of Theorem 1.1
Before giving a proof of Theorem 1.1 we state and prove a useful lemma.
Lemma 3.11. In the setting of Theorem 1.1, foranyn > 1 and k > 1, we have

W5k (S1(SHV) = S(4) = 1)
SEE 4+ 4t
o0
<2710 Y et maOR s =) | nax(T,, — 2Ry, 0471 Coe X GRn R (v
j=1

where C. is defined in (3.12).

E)H}ggs) _ 8)

Proof Letk > 1,n > 1, and let v = 'y§") and v, = vén). Further, let be such that

S € Ei+ 4+ and S(71) = S(12) = 1. Since S(y1) = 1, there is e € supp~y; N suppS.
Since S(v2) = 1, we also have suppy2 NsuppS # 0. Consequently, we must have
|(supp S) ™| > dist(e, 2), and hence

WSt =St = 1) < D2 [Wan(S)[1(S(n) = S(12) = 1)

SEE 14 k+ SEE, 4 4t

< Z Z ’\Ilg’,{(S)|]l(|(suppS)+| > dist(e,’yQ))

e SEE 4 it e

Z > Yoo w8,

€EM: SEEIY max(jk)t e
dlst(e v2)=j ! (&%)

Note that for j > 1, if j # 2R, then there are at most two edges e € ; such that
dist(e,y2) = j. Also, there are at most max(7,,—2R,,,0) edges e € 7, such that dist(e,y2) =
2R,,. Using Lemma 3.10, we thus obtain the desired conclusion. O

Proof of Theorem 1.1. Let k > 1, and let n; > 1 be such that R,,,T;,, > k for all n > ny,
Further, assume that N is large enough to guarantee that dist(y(”), OBy) > k. Then, for
any n > ny, we have that

ai= Y W (S(S(Y) =S(Y) =1)

SEE 1+ p-

is well defined, and does not depend on n nor the choice of (R,)n>1 and (T},)n>1.
Moreover, by Lemma 3.11, the limit limy_.., a; exists. Since we for all k£ > 1 have

ap < 01,¢ < 00,
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it follows that limy_, ., ax < oo.
We now show that (i) and (ii) holds. To this end, let n > nj. Then, by Lemma 3.7, we
have

—4 M og pn (W W) =an+ D U a(S)L(S(HM) =S(Y) =1).

SGEI«F,k«F

Using Lemma 3.11 and the Ginibre inequality, it follows that

lim —4~'log p('yim, 'yén))

n—oo
exists and is equal to limy_,, ar, and hence

_ (n) _(n)
p= Tm p(1", ")
exists and is equal to e~*!1iMk—e % Since limj_, ar < oo, it follows that p > 0. This
completes the proof of (i) and (ii).
We now show that the (iii) holds. To this end, let n > 1, and let k = min(R,,T,) (this
guarantees that n > ny). Then
llog p(11",74™) — log p| = [log p(7i™ ,75") — (=4 lim ay)]
= 4]-4" log p(1{™,75"”) — lim ay|
k— o0
< 4(|—4‘1 log p(1",28") — ax| + |ay, — lim ak\)
k—oo

Using Lemma 3.11, we thus obtain

llog p(7{™,75") — log p|

< 405 Z 6_4 max(j,k)(n—m(gmggs)—a) + 205 max(Tn _ 2Rna 0)6_4 max(QRn,Ic)(n—nf,mggs)—a).
j=1
This shows that (iii) holds, and thus completes the proof. O

4 The confinement phase (5 and < both small)

In this section, we prove our main result for the confinement phase, Theorem 1.2.
The proof strategy is similar to that of Theorem 1.1, with the main difference that we
here need to use a high temperature expansion before we can find a convergent cluster
expansion.

4.1 A high temperature expansion

In this section, we recall the high temperature expansion of Ising lattice gauge theory
from [12]. To this end, for a > 0 and j € {0,1}, we define

g [ ifj =0
7o) = Vanh2a i = 1.

Let v be a path. For w € Q?(By, Z2), we let

_ ¢r (0w (e) +7[e])
el = [ eslw®) ]] o) (4.1)
peC2(Bn)+ e€C1(Bn)+ ®
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Further, we let

Inpe) =0 S G ). (4.2)
w€eN?(BN,Z2)

The high temperature expansion of the lattice Higgs model is given by the following
lemma.

Lemma 4.1 (Proposition 4.1 in [12]). Let 8,k > 0. Then, for any path ~, we have

Pr (1) ‘PYIZAN,B.,V»[’Y]
Zn,,x10]

U
]EEV,}J’,&[W’Y] =

bl

and thus

ZN,B,K hl]ZN,B,n[’Yz]
ZN,B,K['VI + 72]ZN,,6’,H[0]

PN('Vla’YQ) =

For a path «, we also define

5 . 0

Z]’z/,ﬁ,fc T Z (pﬁ,m(o-)'
weN?(Bn,Zs):
ApEsuppw: p~y

We note that for any path +, we have

Sy N
ZN,,(i’,m < 2N Bk

4.2 A cluster expansion

In this section we will describe the cluster expansion of [17] for the model obtained
from the high temperature expansion in the previous section. The setup for this expansion
will be very similar with the corresponding setup in the Higgs phase, and for this reason
we will aim to keep the exposition short here.

4.2.1 Polymers

In this section, we assume that a path v € Ay is given.

Let G be the graph with vertex set Co(By )™, an edge between two distinct plaquettes
p1,p2 € Cao(Bn)™ if supp dp N supp p’ # O (written p; ~ ps). In other words, p; ~ ps
if they have some common edge in their boundaries. Note that any p € C2(By)* has
degree at most My :=4-(2(m—1) —1) =8m — 12 in G,.

For w € Q%(By,Zs), we let Go(w) be the subgraph of G, induced by (suppw)*. In
other words, G, is the graph with vertex set (suppw)™ and an edge between two vertices
p1,p2 € (suppw)™ if py ~ po.

In this section, we let

A = {w € O*(By,Zs): Go(w) has exactly one connected component}.

The spin configurations in A will be referred to as polymers.

4.2.2 Polymer interaction

For w,w’ € A, we write w ~ w’ if Go(w) U G2(w’) is a connected subgraph of Gs.

In the notation of [17, Chapter 3], the model given by (4.2) corresponds to a model of
polymers with polymers described in Section 4.2.1 and interaction function ¢(wq,ws) =
¢(w1,ws) + 1, where

-1 ifw ~w
C(wi,we) = ! 2 wi,ws € A.
0 else,

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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Forw € Q?(By,Z3), we write w ~  if there is p € supp w such that supp dpNsupp v # 0.
Finally, we also write v ~ ~.

4.2.3 Clusters of polymers

Consider a multiset

S={nN1, M, M2y M2y Mhey ey M p = {77?("1),...,7],?(”’“)},
—_———— ——— ——
ns(n1) times ng(ns2) times ns(ng) times
where 71,...,m, € A are distinct and n(n) = ns(n) denotes the number of times 7 occurs

in §. Following [17, Chapter 3], we say that S is decomposable if it is possible to
partition S into disjoint multisets. That is, if there exist non-empty and disjoint multisets
81,82 C S such that § = &1 U S, and such that for each pair (171,72) € St X Sa, 1 = 12. If
S is not decomposable, we say that S is a cluster. We stress that a cluster is unordered
and may contain several copies of the same polymer.

We let = be the set of all clusters.

For S € =, we let SY be the the set of all n € S such that w ~ 7. We let S7 :== S \. S°.

Given a cluster § € =, we let

ISI = ns(m)|(suppn)* |,

neA
and
IS[ly =" " ns~(n)|supp n N supp/|.
neA
We also let

supp S = |_J (suppn) ™.
neA

Forp € Co(By)T and j > 1, we let

E1,jp = {{n}:n€ Aandp e suppnand [{w}|| = j}

and

Sit,j+p = {S €E: p €suppS and [|S]| > j}.

As in Section 3.1.3, these sets depends on N, and when this is important, we write
E(BnN), E1,,p)(Bn), and Z14 j+ ,)(Bn) respectively.

The following lemma is analogous to Lemma 3.1 and gives an upper bound on the
number of clusters of a given size and with a given plaquette in its support.

Lemma 4.2. Forany k > 1 and p € Cy(Bn)", we have |Z; j ,| < MQ%_Z.

Proof. Let k > 1and p € Co(By)T. Let P be the set of all paths in G, that starts at p and
have length 2k — 1. Since each vertex in G, has degree at most M, we have |P| < MZF~2.

For any {w} € 21 1, the graph G2(w) is connected, and hence G;(w) has a spanning
path 7, € P of length 2k — 1 = 2‘(supp w)*’ — 1 which starts at p. Since the map w +— T,
is an injective map from =, 5, , to P and |P| < M3*~2, the desired conclusion immediately
follows. O

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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4.2.4 The activity of clusters

We extend the notion of activity from (4.1) to clusters S € = as follows.

03 (S) =[] #h.. .

nes

Note that
05.1(S) = 9 (S)pu(1) 151,
The following lemma, which we now state and prove, will be useful later.
Lemma 4.3. Let 3,k > 0, lety € T',,, and let w € A. Then

‘Pg,ﬁ(w) < @ﬁ(l)(1_0”(1))|(Suppw)+|.

Proof. For any w € A, we have

suppw)t su WD)+ su Zi(su )+ Msu
P} (W) = (1) EPP@) 1, (7)I(supp 6w) ¥ \supp || (supp o) * Nsupp |
Assume first that w € A is such that |(suppw) ™| > R,T,. In this case we have

s + _
0} n (W) < pp(1)/EuPP Ty, (1)1
—on su w * —On ndn - n n
< 905(1)(1 n)(1)|(supp w) l@ﬁ(l) (1)R,T, on(1) (Rn+Tn)

Since R,,,T,, — oo, R,T, tends to infinity much quicker than R,, + T, and hence the
desired conclusion follows if 0,,(1) goes to zero slowly enough.

Now instead assume that we are given |(suppw)t| < R, T, and |supp éw Nsupp | # 0.
Then | supp dw| is minimized if supp w is a subset of the flat surface ¢ that spans 'ﬁ”) —|—72").
Assume that this is the case. For each edge e € supp dw Nsupp~, either all plaquettes
in supp g between e and the opposite side of v; + 72 are in suppw, or there is some such
plaquette that is not in supp w, and in this case there there is at leat two edges parallell
to e that is in (supp dw)™ \ supp . Note that in the first of these cases, there are a total of
at least min(R,,, T;,) plaquettes that are in supp w. Moreover, each plaquette appearing

in one of these sets are in sets corresponding to at most four edges. Hence

4|(suppw) ™|

)t ——
min(R,,T,)

|(supp w) ™ Nsuppy| — [(supp dw) ™ ~ suppy| <

Consequently, in this case, we have

_ 4)(suppw)t]

su UJ+ min(Bo T
wg,n(me(l)‘( pPpw) \@K(l) min(Rn,Tn) |

From this the desired conclusion immediately follows. O

4.2.5 Ursell functions

The Ursell functions we will use in the confinement phase are analogous to the Ursell
functions used for the Higgs phase (see Definition 3.2), except the set A is different and
we use the graph G, instead of G;.

4.2.6 Cluster expansion of the partition function

For3>0,k>0,v€ A, and S € =, we let

V) (S) = U(S)},.(S).

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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Further, we let

M3 pp(1)!
T 11— Mipp(1)t-

5" = sup{B > 0: M3p(1) < 1and Ja € (0,1) s.t 5 <2} (43

and for 8 > Béconf), we let

M3 pp(1) 4.4)

a = ag =inf{a € (0,1): = M2y (1)1 < 2a}.
3

Lemma 4.4. Let 0 < 3 < 8™ and k > 0, and let v € T,. Then, for any w € Z, we have

Yo VLS <eh W)

Se=: weSs
Moreover,
log Znpwlr]= Y U} (S) (4.5)
Se=v
and
08 g =, V5.5 (4.6)
SEZ: S7=0

Furthermore, the series on the right-hand sides of (4.5) and (4.6) are both absolutely
convergent.

Proof. For w € Q*(By,Zs), let a(w) = —alogy}  (w). We need to show that for any
w € A we have
Z 03 . Ne“)1(w ~ w') < o suppw|. 4.7)
w'eA

Given this, the conclusion follows from [17, Theorem 5.4].
We now show that (4.7) holds. To this end, fix any w € A. Then

Z@ﬁ a(W)lew Z@ﬁn 1a1(www)

w'EA w'eA

D DIND DD DR MOl

pE(suppw)t p'~p WwEA:
p’ Esupp w

Since any p € C3(By)T has degree at most M, in G, we can bound the previous
expression from above by

Ma|(suppw) ™| E pecm(agi) DR N (%0 R
2(BN
{w'}€E1,5,p

+ Z ) 0% N1—«
Su w ma. = ma. w .
pp | pels (BX =150l {w’}eE}f,j,p 805,;4( )

Using Lemma 4.3 and Lemma 4.2, we obtain

Z 503 a(w )1(w ~ w') < Ms|(suppw) +| ZMQJ 2 (1)(17011(1))(17&)[
{w'}e= Jj=1
The desired conclusion now follows from the choice of «. O
EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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4.3 Upper bounds for clusters

In this section we give upper bounds on sums over the activity of sets of clusters
which naturally arise in the proofs of Theorem 1.2.

Lemma 4.5. Let0 < 3 < 5(()00111‘) and x>0, lety €T, and let p € Cy(By)T. Then

1)(1-on(1)(1-a)
v (s) < — 0 = Cc® 4.8
> [93.S)] 1 — MZpp(1)t-on(1)(1-0) = @9

SEEI+71+~p

where « is as in (4.4).

Proof. By Lemma 4.4, for any w € =, we have

Yo S| < 9) (W)

Se=: weS
and hence
> @< Y Y OIS Y @ Ly
SEE I+ 1+,p {w}€E1,14,p SEE: wES {w}€E11+p

Next, by Lemma 4.2 and Lemma 4.3, we have

o0
> <D IEL ] max e, Z M2 (1) (1=on (D)1=
{w}€51,1+p Jj=1 Jj=1
(4.10)
Combining (4.9) and (4.10), the desired conclusion immediately follows. O

Lemma 4.6. Let 0 < 3 < B and k > 0, lety € T, and let p € Co(By)*. Further, let
k>1ande € (0, — 3). Then

Z 107 (S)| <C§2,2<L(1))k7
SEE1+ k+,p ’ , (PBJ,_E(I)

where 05(2,1 is defined in (4.8).

Proof. Note first that, by definition, we have

1) ISl
\Dg,n<8) = (Q;Zii(?l)) \Ingre,n(S)'

Using this observation, we obtain

k
> el (25 8 ..o

ppte(l

SEE14 kt,p SEEI4 k+,p
es(1) \*
< (%0,6 (1)) Z ’\Ilﬁ—i-an ‘S)|
+e SEE14,14,p
Applying Lemma 4.5, we obtain the desired conclusion. O
EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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4.4 Proof of Theorem 1.2

In this section we prove Theorem 1.2. Before doing so we provide a useful lemma.
Lemma 4.7. Let 0 < 8 < B\ and x > 0. Further, let y € T, let k > 0, and let
€€ (Oﬁémm‘) — f). Then

> (1) max(j,k)
Yoo (S)] <2m-1)CB) (22 es(1)
SEE: |||k, j_1<905+s(1))
ST £(), ST2£(
2R,
(0,7, — 20,) (22,

where C2) is defined in (4.8).

Proof. Note first that

oo vL©I<> Y oo w8 (4.11)

SEE: ||5]| >k, €€71 pesupp de SEE1+ kt,p
S0, 872 £ I[S1|>dist (e.va)

Using Lemma 4.6 and noting that |supp de| < 2(m — 1) for any e € Cy(By), we can upper
bound the right hand side of (4.11) by

1 max(k,dist(e,v2))
20m - o) Y0 (2200 "
cem Pp+e(1)
& 1 max(j,k) 1 2R
<2(m—1)C?) <2Z(%()1) + max(0, T, — 2Rn)(L()1) )
= Pate(l) Pp+e(1)
This concludes the proof. O

Proof of Theorem 1.2. By combining Lemma 4.1 and Lemma 4.4, we see that

n n ZN, Y ZN. w2
log p (11, 75") = log =~ lZnp.sle].
ZNgrlm + 722Nk

To simplify notation, we now let v; := 7§") and s = yén).

Lete € (0, Béconf) — f3). For each path v € T, we have

log Zn3,x1] = > U(S)¢p,,.(S) + > U(S)¢},,.(S)
Se=: S7itrz=() SEE: SM1=0,872#£)
+ > U(S)es,.(S) + > U(S)ps . (S)-
SEE: 8" #£P, S72=0 SEE: ST AP, S72£)

Note that if we e.g. have S™ = 0, then ¢}’ (S) = ¢} .(S) and gagfjw (S) = ¢ (S)-
Using these observations, it follows that

Zn gkl Zn gl

log — -
ZN gl + 722N,k
= > U(S)(#}a(S) + 9. (S) = 03 17 (S) — ¢5..(S))
SEE: ST AP, ST2A£()
= D (VRS IR - URIS) - U5 (S)).
SEE: ST1#D, S72#£)
EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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Now note that for any £ > 1, n > 1 such that R,,,T,, > k, and N sufficiently large,

ST (PFAS) +UR(S) - ULIS) - 0 (S))
SeE: ||S||<k
ST 75@"‘5“‘12 o)

is independent on n. Using Lemma 4.7, it follows that the limit lim,, o limy 00 pn (7§")7

75") exists. This completes the proof of the first part of Theorem 1.2.

Next, note that by Lemma 4.7, we have

> (P2 (S) + TP (S) — UL 2(S8) — 05 .(S))
SeE: SV1#D, S72#£0)

> —8(m —1)C) <2§:(</w(1))i + max(0, T, — 2Rn)(¢ﬂ(1))m>,

= pp+e(1) pp+e(1)

Define
C® = lim C3). (4.12)

n—oo

Letting first N — oo and then n — oo, we obtain

—16(m — 1)C? tanh 23
tanh(28 + 2¢) — tanh 23"

im log (1™, 15™) >

This concludes the proof. O

5 The free phase (5 large and ~ small)

In this section, we provide a proof of Theorem 1.3. The proof strategy is similar to
that of Theorem 1.2, but here we use a different high temperature expansion and also
have to deal with a few additional complications before we can use a cluster expansion.

5.1 A high temperature expansion

In this section, we use a high temperature expansion of the Ising lattice Higgs model
to obtain alternative expressions for Zy s ,;[y] that are useful when « is small and S is
large.

When 7 is a closed loop, we let ¢, be a corresponding oriented surface. We note that
by the discrete Stoke’s theorem (see, e.g., [10, Section 2.3.2]), when w € Qz(BN7 Zs) is
such that dw = 0, then w(g,) does not depend on the choice of g¢,.

For a path v € Ay, we define

Zvagw[fy] = Z Z &P ZpECQ(BN)p(w(p))(tanh 2m)|y,|p(w(q7+¢)). (5.1)
WGQZ(BN,ZQ): "‘{/GA():
dw=0 5(v+~")=0
(U)

The following lemma gives a connection between Zy ; , [7] and Zn.p.rn)

Lemma 5.1. Let 8,k > 0. Then

OBy, Zs)| ,

Z) 7] = (cosh 2)IC1 (BN | ’ Zn gl

N,B,/{[’ﬂ (COS '%) |{w c QQ(BN’ Zg): dw — O}| N,B, ['7]
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Proof. For any o € Q'(By,Zs2), we have

e Zeecimy) PO = o2 ecoy iyt P70 - H (cosh 2 + p(o(e)) sinh 2x)
eeCi(Bn)t

= (cosh 2n)|cl(BN)+| H (1 + p(o(e)) tanh Ii)
e€C1(Bn)T

= (coshZ,‘i)lcl(Bz")+| Z (tanh2/£)‘7/|p(a(fy’)).
v €Ao

Using the definition of Zz(vU[)m[W] it follows that
Zypalil= 3 Precsomn AN cormn 20D p(a ()

oc€Q (B, Z2)
= (CoshQH)ICI(BN)+I Z eP Lpecy(y) PLAI(P)) Z (tanhgﬂ)lv’lp(a(,huy/))_

O'EQI(BN7Z2) ' €No

Now note that if 7' € Ay is such that suppy Nsuppy’ # 0 and §(y +~') # 0, then by gauge
invariance, we have

Z e Lrecamy) ”(dg(p))(tanh QK)W‘p(a(’y +7) =0.
0€02(By 7o)

Using this observation it follows that

7

N H[,ﬂ — (COSh2/€)|Cl(BN)+| Z 66 Epecz(BN) p(do(p))

0€Q2(BN,Zs)

x> (tanh2e) lp(o(y + ).
v/ E€Ng: §(y+v")=0

Finally, using the Poincaré lemma (see, e.g., [6, Lemma 2.2]), we obtain

Q' (By, Zs)|
Z2U) 1] = (cosh 26)/CLBM] | )
N.5,x0] = (cosh2r) [{w € Q2(Bn, Zs): dw = 0}
> S P Brecamo PO (tanh 26)7 | p(w(gy 1))
weN?(Bn,Z2): 7' €Ao:
dw=0 §(y+v")=0
as desired. This concludes the proof. O

When 7 is a closed path, we verify in Section 5.2 that Zx s ..[y] has a cluster expansion.
However, when v is an open path, this argument fails. For this reason, we now give an
alternative expression for (5.1). To this end, for a closed loop v and an open path vy, we
let

ZVN757H[7, Y] = Z Z P ZpECQ(BN)(p(w(p))_l)(tanh QK)WI‘P(W(C]V-;-—Y/)).
weN?(BN,Z2): v €QY (BN, Z2):
dw=0 ¥ %70, 89’ =0

Further, for any open connected path, we let £, be the set of all connected paths vy such
that v + ~g is closed (see Figure 3a).

Lemma 5.2. Let 5,k > 0. Then the following holds.

(i) For any closed path ~, we have

ZVN,B,N[’Y] = ZN,B,H[’Y? 0]

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
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(ii) For any open connected path v, we have

Zngwl] = Z (tanh 2x)°1 Zx 5 <[y + 70, 70)-

YoEL~

Proof. Assume first that v is a closed path. Then, by definition, we have

Znprly] = 3 3 ¢ Trecam ) 20 (tanh 26)17 | p(w (g )
weQ?(Bn,Z2): v €ENMo:
dw=0 5v'=0

and hence (i) holds.
Now instead assume that v is a connected open path with |supp dy| = 2. Then, by
definition, we have

Zngubl = 3 (tanh 2ol

YoELy
Z Z ef Zrceaton) p(W(p))(tanh QR)‘A//‘P(W(QW+70+7/))‘
wEQz(BN,Zg): v EMo: v %0
dw=0 5v'=0
This completes the proof of (ii). O

5.2 A cluster expansion

In this section, using the high temperature expansion of Section 5.1, we present a
cluster expansion which is useful in the free phase.

5.2.1 Polymers

Let G5 be the graph with vertex set C2(By)* and an edge between two distinct plaquettes
p1,p2 € Co(By)T if supp dp Nsupp dp’ # O (written p; ~ po). Note that any p € Co(By)*
has degree at most Mj; := 10(m — 2) in G3. For w,w’ € Q?(By, Z2), we write w ~ ' if the
subgraph of G3 induced by (suppw)* U (suppw’)* is connected. When w € Q?(By, Z>),
we let G3(ws) be the subgraph of G3 induced by (suppw)™. We let

Ay ={we Q?(By,Zs): G3(w) has exactly one connected component }.

Recall the definitions of Gy, My, and A; from Section 2.5.

For two paths v, € Ay, we write v ~ «/ if the subgraph of G, induced by supp~y U
supp~’ is connected.

In this section, thee elements in A; and A, will be referred to as polymers.

5.2.2 Polymer interaction

For w,w’ € Ay, we write w ~ w’ if G3(w) U G3(w’) is a connected subset of Gs.

For v,7" € Ay, we recall that v ~ «/ if Go(v) U Go(7’) is a connected subset of Gy.

For v € Ay and w € Ay, we write 7 ~ w and w ~ v if p(w(g,)) = —1.

In the notation of [17, Chapter 3], the model described by Z[fy, 7o) corresponds to a
model of polymers with polymers described in Section 5.2.1 and interaction function

t(n1,m2) = ¢(m,m2) + 1, where

—2 ifm € A1, m2 € Ag and p(n2(m)) = -1

—2 ifn € Ay, 2 € Ay and p(n1(n2)) = —1
Cn,me) =t(n,me) —1=14 —1 ifni,ne € Ay and 1y ~ o

—1 ifn1,me € Ay and n; ~ 1o

0 else.

EJP 29 (2024), paper 120. https://www.imstat.org/ejp
Page 27/36


https://doi.org/10.1214/24-EJP1183
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Convergence of the Marcu-Fredenhagen ratio

5.2.3 Clusters of polymers

Consider a multiset

S={M, e M2y M2y ey My ooy Mk} = {07 (m) ..,77,7;(”’“)},
—_— Y—— ——
ns(n1) times ng(ns2) times ns(ng) times
where 71,...,m, € Ay U Ay are distinct and n(n) = ns(n) denotes the number of times 7

occurs in S. Following [17, Chapter 3], we say that S is decomposable if it is possible to
partition S into disjoint multisets. That is, if there exist non-empty and disjoint multisets
81,82 C S such that S = & U S, and such that for each pair (11, 172) € S1 X Sa, n1 » 72.
If S is not decomposable, we say that S is a cluster of polymers. We stress that such a
cluster is unordered and may contain several copies of the same polymer.

In this section, we let = be the set of all clusters.

When § € £, we let S§; denote the multiset {n"(”)}neg: neA, and analogously let Sy
denote the multiset {n”(”)},,eg: nen,. Further, we let

ISI| = > n(n)|(suppm)*| and n(S):= ) n(S).

nes nes

When v € Ag and v € Co(By)", we write v ~ ~ if there is ¢ € v such that v €
(supp de)*. Similarly, if w € Q*(By,Z2) and p € Co(By)' we write w ~ p if there is
p’ € (suppw)™ such that supp dp N supp Hp’ # .

When S € = and g is a path, we write S; ~ ~ if there is 7' € S; such that v ~ .

For i > 0, we let

Zi={SeE:n(S) =1}

As in Sections 3.1.3 and 4.2.3, the sets = and =; depend on N, but we usually suppress
this dependency.

5.2.4 The activity of clusters

For a closed path v € Ay and a path v9 € Ay, we define the activity of clusters S € E by

a0(8) =TT pla)e? S0 T (tanh 27163 30)
w€ESs v €Sy

5.2.5 Ursell functions

The Ursell function which is relevant in the free phase, which we define below, is slightly
different than the Ursell function associated to hard-core interaction which was used in
the Higgs phase and the confinement phase.

Recall the definition of G* from Section 3.1.5.

Definition 5.3 (The Ursell functions). For k > 1 and 01,72, ...,mx € A1 U Ay, we let

Ul ome) =7 Z 1)IE@) H L(ni ~ ;) H L(n; ~ ny)

Gegk (4,5)€E(G): (4,5)€E(G):
n:i,Mm5 €A1 MM ENA2
I 21~
(1,5)€EE(9):
[{nim;NA1|=1
Note that this definition is invariant under permutations of the polymers 11,13, ..., M-
For § € =i, and any enumeration 11, ..., n, (with multiplicities) of the polymers in S,
we define
U(S):k!U(’Ih,...,T]l). (52)
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Note that for any S € Z;, we have U(S) = 1, and for any S € =,, we have either
US)=—-1orU(S) =-2.

5.2.6 Cluster expansion of the partition function

Before we state and prove the main result of this section, we will state and prove a few
useful lemmas.

Lemma 5.4. Let 5 > 0 and k > 0. Further, let v be a closed path, let v, be a path, and
let 7' be a non-empty path. Then, for any a € (0,1), we have

o0
Z e ({y"He < |{v € Co(Bn)T:v~7} Z 25(2m)% (tanh 2k)%%.
v EA : j=2

’Y//N’Y/
Proof. If 4" € Ay is such that 4" ~ 4/, then there must exist some v € Cy(Bx )" such that
v~ and v € v”. Hence

"
g err (e g gp g (tanh 2)21"1.
Ehy “/,E", T Ehy:
y oy y oy Aoy
" ~"| is even. Moreover, any non-trivial v € A; satisfies

|7’| > 4. Combining these observations, we obtain

(o]
Z (tanh 2k)*17"1 < Z Z|{'y” € Ar: v ~~" and |7"| = 2j}|(tanh 2k)**.
y'EA:: vyl j=2
’YIIN’Y,

Since any v’ e Co(Bn)™T has degree at most 2m, for any j > 1 there can be at most
2j(2m)’ paths 7" € A; such that v € 4" and |y”| = j, and hence

{7 € Ar: v ~ " and |7"| = 2j}| < 2j(2m)¥.
Combining the above inequalities, the desired conclusion now follows. O

Lemma 5.5. Let 8 > 0 and x > 0. Further, let v be a closed path, let v, be a path, let
w € Ao, and let a € (0,1). Then

oo
Z |(p%70 ’ < |(suppw)+‘ Z M§j+1e—45aj_
W EAy: Jj=2(m-1)

UJ/N(A)
Proof. Since any non-trivial w’ € A, satisfies |(suppw’)™| > 2(m — 1) (see, e.g., [6]), we
can write

Z |<p'y'yo {w’})’a: Z e—2Ba|suppu’|

WIEAZ W,EAQI
w' ~w o o
oo
S Z Z ’{W/ € Ay: w' ~pand |(suppw’)T| = j}|6—4l3a3_

pE(suppw)t j=2(m—1)

If W' € Ay and p € (suppw)™ are such that w’ ~ p, then {p} U (suppw’)T is a induces a
connected subgraph G of Gs. Since G is a connected graph, it has a spanning path of
length at most 2|(suppw’)™| + 1 that starts at p. The number of paths in G3 of length

N+
2|(suppw’)*| + 1 that starts at p is at most M2 PP« )" I
{w' € As: ' ~pand |(suppw’)T| = j}| < M7

. Hence

Combining the above inequalities, we obtain the desired conclusion. O
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Lemma 5.6. Let § > 0 and « > 0. Further, let v be a closed path, let v, be a path, let
v € Ay, and let a € (0,1). Then

(oo} oo
Z |<p"/ '70 (L g |,Y/| Z D0j3 Z M32k—1 e—45ak‘.
w'eNs: Jj=1 k=max(45,2(d—1))

’ ’
w ~y

Proof. Note first that

Yoleprdwnl <> > Y > el (o h]”

w €Ay : e€y’ j=1 peCy(Bn) T w' €Az pEsuppw’,
W'~y dist(p,e)=j  dist(w',7")2j
If w' € A, is such that w’ ~ +/, then every oriented surface q with d¢ = +' w must
intersect ¢, and hence the support of w’ must loop around +'. Consequently, if w’ € A, is
such that dist(w’,7’) = j and w’ ~ +/, then we must have |(suppw’)*| > 4j. Moreover, for
any w’ € Ay, we have |(suppw’)| > 2(m — 1) (see, e.g., [6]). Consequently, for any j > 1
and p € Cy(By)* such that dist(p, e) = j, we have

Z ‘¢7770 })’a

w'€As: pEsuppw’,
dist(w’,7") >3

o0
< Z [{w' € As: p € suppw’ and |(suppw’) | = k}| e 22",
k=max(44,2(d—1))

Now note that any w’ € Ay corresponds to a connected component in G which has a
spanning path of length at most 2|(suppw’)*| — 1 that starts at some given p € suppw’.
This implies in particular that for any p € C3(By)™ and any k£ > 1, we have

|{w' € Ay: p € suppw’ and |(suppw’) ™| =k} < M
Finally, we note that for any edge e € C;(By)* and j > 1, we have
[{p € Co(Bn)™: dist(e,p) = j}| < Doj®.
Combining the above equations, the desired conclusion follows. O

Lemma 5.7. Let 8 > 0 and let k > 0. Further, let v be a closed path, let v, be a path,
and letw € Ay. Further, let a € (0,1). Then

S e D] < Isuppw) 1S Do 3 (2m)* (tanh 2)

v €Ay : Jj=1 k=4j
¥ ~w

As the proof of Lemma 5.7 is completely analogous to the proof of Lemma 5.6, we
omit it here.
For B,k > 0, a closed loop ~, a path 7y, and § € =, we let

VYI(S) = U(S)e)(S).
Note that with this notation, we have

U(8) = w50(S) [ 14 =) [ plw(

y'ES weS
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Proposition 5.8. For o € (0,1), there are 87 (a) > 0 and £ (a) > 0 such that the

following holds.

1. Foralla € (0,1), 8 > 5(5&66)( ), K < Kéfree)

Z |\Ilg:zo ‘ < ’SO’Y sY0 )’1—0(.

SeE: nes

(@), v € A1, v € Ao, and i) € E, we have

2. Let 8 > B (a) and k < k(™ («) for some a € (0,1). Then, for any v € A, and

Y0 € Ag we have

log Z[y, 0] = Y _ W31 (S). (5.3)
Se=
Furthermore, series on the right-hand side of (5.3) is absolutely convergent.

Proof. We will show that for all « € (0,1), if 8 is sufficiently large and « is sufficiently

small, then, if we for ) € A; U Ag let a(n) == —alog|e} 1 (n)],
ST el (' e, n)|e™™) < af (suppy’) . (5.4)
7]l€A1UA2
n'~n

Given this, the conclusion of the proposition follows from [17, Theorem 5.4]. To this end,
let v € A; and w € A,. Note that there are four different cases in (5.4), corresponding
to (i) n,n’ € Ay, (il) 71 € Ay and 7y € Ao, (iii) 71 € Ag and 72 € Ay, and (iv) 1,72 € Ao
respectively. We now treat these cases separately.

(i) Let v/ € A;. Since v/ is closed, we have ‘{v: v~ 'y’}f < |¥/|. Using, by Lemma 5.4,
is follows that for any « € (0,1) we have

Z |<p"/’70 {’YH}) ’7/,’7//)|€a( Z (p’y’vo {’7”

v EN: '€ :
" ’ " ’
Y~y YU~y

<Y1 2j(2m)? (tanh 26)20 -3,
Jj=2

(ii) Let w € Ag. Then, by Lemma 5.5, for any « € (0,1) we have

Z |<p’>">'o {w/})C(w7w/)|6a(w,) _ Z |<p'>"yo {w’})‘lf’l

w/'€N3 w'E€As:
w' ~w

o0
<](suppw)+| Z M§j+1e—4ﬂ(1—a)j.
j=2(m-—1)

(iii) Let v/ € Ay. Then, by Lemma 5.6, for any « € (0, 1) we have

Z |(P770 ) —9 Z |<,077° o

w'€Ng w/EAz
¥~
oo o0
< 2|’_yl| ZDOJ-B Z Mg?k—l 674,30,]6
j=1 k=max(47,2(d—1))
(iv) Let w € Ay. Then, by Lemma 5.7, for any « € (0,1) we have
Yo e He, et =2 T gty h e
Y EA v EAy:
Y ~w
oo oo
< 2|(suppw) ™| Z Dyj? Z (2m)* (tanh 2k)**
j=1 k=4;
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Note that for any a € (0, 1), if § is sufficiently large and « is sufficiently small, then
the upper bounds for all cases are finite. In particular, for any « € (0, 1), if 3 is sufficiently
large and « is sufficiently small, then for any n € A; U As we have the upper bound

S lep e )™ < al(supp )|
n’€AN1UA2

This concludes the proof. O

5.3 Upper bounds for clusters

Since the limiting measure (-)g , is translation invariant, without loss of generality we
can and will assume that for each n > 1 and all N sufficiently large, we have Zy 3 .[11] =
ZN, 575[72]. Also, without loss of generality, we can and will assume that for eachn > 1,

%n) n)

and v, ’ lie in the z1x,-plane and has its endpoints at the z;-axis. When v € E%M,

we will let 4 denote the path defined for each edge ((x1, 22, ..., 2m), (2}, 25, ...,2],))) €
Cl(BN)+ by

(@1, w2y oy m), (2], 2, o 2l )] = —[((x1, =2, .y T, (2], =25, . 20))]

(see Figure 3).

(a) The paths 7{™, 4", ~, and 4. (b) The paths 7\ + v and 7{" + 4.

Figure 3: In the two figures above we illustrate the setting of the Proof of Theorem 1.3.

In both pictures, we draw the open paths ﬂ”) and vén), and also draw a path v € LWL).
1

Before we prove Theorem 1.3 we will state and prove three lemmas.

Lemma 5.9. Let a € (0,1), and let 3 > B (a) and x < k{"?(«). Further, let y € Ag
Then

0,0 N
Z ’\PB,R( |7| +1 Z (2m) % (tanh 25)2(1 )i,
Se=: S~y =2

Proof. By Proposition 5.8, we have

PGS Sl Y e n

S€EE: Si~y Y EAL: ¥~y SEE: A'ES Y EANL: v~y
Applying Lemma 5.4 with a = 1 — «, we obtain the desired conclusion. O
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Lemma 5.10. Let o € (0,1), and let 8 > 3" (a) and k < (™ (a). Further, let~ be a
closed path. Then

o OIS Dop Yo DD MR e ek,
S€eE: Sa~vy j=1  k=max(45,2(d—1))

Proof. By Proposition 5.8, we have
0,0 00 1-a
>, @l > > ¥ > e
S€EE: Sar~vy wEA2: w~y SEE: weS UJEAQ: wny
Applying Lemma 5.6 with 1 = 1 — o, we obtain the desired conclusion. O
Lemma 5.11. Let o € (0,1), and let 5 > () and k < £ («). Further, lety € L.,

let k > 2(m — 1), and let ¢ > 0 be such that (1 — )8 > B (a) and (tanh 2x)!~ <
tanh (267 (a)). Then

o0

Z |\I/%’?i(8)| g 2D0|7|678[3€(m71) Z Mgk—lefll(lfs)ﬁk

Se=: Sa~yi+7, k:2(m71)
Sary2+5

o0
. Z 53 max(e%ﬁ, tanh 2xk)© max(4j—2(m—1),0)

Proof. To simplify notation, let ' := (1 —¢)3 and ' := tanh™'((tanh 2x)'~¢)/2. Note that,
by assumption, we have 8 > 8/7*”(a) and x’ < /s(f ") (). Further, note that with this
notation, for any S € = we have

(WSS = 1wl (S)].

Let j > 1 and S € Z be such that So ~ 71 + 7, S2 ~ v2 + 4, and dist(Sa, {7,5}) =
Then we must have ||S|| > 4j and ||S2|| > 2(m — 1), and hence

950 = [5O[S = [w(S)[ w57, ()]
L e 8Pe(m—1) max(e” 4B,tanh2/ﬁ)5max(4j 2(m— 1)’0)’\112,%,(8”.
Consequently, we have

2 pel=), X )

SEeE: 52N71+’Y7 S€E: Sarvyity,2 9,
Sar~vy2+5 dist(S2,{v,¥})=j

678,35(m71) Zmax(efw,tanh 2R)5max(4j72(m71),0) Z |\IJ%/(7)H/(S)|
j= Se=:
dist(S2,{v,¥})=j

By Proposition 5.8, we have

oo ppr.els Y Sy (8)|

. SeE: wEAN: SeE:wes
dist(Sz2,{v,¥})=j dist(S2,{7,})=3
0,0
S > | @ (@)
wEAs:
dist(S2,{v,7})=j
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Recall that there are at most 2D, j3|y| positively oriented plaquettes at distance j from

suppy U supp4. Also, note that each w € A, corresponds to a connected subgraph
+

of G; which has a spanning path of length at most MQ‘(SuPpw) -1

observations, we obtain the upper bound

o0
S ) <2DoPly Y MFTle Wk,

. wEAy: ] k=2(m—1)
dist(Sz2,{v,5})=J

Combining the above equations, the desired conclusion follows. O

. Combining these

5.4 Proof of Theorem 1.3

Proof of Theorem 1.3. For some « € (0,1), let ﬁ > B9 () and k < kI (a)
Fix n > 0. To simplify notation, let y; = % and v, = vén).
By Proposition 5.8 that Zn 5[], Zn.s.x[V2], ZNg.kl71 + 2], and Zx s..[0] are all

strictly positive. By combining Lemma 5.1 and Lemma 5.2, we can thus write

7 > 1/2 -
o172 = ( Znp.sln)Zn .10 ) - Zngnlm]
7 ZN Bkl 722Nk (ZN sl + 722N, 6,5) 12

= Z (tanh 2r) 17! gl 7,7 73
~EL, (Zn gl + 72,01 ZN,5,:[0,0])

Now fix any v € £, and let

ZVN,B,H['Yl + v ’7]2
ZN,B,H['71 + 72, O]ZN»B’N[(L 0}

PN(%,’Yzﬁ) =

By Proposition 5.8, we have

IOg pN(’Vlv Y2, ) = 210g ZN,ﬁ,n[’yl + v, 7] - log ZVN,B,#;[’Yl + Y2, 0] - log ZVN,B,I{[Ov 0]
~2 S W) - T - S
Sc= Se= Se=

Now note that

Z \I/'YI+'Y Y Z \PE:W,O(S) _ Z \IIOB’,(;(S)

Se= Se= SeE
=) w(S) (2 I rw(ars) TT 16" » ) = T p(w(@n142)) — 1)
SeE weS y'ES weS

—2 Z \II%(’)'“(S)(H p(w(qw+'yl))) (1 - H 1(y » 7)) (= Ao)
Se= wES e
S T )~ Tt~ 1)

Se= weS wes
Further, we have

Z \Ij%:?g(s) (2 H p(w(Q"/lJr’Y H P Q'Y1+’Yz 1)

Se= weS weS
0,0
=Y ‘Pﬂ,N(S)(H p(@(gniy) + [T p(@(ar ) = TT p(@(@n1+)) 1)
Se= w€eS weS weS
0,0
== Z \IJB’K(S)( H p(w(q"/ﬁ-v - ) ( H p\w q72+7 - 1) (= A1)
SeE weS weS
0, 0
Z o (S) H P(w(Gy;442)) ( H p(w(gy+5) ) (= Az).
Se= weS wESs
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Consequently, if we define Ay, A1, and A, as above, then

log pn (71,72,7) = Ao + A1 + As.

We now give upper bounds for Aj, A, and A,. To this end, note first that by Lemma 5.9,
we have

o0
Aol < D TGS < (19 +1) ) 24(2m)> (tanh 2k) >,
Se=: S1~y j=2

Next, by Lemma 5.10, we have

oo

|A2\ < DO"Y|Z]'3 Z Mgk—l 6—46(1—04)1@.
J=1  k=max(4j,2(d—1))

Finally, by Lemma 5.11, we have

0,0
[Ax| <4 > V5 (S)]
SeE: Sa~y1+7,
Sa~vya+5

<8Dolyfe STl R T M0
k=2(m—1)

. ZJS max(efw, tanh 2,{)5 max(4jf2(m71),0).
j=1

for some small € > 0. Combining the three previous equations, it follows that as § — oo
and x — 0, we have

log pn (71572, 7)

il

where the right hand side is independent of 1, 72, 7, N, and n. In particular, if g is
sufficiently large and « is sufficiently small, then the right-hand-side of (5.5) is strictly
smaller than 1/(2m tanh 2x). Finally, we note that since any vertex of By has degree 2m,
we have

< og(1) + 0x(1), (5.5)

oo

lim (tanh 2x)171 < lim (2m)? (tanh 2x)7 = 0.
n—oo n—oo
’Y€£V(") j=Thn
1

Noting that

px(n” 5N = 37 (tanh2m) Mo (31, 7,7),
veﬁwim

the desired conclusion immediately follows. O
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