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ABSTRACT Polarization is a fundamental property of electromagnetic radio signals but often neglected in
localization studies. In this paper, we study the potential benefits of integrating the polarization dimension
into localization applications. We develop a three-dimensional (3D) geometric channel model between
a base station (BS) and user equipment (UE), both equipped with dual-polarized (DP) antennas, which
offers fundamental insights into the angles of departure (AoD) from the BS to the UE as well as the
3D orientation of the UE. From the model, we identify the degrees of freedom (DoF) provided by the
polarization dimension for localization solutions by evaluating the rank of the equivalent Fisher information
matrix. Subsequently, we leverage these DoF to introduce three distinct localization applications: (i) 3D
orientation estimation, (ii) 2D AoD estimation, and (iii) mixed 2D position and 1D orientation estimation
for vehicular scenarios. Furthermore, for the three localization applications we identify their regions of
operation in terms of the ranges of the angles of interest, to avoid any ambiguity occurrence through
the estimation process, thereby guaranteeing unique solutions. Finally, we derive the Cramér-Rao lower
bounds and numerically establish the efficiency of the proposed estimators.

INDEX TERMS Polarization, localization, and 3D orientation estimation.

I. INTRODUCTION

POLARIZATION is one of the properties that character-
izes electromagnetic (EM) waves. Polarization refers to

the orientation of the electric field relative to the direction
of propagation, and to the shape of the electric field when
looking along the direction of propagation. The polariza-
tion state of an EM wave is fully characterized by two
parameters: the amplitude ratio between the complex-valued
vertical and horizontal components of the wave, and their
relative phase difference [1]. The polarization dimension
provides additional degrees of freedom (DoF) to the wireless
channel beyond the long-exploited time, frequency, and space
dimensions. Theoretically, the polarization dimension offers
up to six possible DoF along the electric and magnetic field
vectors [2]. However, due to the complexity of designing

six-port antennas, in practice, two of these DoF are typically
locked up by exploiting dual-polarized (DP) antennas of
two orthogonal polarizations. Over the past decades, the
polarization dimension has been exploited for different
technologies such as satellite communications and optical
fibers [3], [4], [5]. Furthermore, the polarization dimension
has been exploited in terrestrial wireless communications
to provide diversity, multiplexing, and modulation using
co-located DP antennas [6], [7], [8].
Radio localization is the process of identifying the

geometric parameters of a specific node, such as its
position, velocity, and orientation, relative to a fixed
node, such as a base station. Localization has become
a crucial necessity for a wide range of applications,
including location-aware communications [9], autonomous
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driving [10], tactile Internet [11], and unmanned aerial
vehicles (UAVs). In the literature, radio localization systems
have been extensively studied, spanning from satellite-based
localization systems [12] to cellular network-based localiza-
tion systems [13], [14]. Various positioning algorithms have
been utilized, such as trilateration, triangulation, and multiple
hybrid algorithms [15]. However, the polarization of EM
waves has often been overlooked in most localization studies.
The polarization dimension can provide additional DoF for
localization, similar to its role in wireless communications,
potentially leading to novel polarization-based localization
solutions.
The role of polarization has been explored in a few studies

within the context of radar sensing and radio localization.
Radar sensing forms the first domain where the polarization
of signals is exploited. A DP radar system can pre-code the
polarization state of the transmitted signal and combine the
received DP signals to maximize the strength of the received
signal, given the polarization diversity [16], [17], [18].
Furthermore, since the target polarimetric responses vary
among different targets, polarization exploitation allows
for clutter suppression and target discrimination solutions.
Accordingly, polarization facilitates interference mitigation
techniques for target detection in clutter-based environ-
ments [19], [20]. Moreover, it allows target identification
and recognition solutions by classifying the targets based
on their polarization responses [21], [22]. A second domain
where the polarization of signals has been exploited is radio
localization. Early on, polarization has been employed with
received signal strength (RSS)-based localization solutions.
In [23], polarization diversity is utilized to create a mono-
tonic distance-to-RSS relationship, enhancing the robustness
of distance estimation. Additionally, [24] exploited the
polarization dimension to compensate for the impact of
antenna misalignment on the RSS, resulting in improved
distance estimation reliability. Furthermore, there are many
research works which explored the potential benefits of the
polarization dimension for localization solutions based on
geometric angle estimation. In [25] the directions of arrival
(DoA) are estimated utilizing DP-array which improves
the estimation performance given the polarization diversity.
Furthermore, [26] discussed the estimation of the polarization
state of the incident wave (amplitude ratio and phase
difference over the DP received signal), in addition to the
DoA. Thereafter, the delay is additionally estimated using
either DP-array [27], [28], [29] or tri-polarized antenna
array [30].
A common weakness of the aforementioned studies [25],

[26], [27], [28], [29] is that predominantly assume a simpli-
fied polarization channel model. Specifically, the polarization
mismatch loss that occurs in the wireless is represented
by a single rotation angle in the DP received signal.
However, this polarization mismatch occurs due to the
three-dimensional (3D) orientation difference between the
DP received waves and the DP receiver antennas [31], [32].
Hence, the simplified polarization channel models do not

capture the full richness of the information about the
3D orientations of the transmitter and/or receiver, limiting
the polarization benefits to merely an additional diversity
gain and restricting the potential localization solutions that
address 3D orientation estimation by leveraging the rich
literature on 3D polarization channel models [31], [32], [33],
[34], [35], [36].
In this paper, we investigate the potential polarization

solutions for localization applications operating at millimeter
wave (mmwave) frequencies, where the channel is dominated
by a line-of-sight (LoS) component, due to the high
reflection, diffraction, and penetration losses of non-LoS
(NLoS) components [37]. Our concrete contributions are as
follows:

• 3D Polarization Geometric Channel Model for
Localization Applications: Considering the most simple
case of a base station (BS) and user equipment (UE),
both equipped with a single DP antenna, this model
incorporates the 3D UE orientation and 3D UE position.
It offers fundamental insights into the azimuth and
elevation angles of departure (AoD) from the BS to
the UE, as well as the 3D orientation of the UE. To
the best of our knowledge, this is the first localization
based polarization work that incorporates the UE’s
3D orientation in modeling the polarization mismatch
loss of the wireless channel which offers a unique
perspective for novel localization solutions.

• Localization DoF Analysis: We identify the DoF intro-
duced by the polarization dimension for localization
solutions by evaluating the rank of the equivalent Fisher
information matrix (EFIM). We demonstrate that the
3D polarization geometric channel has potential DoF
that can be directly applied to localization applications.
Thus, we indicate the possible geometric parameters
that can be estimated by effectively exploiting the
polarization dimension. Furthermore, we conduct a
feasibility comparison with the scenario of using single-
polarized (SP) antennas at both the transmitter and
receiver. We then highlight the potential to identify
new geometric channel parameters by leveraging the
polarization dimension, which are not feasible with SP
antennas.

• Exemplifying Application Examples: We present three
distinct and concrete localization applications that lever-
age the DoF provided by the polarization dimension. In
the first application, the UE estimates its 3D orientation
based on prior knowledge of the AoD from the BS to
the UE (e.g., from global positioning system (GPS)). In
a dual, second application, we address the estimation of
the AoD from the BS to the UE given prior knowledge
of the UE’s 3D orientation (e.g., from a gyroscope).
The third application is tailored to a specific vehicular
scenario, where the orientation of the vehicle UE is
described by a single steering angle. In addition, the
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AoD estimation provides direct information on the
vehicle’s 2D position, given known altitude information.

• Performance Analysis: For each of the three proposed
localization applications, we indicate the regions of
operation in terms of the range of angles that an initial
acquisition step would need to ensure the absence of
ambiguity. We derive the Fisher information matrix
(FIM) as well as the EFIM for the proposed applications
and compute the Cramér-Rao lower bounds (CRLBs) to
demonstrate the efficiency of the proposed estimators.

The rest of the paper is organized as follows. Section II
outlines the system and channel models. The illustration of
the polarization DoF for localization solutions is presented
in Section III. Section IV presents the three proposed
localization applications based on the polarization DoF. In
Section V, the simulation results are presented. Finally, some
concluding remarks are discussed in Section VI.
Notations: In this paper, bold letters are used for vectors

and matrices. The transpose, Hermitian transpose, inversion
operator, and trace operator are denoted by (·)T, (·)H, (·)−1,
and tr(·), respectively. xi and ‖x‖ denote the i-th element
and the Euclidean norm of a vector x, respectively. �{·}
extracts the real part of the complex variable. [X]a:b,c:d
extracts the subset matrix along the a-th till b-th rows and
the c-th till d-th columns from matrix X. |X | denotes the
cardinality of the set X . IN and 0N denote an identity matrix
of size N × N and column vector of length N with zeros
entries, respectively. CN (m,R) denotes a complex Gaussian
distribution with mean vector m and covariance matrix
R, while U [a, b] denotes a continuous uniform distribution
ranging from a to b.

II. SYSTEM MODEL: GEOMETRY OF THE RECEIVED
POLARIZED SIGNAL
We consider the downlink channel between a BS and a
UE, both equipped with a single DP antenna of vertical
and horizontal polarization states along the z and y axes,
respectively, as shown in Fig. 1. We will now describe the
generic channel model, followed by the geometric model,
and finally combine both pieces to obtain the proposed 3D
polarization geometric channel model.

A. SIGNAL MODEL
We assume a narrowband single-carrier DP transmission.
Thus, the received signal at the UE for the t-th transmitted
symbol becomes

yt = Hxt + nt, (1)

where xt ∈ C
2×1 denotes the t-th transmitted symbol over

the DP antenna as xt = [xtv , xth ]T, while xtv and xth are the
transmitted signal from the vertical and horizontal antennas,
respectively, such that E[xHt xt] = Pt denotes the total
transmitted power, nt ∼ CN (0, σ 2

n I2) is the additive white
Gaussian noise (AWGN) of variance σ 2

n , and H ∈ C
2×2 is

the wireless channel matrix between the BS and the UE.

FIGURE 1. The 3D geometric channel model between a BS and a UE, each equipped
with a single DP antenna.

B. GEOMETRIC CHANNEL MODEL
In this paper, we consider mmWave frequencies which typi-
cally suffer from high reflection, diffraction and penetration
losses such that the channel experiences a higher proportion
of LoS component in comparison to NLoS components [37].
Hence, for the sake of tractability, we restrict this work to
a pure LoS environment and leave the extension to a more
complex multipath as future work. A robustness analysis to
multipath will be provided in Section V-D.

The polarization of an EM wave describes the orientation
of the propagating EM waves relative to the direction of
propagation. In LoS environment, the orientation difference
between the propagating waves and the receiving antennas
results in polarization mismatch loss [31]. Accordingly, when
modeling the wireless channel between the BS and UE, it is
crucial to identify the orientations of the propagating waves
as well as those of the UE receiving antennas relative to
a common reference which, without loss of generality, we
choose the BS coordinate system to be. Let the BS be located
at pBS = [xBS , yBS , zBS ]T and the UE be located in the far-field
relative to the BS at pUE = [xUE , yUE , zUE ]T. The near-field
operation, which considers spherical wave propagation [38],
is also possible, especially at mmWave frequencies. However,
it involves a more complex channel model; therefore, it is
left for future work.

1) TRANSMITTER PERSPECTIVE

The direction of the wave propagation from the BS to the
UE becomes

r = pUE − pBS
∥
∥pUE − pBS

∥
∥

= [cosφ sin θ, sinφ sin θ, cos θ ]T, (2)

where φ and θ are the azimuth and elevation AoD from the
BS to the UE measured relative to the z and x axes of the
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FIGURE 2. Extrinsic three-dimensional rotation model for the UE: first, the x-axis is
rotated by β1; then, the y-axis is rotated by β2; and after that, the z-axis is
rotated by β3.

BS, respectively, given by

φ = tan−1
(
yUE − yBS
xUE − xBS

)

,

θ = cos−1

(

zUE − zBS
∥
∥pUE − pBS

∥
∥

)

, (3)

and shown in Fig. 1.
The BS transmits a DP signal from its vertical and

horizontal antennas, which are highlighted by the red
and blue waves in Fig. 1, respectively. The transmitted
signal from the vertical (resp. horizontal) antenna radiates a
propagating wave of an orientation vector denoted as ev ∈
R

3×1 (resp. eh ∈ R
3×1). According to the fundamentals of

EM wave propagation, ev and eh are always orthogonal to
the direction of wave propagation (i.e., ev ⊥ r and eh ⊥ r).
In addition, the orientation vector of each propagating
wave belongs to the plane that is formed between the
orientation vector of its particular antenna and the direction
of propagation [39] (i.e., ev ∈ Plane{r, z} and eh ∈
Plane{r, y}), where y = [0, 1, 0]T and z = [0, 0, 1]T denote
the BS vertical and horizontal antenna orientation vectors,
respectively. From these constraints, it follows (after some
geometry) that [31]

ev = [cos θ cosφ, cos θ sinφ,− sin θ ]T, (4)

eh = [cotψ sin θ cosφ,− sinψ, cotψ cos θ ]T, (5)

where ψ = cos−1(sin θ sinφ) represents the angle between
the horizontal antenna and the direction of propagation [31],
as shown in Fig. 1.

2) RECEIVER PERSPECTIVE

The orientation vectors of the receiving UE antennas reflect
the orientation of the UE. We adopt a description of the UE
orientation using three Euler angles [40], and we employ an
extrinsic 3D rotation model shown in Fig. 2 to characterize
the orientation of the UE relative to the global (BS)
coordinate system. This extrinsic rotation model dictates
that each rotation is performed separately and sequentially
relative to the global coordinate system, starting from the
x−axis followed by the y−axis and finally the z−axis.

Accordingly, the rotation matrix which accounts for the
overall extrinsic rotation becomes

RUE = Rz(β3)Ry(β2)Rx(β1), (6)

where Rx(β1) denotes the rotation around the x−axis of
angle β1, known as the roll angle, Ry(β2) denotes the rotation
around the y−axis of angle β2, the pitch angle, and Rz(β3)

denotes the rotation around the z−axis of angle β3, known
as the yaw angle. The matrices Rx(β1), Ry(β2), and Rz(β3)

are defined in Appendix A.
Given RUE, the 3D rotation matrix of the UE in (6), we

can identify the orientation vectors that describe the vertical
and horizontal receiving antennas of the UE. Without loss
of generality, the vertical and horizontal UE antennas are
placed along the z and y axes of its local coordinate system,
respectively. Therefore, their orientation vectors in the global
coordinate system of the BS, denoted as av and ah for the
vertical and horizontal antennas, respectively, become

av = RUEz, ah = RUEy. (7)

This description concludes the geometrical model at the
receiver.

C. 3D POLARIZATION GEOMETRIC CHANNEL MODEL
After defining the orientation vectors of the propagating
fields between the BS and the UE in (4)–(5) as well as those
of the receiving antennas at the UE in (7), all with respect to
the global BS coordinate system, the channel matrix in (1)
can now be written as

H(θ, φ, β1, β2, β3) = ρ

[

hvv hvh
hhv hhh

]

= ρ

[

aTv ev aTv eh
aTh ev aTh eh

]

, (8)

where ρ = gejα represents the complex channel gain
such as g ∈ R accounts for the channel path loss, while
α ∈ [0, 2π ] accounts for the overall channel phase shift
either due to the propagation delay or any mismatch at
the BS or UE devices. The matrix entries in (8) describe
the channel polarization mismatch losses, arising from the
orientation difference between the propagating waves and
the UE receiving antennas. Thus, the entries are merely the
projection of the propagating fields’ orientation vectors to
the orientation vectors of the UE receiving antennas; i.e.,
hij = aTi ej,∀ i, j ∈ {v, h} [31], [32]. The wireless channel
can thus be expressed as

H(θ, φ, β1, β2, β3) = gejαA(β1, β2, β3)P(θ, φ), (9)

where A(β1, β2, β3) = [av, ah]T ∈ R
2×3 is a matrix that

accounts for the orientation vectors of the UE antennas and
P(θ, φ) = [ev, eh] ∈ R

3×2 is a matrix that accounts for the
orientations vectors of the propagating waves from the BS
and the UE.
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III. LOCALIZATION DEGREES OF FREEDOM
In this section, we investigate the potential DoF that
can be introduced through the exploitation of the polar-
ization domain in localization applications. It is clear
that the wireless channel bears fundamental information
about the geometric parameters of the UE and the BS.
Specifically, the UE antenna’s orientation matrix, A, encap-
sulates information on the 3D UE orientation. On the other
hand, the polarization matrix of the propagating wave, P,
bears information on the azimuth and elevation AoD from
the BS to the UE. Consequently, the received signal at
the UE conveys information on the channel parameters
vector denoted as η = [ηT1 , η

T
2 ]T, where η1 = [g, α]T

and η2 = [θ, φ, β1, β2, β3]T denote the nuisance and the
geometric parameters of interest, respectively. The nuisance
parameters refer to those parameters that are not the primary
focus of localization solutions. Nevertheless, they must be
estimated alongside the geometric parameters of interest, as
they influence the observation models. In this paper, we
assume that the nuisance parameters η1 are always unknown
to account for any potential impairments at the BS or the
UE sides. Thus, it is necessary to identify the DoF generated
by exploiting the polarization domain for the estimation of
the geometric parameters. In other words, indicating the
number of parameters and the combination sets in η2 that
can be estimated by exploiting the polarization domain for
localization solutions.

A. DOF FROM FISHER INFORMATION
The Fisher information matrix (FIM) is a well-known tool
for quantifying the performance bounds of the localization
applications, which will be discussed in the next section.
Additionally, the FIM can be utilized to identify the DoF of
a particular estimation problem. The FIM can be computed
as [41]

[

Iη
]

i,j = 2

σ 2
n

T
∑

t=1

�
{[
∂μt

∂ηi

]H[
∂μt

∂ηj

]}

, (10)

where μt = Hxt is the noiseless received signal of (1) for the
t-th transmission. The derivatives involved in the FIM are
provided in Appendix B. The FIM is a symmetric matrix that
incorporates both the nuisance and the geometric parameters
as

Iη =
[

B C
CT D

]

, (11)

where B ∈ R
2×2, D ∈ R

5×5, and C ∈ R
2×5 include

the FIM derivatives of the nuisance parameters, geometric
parameters, and all the parameters, respectively. To focus
the Fisher information on the five geometric parameters
while preserving all the necessary information, we utilize the
equivalent Fisher information matrix (EFIM), defined using
the Schur complement of the FIM as [42]

Ie
(

η2
) �= D − CTB−1C. (12)

The EFIM can be used to evaluate the DoF introduced
by polarization for localization solutions. In particular, the
rank of the EFIM corresponds to the number of solvable
parameters in η2 [43], [44]. Therefore, in Appendix C, we
derive a closed-form expression for the asymptotic EFIM.
Subsequently, we assess its matrix rank using Gaussian
elimination to reach the following proposition
Proposition 1: The rank of EFIM in (12) is at most three.
Proof: Please see Appendix C.
Given Proposition 1, the polarization dimension provides

at most three DoF for geometric parameter estimation, where
any combination set of at most three parameters out of η2 can
be estimated given prior knowledge of the other parameters.

B. DoF FROM COUNTING
The localization problem represents the deconstructing of the
wireless channel into the geometric parameters. Therefore,
analyzing the channel estimation problem provides insights
into the potential DoF for localization solutions. Given that
the BS transmits T ≥ 2 pilot symbols as X = [x1, . . . , xT ] ∈
C

2×T , the UE can estimate the channel matrix, for instance.,
using least squares estimation as Ĥ = YXH(XXH)−1,
provided that XXH is full rank, where Y = [y1, . . . , yT ] ∈
C

2×T denotes the received signal at the UE.
The entries of the channel matrix estimate provide four

complex equations in the channel parameters η. Hence, there
are preliminary 8 real observations and 7 real unknowns.
However, this does not imply η can be estimated from Ĥ.
We observe from (9) that He−jα is a real 2 × 2 matrix. So
the phase of Ĥ can provide an estimate of α. This leaves 4
real observations for 6 real unknowns. Consequently, only
4 of the 6 remaining channel parameters can be estimated
from Ĥ. Thus, given that g is always assumed unknown, at
most three out of the five geometric parameters in η2 can
be identified.

C. FUNDAMENTAL LIMIT OF LOCALIZATION-BASED
POLARIZATION SOLUTIONS
Based on the rank of the EFIM and the counting argument,
it becomes apparent that not all the geometric parameters
are jointly identifiable. In particular, the combination of
at most three unknowns out of 3D UE orientation and the
AoD from the BS to UE can be estimated given the prior
knowledge of the remaining two parameters. In essence,
the exploitation of the polarization dimension provides at
most three DoF for the localization function in terms of
geometric parameters estimation. In the next section, we
consider different combinations of the three DoF introduced
by polarization deployment to serve potential localization
applications.

D. COMPARISON TO THE SINGLE POLARIZATION CASE
A fair comparison with the proposed setup of DP antennas
at the transmitter and receiver is to consider the scenario
where each of them is equipped with uniform linear arrays
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(ULA) of two SP antennas. Thus, the two systems under
comparison have an equal number of deployed antennas. In
this scenario, the channel matrix can be formulated as

HSP = ρSPrSP t
H
SP
, (13)

where ρSP = g cos(δ)ejα is the channel gain similar to the DP
case, but additionally includes the polarization mismatch loss
factor denoted as cos(δ) = aTv ev arises from the orientation
mismatch between the transmitter and receiver ULAs, which
are assumed, without loss of generality, to have vertically
polarized antennas. In addition, tSP ∈ C

2×1 and rSP ∈ C
2×1

are the transmit and receive response vectors, respectively,
defined using the plane wave propagation model as [45]

tSP =
[

1, e−j2π�t sin(φt)/λ
]T
,

rSP =
[

1, e−j2π�r sin(φr)/λ
]T
, (14)

where λ, �t, and �r denote the carrier wavelength and the
antenna separation distances at the transmitter and receiver
ULAs, respectively, while φt and φr are the azimuth AoD
and angle of arrival (AoA), respectively. In the single
polarization case, the 3D orientation of the UE is coupled
with the channel gain in terms of the polarization mismatch
loss, limiting the identifiable geometric parameters to merely
the azimuth AoD and AoA. This highlights the impact
of utilizing DP antennas to enrich potential localization
solutions compared to using ULAs with the benchmark SP
antennas.

IV. POLARIZATION-AIDED LOCALIZATION
APPLICATIONS
In this section, we introduce three different applications
originating from exploiting the DoF of polarization in
localization. The first application focuses on 3D orientation
estimation, the second on 2D AoD estimation, and the third
on a mixed 2D position and 1D orientation estimation for
vehicular scenarios, as illustrated in Fig. 3. The relevance
and use cases of each application are discussed. Then, a
candidate estimator is introduced, the region of operation to
avoid possible ambiguities is discussed, and the performance
is quantified in terms of the CRLB. It is important to
note that these applications are only feasible utilizing the
polarization dimension initiated by deploying DP antennas
at both the transmitter and receiver. Consequently, these
problems cannot be solved when using ULA of SP antennas,
as highlighted in the previous section.

A. APPLICATION A: UE ORIENTATION ESTIMATION
1) SCENARIO

In this application, the UE estimates its 3D orientation
given the prior knowledge of the AoD from the BS to
the UE. This scenario becomes relevant when the UE is
equipped with a GPS sensor that facilitates its position
estimation relative to a fixed and well-defined node, such as
the BS. This problem finds applications in various domains

FIGURE 3. Polarization-based localization applications.

including robotics, vehicular systems, and aerial platforms,
where accurate orientation estimation is crucial for ensuring
successful motion and maneuvers.

2) METHOD

The unknown channel parameters to be estimated are
ηa=[g, α, β1, β2, β3]T, which includes the three rotation
angles of the UE as well as the amplitude and phase of the
channel gain as nuisance parameters. A potential estimator
for this application is as follows. First, a coarse estimation
is performed using a 3D exhaustive grid search over the UE
orientation angles. Then, the coarse estimates are considered
as initial estimates for a gradient descent solver, such as the
manifold optimization toolbox (Manopt) [46], to refine the
estimates.
The maximum likelihood (ML) estimation of ηa is

defined as

η̂a = argmin
ηa

‖Y − M
(

ηa
)‖2, (15)

where Y = [y1, . . . , yT ] ∈ C
2×T is the received signal over

T consecutive symbols and M(ηa) = [μ1(ηa), . . . ,μT(ηa)]
with μt(ηa) = ρAPxt denotes the noiseless received signal
for the t-th transmission. If the grid search estimation
is utilized for (15), it will involve a search over five
unknowns, resulting in prohibitive complexity. However,
since the nuisance parameters, ρ = gejα , appear linearly in
the μt(ηa), they can be expressed in terms of the three UE
orientation angles as follows. First, define γt(ca) = μt/ρ,
where ca = [β1, β2, β3]T. Then, using the least mean square
estimation to express the nuisance parameters as [47]

ν(ca) = 1

T

T
∑

t=1

γH
t (ca)yt

‖γt(ca)‖2
, (16)
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where ν(ca) corresponds to the estimate of ρ when ca
matches the true 3D UE orientation. Substituting ν(ca) into
the ML function reduces the unknown parameters to only
the three UE orientation angles as

ĉa = argmin
ca∈Ca

‖Y − ν(ca)�(ca)‖2, (17)

where �(ca) = [γ1, . . . , γT ], ĉa = [β̂ ini1 , β̂
ini
2 , β̂

ini
3 ]T denotes

the initial orientation angles, and Ca is a set of grid points.
After performing the exhaustive grid search in (17) over ca,
the result is used as an initial point for a gradient descent
solver to perform a refined estimation.

3) POTENTIAL AMBIGUITIES

Although, the ML function in (17) simplifies the grid search
estimator to become solely over the UE orientation angles.
It also may introduce unwanted ambiguity across the entire
rotation angles domain. In this case, the ambiguity arises
from the combined search of the nuisance parameters as a
function of the orientation angles in (16). Thus, it is crucial to
quantify the regions of operation in terms of UE orientation
angles domains that guarantee a unique solution.
The ambiguity occurs whenever more than a single UE

orientation results in a similar UE antenna orientation
matrix A, regardless of its sign. This occurs because the
nuisance complex channel gain is estimated in terms of
the UE orientation angles. Consequently, the sign of A
becomes indistinguishable in the ML function since ν(ca)
is compensated by an excess phase shift of π in (17). The
cases where ambiguity occurs for a particular UE orientation
are as follows. First, the rotation around the x−axis of β ′

1 =
π+β1 results in a similar but inverted UE antenna orientation
matrix. Second, the extrinsic rotations around the y−axis
then the z−axis of β ′

2 = π−β2 and β ′
3 = β3−π , respectively,

resulting in a similar but inverted UE antenna orientation
matrix.
Thus, in this application, to avoid any potential ambiguity,

we consider the region of operation for the UE orientation
angles as βi ∈ [−π/2, π/2],∀ i ∈ I, where I = {1, 2, 3}.
This region of operation creates a feasible and broad
range for various robotics, vehicular, and aerial use cases.
Accordingly, the cardinality of the set Ca for the grid search
becomes |Ca| = (�π/�a� + 1)3, where �a denotes the angle
step size used in the exhaustive grid search.

4) PERFORMANCE BOUNDS

To evaluate the performance of the estimator, we rely on
the CRLB for orientation angles estimation. These bounds
correspond to the theoretical lower bound of the variance
for any unbiased estimator. Accordingly, the EFIM for this
particular application denoted as Iea = [Ie]3:5,3:5 ∈ R

3×3

is a subset matrix of the full EFIM in (12) that extracts
the rows and columns corresponding to the UE orientation

angles in η2. Then, the orientation error bound (OEB) for
this application becomes [42]

OEB =
√

tr
(

I−1
ea

)

≤
√
√
√
√

∑

i∈I
E

[(

β̂i − βi

)2
]

. (18)

B. APPLICATION B: ANGLES OF DEPARTURE
ESTIMATION
1) SCENARIO

In this problem, the UE estimates the azimuth and elevation
AoD from the BS to the UE given the prior knowledge of
the orientation angles. This application becomes relevant and
feasible when the UE is equipped with a gyroscope sensor
that facilitates the accurate estimation of its orientation
angles. In this scenario, the unknown channel parameters
to be estimated are ηb = [g, α, θ, φ]T, which include the
AoD from the BS to the UE as well as the complex channel
gain. The estimation of AoD has potential in many use cases
as it allows the UE to detect the direction vector to the
BS, relative to its local coordinate system. Additionally, the
successive estimation of AoD over consecutive time instants
enables the UE to infer the correct trajectory that should
be tackled to reach the BS. Therefore, this application has
various use cases including robotics, vehicular, and aerial
domains.

2) METHOD

An estimator similar to the one used in application A can
be utilized in this case. First, obtaining a coarse estimate
of the azimuth and elevation AoD by employing a 2D
exhaustive grid search over the AoD. Then, these coarse
estimates serve as initial estimates for a gradient descent
solver. The exhaustive grid search aims to maximize the
likelihood function as

ĉb = argmin
cb∈Cb

‖Y − ν(cb)�(cb)‖2, (19)

where ν(cb) and �(cb) are defined similarly to application
A but in terms of the initial AoD estimates denoted as
cb = [θ, φ]T, whereas Cb is the set of all points in the 2D
search. After that, ĉb is used as an initial point for a gradient
descent solver to perform a refined estimation.

3) POTENTIAL AMBIGUITIES

In this application, the ambiguity occurs whenever more
than a single distinct AoD results in a similar version of
the propagated wave orientation matrix. Thus, given the P
and its orientation vector defined in (4)–(5), the ambiguity
occurs whenever, θ ′ = π − θ and φ′ = φ + π . Thus, to
avoid ambiguity we limit the region of operation for AoD
estimation to θ ∈ [0, π ] and φ ∈ [−π/2, π/2], which is a
wide range for various use cases. Thus, the cardinality of the
set Cb for the exhaustive search becomes |Cb| = (�π/�b� +
1)2, where �b denotes the angle step size employed in the
exhaustive grid search.
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4) PERFORMANCE BOUNDS

Moreover, the CRLB for AoD estimation can be computed
using the EFIM for the unknown channel parameter ηb
denoted as Ieb = [Ie]1:2,1:2 ∈ R

2×2 which is a subset matrix
of the full EFIM in (12) that extracts the rows and columns
corresponding to azimuth and elevation AoD in η2. Thus,
the AoD error bound (ADEB) becomes

ADEB =
√

tr
(

I−1
eb

)

≤
√

E

[(

θ̂ − θ
)2
]

+ E

[(

φ̂ − φ
)2
]

.

(20)

C. APPLICATION C: AUTONOMOUS VEHICLE
LOCALIZATION
1) SCENARIO

In the previous subsections, we explored two abstract
applications that can be flexibly adapted to serve various use
cases and scenarios. However, in this subsection, we focus
on a specific application tailored for a particular scenario.
Many localization scenarios introduce constraints on the
geometric channel parameters due to the characteristics of
the environment and/or the specific use-case demands. For
instance, in vehicular applications, assuming that streets are
flat, the vehicle orientation can be fully described using the
yaw angle β3, which corresponds to the steering angle of the
vehicle. Additionally, given that the altitude of the streets in
a particular geographic area is almost constant, such as zUE
is being known, the AoD provide information about the 2D
coordinates xUE and yUE . Therefore, in this application, we
estimate the 2D position coordinates as well as the steering
angle for vehicular applications. Thus, the unknown channel
parameters become ηc = [g, α, θ, φ, β3]T.

2) METHOD

In a similar way to the preceding estimators, we conduct
an exhaustive 3D grid search estimator encompassing the
azimuth and elevation AoD as well as the vehicle steering
angle (β3). The exhaustive grid search aims to maximize the
likelihood function as

ĉc = argmin
cc∈Cc

‖Y − ν(cc)�(cc)‖2, (21)

where ν(cc) and �(cc) are defined similarly to that in
application A but in terms of cc = [θ, φ, β3]T, and Cc is the
set encompasses all points in the 3D exhaustive grid search.
After that, ĉc is used as an initial point for a gradient descent
solver to perform a refined estimation.
Then, the 2D coordinates of the UE can be estimated using

the AoD estimates, considering that the street altitude is
known which is a typical scenario in vehicular applications,
as

‖r̂‖ = zUE − zBS
cos θ̂

,

x̂UE = xBS + ‖r̂‖ sin θ̂ cos φ̂,

ŷUE = yBS + ‖r̂‖ sin θ̂ sin φ̂. (22)

3) POTENTIAL AMBIGUITIES

In this application, the ambiguity arises during the exhaustive
grid search when distinct scenarios result in a similar product
between the UE antenna orientation matrix A and the
propagated waves orientation matrix P. When considering
solely the AoD, the ambiguity occurrence is similar to that
in application B. While, when considering solely the steering
angle there is no ambiguity. However, when considering
simultaneously the AoD and steering angle, the ambiguity
occurs whenever θ ′ = π−θ , φ′ = −φ, and β ′

3 = −β3. Thus,
to ensure a unique solution, we define the region of operation
as θ ∈ [π/2, π ], φ ∈ [−π/2, π/2], and the full steering
range as β3 ∈ [−π, π ], which aligns well with vehicular use
cases. Thus, the cardinality of Cc for the grid search becomes
|Cc| = (�π/(2�c)� + 1)(�π/�c� + 1)(�2π/�c� + 1), where
�c denotes the angle step size used in the exhaustive grid
search estimator.

4) PERFORMANCE BOUNDS

To evaluate the performance of the candidate estimator, the
FIM for the state vector denoted as s = [xUE , yUE , β3]T is
needed, which can be computed as

Is = JsIecJ
T
s , (23)

where Iec = [Ie](1:2,5),(1:2,5) ∈ R
3×3 represents the EFIM

of the unknown channel vector which is formulated by
extracting the rows and columns corresponding to ηc from
the whole EFIM in (12). While Js ∈ R

3×3 is the Jacobian
matrix that transforms from the channel parameter vector to
the state vector which is derived in Appendix D. Accordingly,
the steering error bound (SEB) and the two-dimensional UE
position error bound (PEB) become

SEB =
√
[

I−1
s

]

3,3
≤
√

E

[(

β̂3 − β3

)2
]

,

PEB =
√

tr

([

I−1
s

]

1:2,1:2

)

≤
√

E

[(

x̂UE − xUE
)2
]

+ E

[(

ŷUE − yUE
)2
]

. (24)

V. SIMULATION RESULTS
In this section, we present extensive numerical results
to validate the DoF of the polarization dimension for
localization applications, quantify the performance of the
proposed estimators, study the complexity and convergence
of each localization application, and discuss the impact
of NLoS paths on the performances. We adopt the free
space path loss model for the channel gain. In addition, the
channel phase shift is randomly generated from a uniform
distribution, α ∼ U [0, 2π ]. The carrier frequency is set to
30 GHz and the gain of vertical/horizontal antennas equals
3 dBi. The BS is always located at pBS = [0, 0, 20]T m.
Moreover, the transmitted symbols from the BS over the
vertical and horizontal polarization antennas are randomly
generated from a quadrature phase shift keying modulation
scheme.
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FIGURE 4. The averaged normalized eigenvalues of the EFIM, in descending order,
averaged over 100,000 random realizations of the geometric channel parameters.

FIGURE 5. The performance bounds of the three proposed localization applications
versus the number of transmitted symbols T computed using the exact and
asymptotic EFIM in (12) and (47), respectively.

A. LOCALIZATION BASED POLARIZATION DoF
VALIDATION
Here, we validate the three DoF introduced by the polariza-
tion dimension for localization applications as discussed in
Section III and derived in Appendix C based on the rank of
the EFIM. In Fig. 4, the averaged normalized eigenvalues
of the EFIM, defined in (12), are plotted, setting g =
1, T = 100, and Pt/σ 2

n = 100, using 100,000 randomly
generated realizations for the azimuth and elevation AoD
as well as the 3D orientation angles, which are modeled as
independent uniformly distributed random variables. There
are three non-zero eigenvalues, representing the rank of the
EFIM. Thus, this first validates the derivation for the rank
of the EFIM in Appendix C, and second, it indicates that
the number of solvable parameters or combinations of the
geometric parameters is three, as highlighted in the selected
localization applications discussed in Section IV.
In Fig. 5, the theoretical performance bounds of the three

proposed localization applications versus the number of
symbols T in the processing frame are shown. The bounds
are computed using the exact EFIM and the asymptotic EFIM
presented in (12) and (48), respectively. The UE is located
at pUE = [20, 30, 1]T m, and the orientation angles of the
UE are β1 = 60◦, β2 = 40◦, and β3 = 20◦. In addition,

FIGURE 6. The estimation performance of application A versus the total transmitted
power, given that the exhaustive grid search employs an angle step size of �a = 20◦ .

the total transmitted power and the noise variance are set to
Pt = 30 dBm and σ 2

n = −97 dBm, respectively. It is evident
that, for the three localization applications, the approximate
bounds using the asymptotic EFIM converge to the exact
ones with increasing the number of symbols, validating the
asymptotic EFIM formula in (48).

B. PERFORMANCES OF LOCALIZATION APPLICATIONS
Here, we quantify the performance of the three localization
applications proposed. In the three applications, a processing
frame of T = 500 symbols and grid search estimators of
�a = �b = �c = 20◦ are considered. In the case of
applications A and B, the UE is positioned at a separation
distance of ‖r‖ = 70 m relative to the BS in the following
direction θ = 50◦, φ = 60◦. In addition, the orientation
angles of the UE are β1 = 60◦, β2 = 40◦, and β3 = 20◦. On
the other hand, in the case of application C, the UE (vehicle)
is positioned at the following location pUE = [20, 30, 1]T

with a steering angle of β3 = 130◦ while β1 = β2 = 0◦ to
mimic a vehicle localization scenario.

1) APPLICATION A: UE ORIENTATION ESTIMATION

In Fig. 6, the performance of application A, in terms of
the estimation root mean square error (RMSE) is shown
versus the total transmitted power. It is clear that the
performance of the grid search estimator initially improves
as the transmitted power increases. However, it eventually
saturates due to the quantization error that typically occurs in
grid search estimators. On the other hand, the performance
of the gradient descent solver using Manopt, which uses the
grid search estimates as its initial points, closely approaches
the theoretical performance bound as the transmitted power
increases which validates the efficiency of the candidate
estimator.

2) APPLICATION B: ANGLES OF DEPARTURE
ESTIMATION

In Fig. 7, the performance of application B is shown. The
performance follows a similar fashion as in application A,
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FIGURE 7. The estimation performance of application B versus the total transmitted
power, given that the exhaustive grid search employs an angle step size of �b = 20◦ .

FIGURE 8. The estimation performance of vehicle 2D position for application C
versus the total transmitted power, given that the exhaustive grid search employs an
angle step size of �c = 20◦ .

where the grid search estimator’s performance reaching sat-
uration due to quantization error and the Manopt estimator’s
performance aligns closely with the theoretical bound at high
transmitted power, effectively confirming the efficiency of
our candidate estimator.

3) APPLICATION C: AUTONOMOUS VEHICLE
LOCALIZATION

In Fig. 8 and Fig. 9, the performances of the 2D position
estimation and the steering angle estimation are presented,
respectively. The estimations of both the 2D position and
steering angle show a convergence toward the theoretical
bounds at high transmitted power, affirming the potential of
this application in vehicular use cases.

C. COMPLEXITY AND CONVERGENCE ANALYSIS
Here, we discuss the complexity and convergence of the
two-stage estimator used in the proposed localization appli-
cations. In Fig. 10, the performance of each application
versus the number of iterations employed in gradient descent
solver (Manopt) is presented, at Pt = 30 dBm. The Manopt
estimators are initialized using the grid search estimator. In

FIGURE 9. The estimation performance of steering angle for application C versus
the total transmitted power, given that the exhaustive grid search employs an angle
step size of �c = 20◦ .

FIGURE 10. The performances of the proposed applications versus the number of
iterations employed at the Manopt solver when Pt = 30 dBm.

the case of application B, convergence is achieved remark-
ably fast, within only 7 iterations, due to the optimization
over a 2D manifold. However, in application A, which
involves optimization over a 3D manifold, convergence is
reached after 10 iterations. Application C presents additional
complexity, as the solver optimizes not only over a 3D
manifold but also over the product of the UE orientation
and propagated wave polarization matrices, increasing the
complexity. Thus, in application C, convergence is achieved
after 27 iterations.
Moreover, in Fig. 11, the average running time of the

estimator for each application is recorded on the same
hardware platform. The running time for the grid search and
the Manopt estimators is presented separately to distinguish
their respective impacts on complexity. The number of
iterations in the Manopt estimators is set to 7, 10, and 27
for applications A, B, and C, respectively, based on their
convergence as previously indicated. The running time for
application B is the lowest, as it involves a 2D grid search
followed by optimization over a 2D manifold. However,
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FIGURE 11. The average running time of the two stage estimator for the three
proposed localization applications when Pt = 30 dBm.

FIGURE 12. The performance of the proposed applications versus the Rician fading
factor (K ) when Pt = 30 dBm.

applications A and C involve a 3D grid search followed by
optimization over 3D manifolds. Thus, the running time for
application C is slightly higher than for application A due to
the additional iterations required by the Manopt estimator.

D. IMPACT OF NLOS PATHS
Moreover, to assess the immunity of the proposed applica-
tions to the existence of NLoS components, in Fig. 12 we
model the channel as a Rician fading channel. Then, we
simulate the performances of the proposed applications ver-
sus the Rician fading factor denoted as K, at Pt = 30 dBm,
where K = ∞ denotes a LoS channel and K = 0 denotes a
Rayleigh fading channel of multipath components. As with
other localization and sensing solutions, a higher proportion
of LoS components compared to the unresolved NLoS
components is crucial for efficient performance. Nonetheless,
the proposed applications achieve acceptable performances
when there is a limited portion of NLoS components in
the wireless channel as the estimation performances start
improving given K ≥ 20 dB.

VI. CONCLUSION
We investigated the potential advantages of incorporating
the polarization dimension for localization applications. A
3D geometric channel model between a BS and UE, both
equipped with DP antennas is considered. We identified the
polarization DoF for localization solutions. We introduced

three localization applications exploiting the polarization
DoF. The first application enables the estimation of the UE’s
3D orientation. The second application enables the estimation
of the AoD from the BS to the UE. On the other hand, the
third application is tailored for vehicular use cases which
allows the vehicle to estimate its 2D position and the steering
angle. Furthermore, for each localization application, we
discussed the recommended regions of operation to prevent
ambiguity occurrence in the estimation process. Moreover,
we validated the efficiency of the candidate estimators
by comparing the performances to the CRLBs. For future
work, several developments could be explored, such as
incorporating multiple DP antennas at both the transmitter
and receiver. Furthermore, investigating a multipath channel
model that includes both the LoS and NLoS components is
crucial, as the resolved NLoS paths are expected to enhance
the localization solutions by leveraging the polarization
diversity provided by the polarization dimension.

APPENDIX A
DEFINITION OF THE ROTATION MATRICES
Rx(β1) denotes the rotation around the x−axis of angle β1,
known as the roll angle, as

Rx(β1) =
⎡

⎣

1 0 0
0 cosβ1 − sinβ1
0 sinβ1 cosβ1

⎤

⎦, (25)

Ry(β2) denotes the rotation around the y−axis of angle β2,
the pitch angle, as

Ry(β2) =
⎡

⎣

cosβ2 0 sinβ2
0 1 0

− sinβ2 0 cosβ2

⎤

⎦, (26)

and Rz(β3) denotes the rotation around the z−axis of angle
β3, known as the yaw angle, as

Rz(β3) =
⎡

⎣

cosβ3 − sinβ3 0
sinβ3 cosβ3 0

0 0 1

⎤

⎦. (27)

APPENDIX B
GRADIENTS IN THE FISHER INFORMATION MATRIX
Here, we introduce the derivatives in (10). For the nuisance
unknown complex channel gain, the derivates can be com-
puted as

∂μt

∂g
= ejαAPxt, (28)

∂μt

∂α
= jgejαAPxt. (29)

Furthermore, the derivates relative to the AoD from the
BS to UE become

∂μt

∂θ
= gejαA

∂P
∂θ

xt, (30)

∂μt

∂φ
= gejαA

∂P
∂φ

xt, (31)
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where ∂P
∂θ

= [ ∂ev
∂θ
,
∂eh
∂θ

]. Thus, using (4)–(5) we compute

∂ev
∂θ

= [− sin θ cosφ,− sin θ sinφ,− cos θ ]T, (32)

and by utilizing ∂ψ
∂θ

= − cos θ sinφ√
1−sin2 θ sin2 φ

, ∂eh
∂θ

becomes

∂eh
∂θ

=

⎡

⎢
⎢
⎢
⎢
⎣

cos θ cosφ

(

cotψ + sin θ sinφ csc2 ψ√
1−sin2 θ sin2 φ

)

cos θ sinφ cosψ√
1−sin2 θ sin2 φ

− sin θ cotψ + cos2 θ sinφ csc2 ψ√
1−sin2 θ sin2 φ

⎤

⎥
⎥
⎥
⎥
⎦

. (33)

Similarly, ∂P
∂φ

= [ ∂ev
∂φ
,
∂eh
∂φ

]. So,

∂ev
∂φ

= [− cos θ sinφ, cos θ cosφ, 0]T, (34)

and by utilizing ∂ψ
∂φ

= − sin θ cosφ√
1−sin2 θ sin2 φ

, ∂eh
∂φ

becomes

∂eh
∂φ

=

⎡

⎢
⎢
⎢
⎣

− sin θ sinφ cotψ + sin2 θ cos2 φ csc2 ψ√
1−sin2 θ sin2 φ

sin θ cosφ cosψ√
1−sin2 θ sin2 φ

cos θ sin θ cosφ csc2 ψ√
1−sin2 θ sin2 φ

⎤

⎥
⎥
⎥
⎦
. (35)

Moreover, the derivates with respect to the three UE
rotation angles can be computed as

∂μt

∂βi
= gejα

∂A
∂βi

Pxt, ∀ i ∈ I (36)

where I = {1, 2, 3} and using A = (RUEQ)T such as Q =
[q1,q1] ∈ R

3×2 selects the third and second columns of RUE.
Thus, Q = [q1,q2] with q1 = [0, 0, 1]T and q2 = [0, 1, 0]T.
So, the derivatives in (36) become

∂A
∂βi

=
(
∂RUE

∂βi
Q
)T

, ∀ i ∈ I. (37)

Then, the derivatives of the 3D rotation matrix are simply
computed using (6) as

∂RUE

∂β1
= Rz(β3)Ry(β2)

∂Rx(β1)

∂β1
, (38)

∂RUE

∂β2
= Rz(β3)

∂Ry(β2)

∂β2
Rx(β1), (39)

∂RUE

∂β3
= ∂Rz(β3)

∂β3
Ry(β2)Rx(β1), (40)

and, the derivates with respect to every rotation angle can
be computed using (25)–(27) as

∂Rx(β1)

∂β1
=
⎡

⎣

0 0 0
0 − sinβ1 − cosβ1
0 cosβ1 − sinβ1

⎤

⎦, (41)

∂Ry(β2)

∂β2
=
⎡

⎣

− sinβ2 0 cosβ2
0 0 0

− cosβ2 0 − sinβ2

⎤

⎦, (42)

∂Rz(β3)

∂β3
=
⎡

⎣

− sinβ3 − cosβ3 0
cosβ3 − sinβ3 0

0 0 0

⎤

⎦. (43)

APPENDIX C
PROOF OF PROPOSITION 1
In this section, our aim is to evaluate the rank of the EFIM
in (12). We start by showing an asymptotic closed form
expression for the EFIM and subsequently determine its rank
using Gaussian elimination. In (12), the matrix B can be
formulated using (10)–(11) and (28)–(29) as

B = [

Iη
]

1:2,1:2

= 2

σ 2
n

T
∑

t=1

�
{[

xHt P
HAHAPxt jgxHt P

HAHAPxt
−jgxHt PHAHAPxt g2xHt P

HAHAPxt

]}

, (44)

where xt = [xtv , xth ]T with xtv and xth generated from a
particular PSK modulation scheme such as E[x∗tvxth ] = 0.
In addition, for simplicity, we consider equal transmit-
ted power along the vertical and horizontal antennas as
E[|xtv |2] = E[|xth |2] = Pt/2. In this case, for a large num-
ber of transmitted symbols when T � 1, B can be
approximated as

B ≈ TPt
σ 2
n

[

tr{PTATAP} 0
0 g2tr{PTATAP}

]

. (45)

Similarly, the matrix CT in (12), can be approximated
using (10)–(11), (28)–(31) and (36) as

CT = [

Iη
]

3:7,1:2 ≈ gTPt
σ 2
n

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

tr{ ∂PT
∂θ

ATAP} 0

tr{ ∂PT
∂φ

ATAP} 0

tr{PT ∂AT

∂β1
AP} 0

tr{PT ∂AT

∂β2
AP} 0

tr{PT ∂AT

∂β3
AP} 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (46)

and D = [Iη]3:7,3:7 can be approximated as

[D]i,j ≈ g2TPt
σ 2
n

tr

{

∂(AP)T

∂η2i

∂(AP)
∂η2j

}

, (47)

where i, j = 1, . . . , 5 and η 2 = [θ, φ, β1, β2, β3]T, as
defined previously. Thus, by substituting (45)–(47) in (12),
a closed form solution for the EFIM can be formulated
asymptotically as

[Ie]i,j ≈ ξ f(
η2i
,η2j

), where i, j = 1, . . . , 5, (48)

where ξ = g2TPt/�σ 2
n and f(η2i

,η2j
) is as shown in (49),

shown at the top of the next page, with � = ‖AP‖2.
To derive the rank of Ie we rely on the Gaussian

elimination method. Thus, the first step is to null all the
elements below [Ie]1,1 to have a reduced EFIM form as

[

I′e
]

i,j = [Ie]i,j −
[Ie]1,j[Ie]i,1

[Ie]1,1
,where

i = 2, . . . , 5
j = 1, . . . , 5

. (50)

Then, the second step is to null all the elements below
[I′e]2,2 as

[

I′′e
]

i,j = [

I′e
]

i,j −
[

I′e
]

2,j

[

I′e
]

i,2
[

I′e
]

2,2

,where
i = 3, . . . , 5
j = 1, . . . , 5

. (51)
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f(
η2i
,η2j

) = �tr{∂(AP)
T

∂η2i

∂(AP)
∂η2j

} − tr{∂(AP)
T

∂η2i

AP}tr{∂(AP)
T

∂η2j

AP}, where i, j = 1, . . . , 5. (49)

I′′es = ζ

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
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−f(θ,β1)
f(θ,β2)

f(φ,φ)−f(φ,β1)
f(φ,β2)

f(θ,θ)

+
(

f(θ,β1)
f(φ,β2)
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)
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(
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)
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f(φ,β3)
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+
(
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)

f(θ,φ)

f(β1,β2)

(
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(
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f(φ,β1)

)

f(θ,φ)
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(

f(θ,θ)f(φ,φ)−f 2
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−f 2
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f(θ,θ)
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+
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⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (53)

After the two steps of Gaussian elimination, the reformu-
lated EFIM has the following form

I′′e = ξ

⎡

⎣

[Ie]1,1 [Ie]1,2 [Ie]1,3 [Ie]1,4 [Ie]1,5
0

[

I′e
]

2,2

[

I′e
]

2,3

[

I′e
]

2,4

[

I′e
]

2,5
03 03 I′′es1 I′′es2 I′′es3

⎤

⎦, (52)

where I
′′
es = [I

′′
e]3:5,3:5 = [I

′′
es1, I

′′
es2 , I

′′
es3 ] ∈ R

3×3 which can
be formulated using (48)–(51) as shown in (53), shown at the
top of the page with ζ = 1/(f(θ,θ)f(φ,φ) − f 2

(θ,φ)). Moreover,
by investigating (49) the following property can be reached

∂η2j

∂η2k

f(
η2i
,η2j

) = f(
η2i
,η2k

)where i, j, k = 1, . . . , 5. (54)

The three rows in I
′′
es utilizing the property in (54) can be

shown to be linear dependent as
[

I′′es
]

2,1:3
= ∂β1

∂β2

[

I′′es
]

1,1:3

[

I′′es
]

3,1:3
= ∂β1

∂β3

[

I′′es
]

1,1:3
. (55)

Therefore, from the structure I
′′
e in (52), it is evident that

the asymptotic EFIM is constructed from three independent
rows, specifically the first three rows. Consequently, the rank
of the asymptotic EFIM is three. Furthermore, the EFIM
becomes richer as the number of transmitted symbols in the
processing frame increases, indicating that the rank of the
exact EFIM is at most three. Thus, the polarization dimension
introduces at most three DoF for localization solutions. In
other words, any combination of at most three parameters
from η2 can be estimated given prior knowledge of the other
parameters.

APPENDIX D
JACOBIAN MATRIX FOR APPLICATION C
Here, we derive the Jacobian matrix for FIM derivation of
application C in (23). The Jacobian matrix Js ∈ R

3×3 is
defined as [41]

[Js]i,j = ∂η2,cj

∂si
, (56)

where η 2,c = [θ, φ, β3]T is the geometric channel vector of
interest in application C. It is important to define the channel
parameters in terms of the state vector entries. The azimuth
and elevation AoD are defined in (3). Thus, the Jacobian
matrix becomes

Js =
⎡

⎢
⎣

∂θ
∂xUE

∂φ
∂xUE

0
∂θ
∂yUE

∂φ
∂yUE

0

0 0 1

⎤

⎥
⎦. (57)

Then, the azimuth and elevation AoD derivates relative to
the 2D position become

∂θ

∂xUE
= �x�z

‖r‖2
√

�x2 +�y2
, (58)

∂θ

∂yUE
= �y�z

‖r‖2
√

�x2 +�y2
, (59)

∂φ

∂xUE
= −�y
�x2 +�y2

, (60)

∂φ

∂yUE
= �x

�x2 +�y2
. (61)
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