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Abstract A phase field model is developed to study the

discontinuous (cellular) precipitation (DP) reaction in a

hypothetical A-B miscibility gap system. Unlike previous

treatments, the model employs an interaction energy term

which couples the composition and the phase field variable to

enable the necessary grain boundary movement. The influ-

ence of factors such as interaction energy, interfacial

mobility and grain boundary diffusivity on the transforma-

tion rate and overall microstructure evolution are discussed.

Keywords DIGM � discontinuous precipitation � grain
boundary diffusion � phase field modeling � phase
transformation

1 Introduction

When studying precipitation in the binary Au-Ni system,

Underwood[1] concluded that instead of nearly homoge-

neous nucleation of precipitates ‘‘The initial transformation

product can be considered to be small hemispheres grow-

ing out from the grain boundary in three dimensions...’’ and

‘‘Transformation at low temperatures is characterized by a

lamellar precipitate...’’. At the time, these were surprising

results[2] since the experiments were conducted inside the

miscibility gap, and the old concept of limit of metasta-

bility[3] (now called the spinodal) had been in the limelight

for quite some time.[4] Later, Cahn concluded that due to

the strong coherency stresses emerging from a large lattice

misfit spinodal decomposition was suppressed in Au-Ni

and the precipitation was instead clearly cellular.[5]

Cellular precipitation, or discontinuous precipitation

(DP) in the classical sense, is a precipitation mechanism

where a precipitate phase, together with a solute-depleted

matrix, forms a lamellar product behind a migrating grain

boundary.[6-9] When observed in miscibility gap systems

both the solute-depleted matrix and the precipitate phase

not only have the same crystal structure as the matrix phase

but also the same crystal orientation as the adjoining

grain.[10,11] The DP reaction has been observed in numer-

ous binary, ternary and higher order systems,[12,13] and

leads to both wanted[14,15] and unwanted[16,17] effects on

mechanical properties.

The classical DP reaction has been treated theoretically

by many authors.[18-30] The early models did not include

any mechanism for migration of the grain boundary behind

which the lamellar precipitate phase grows.[18-20] By con-

sidering different mechanisms that dissipate energy from

the total available driving force for DP, Hillert[21] sug-

gested, using Gibbs energy diagrams, that a deviation from

local equilibrium is necessary for the DP reaction to occur.

The friction force (solute drag) originating from dissipation

of Gibbs energy due to diffusion inside the boundary will at

high growth rates decrease, and at the same time the

deviation from local equilibrium increases resulting in a
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pulling force on the grain boundary during DP.[21] Later,

when reviewing the available theories of DP, Hillert[22]

showed that coherency strains in a thin film in front of the

migrating grain boundary decreased the dissipation of

Gibbs energy due to diffusion in the matrix phase and thus

provided a driving force for the migration of the grain

boundary during a DP reaction.

Since the DP reaction involves a complex interplay of

many parameters and moving boundaries resulting in a

characteristic morphology a natural choice when modelling

this reaction is the phase-field method.[31] Only a few

phase-field models of the DP reaction can be found in the

literature, see e.g.,[6,28,29] and they treat exclusively the

classical DP reaction. In (Ref 6,28) no physical mechanism

is considered for the grain boundary movement. In (Ref 29)

a finite interface dissipation model is used, but it is not

clear what the mechanism for grain boundary movement is.

In (Ref 32) the main objective was to study the effect of

grain boundaries on the spinodal decomposition reaction in

a binary system using a phase-field model. For some values

of the atomic mobility at the grain boundary and grain

boundary mobility the authors observed a lamellar struc-

ture behind a moving grain boundary, resembling discon-

tinuous precipitation. They introduced a new concept,

discontinuous spinodal decomposition, and developed a

theory for it. Again, these authors did not consider any

physics based mechanism for the grain boundary

movement.

In the present work we develop a phase-field model of

the DP reaction in a hypothetical miscibility gap system

suitable for numerical simulations. In contrast to earlier

treatments, our model includes a recently developed model

for DIGM (Diffusion Induced Grain boundary Migra-

tion),[33] which is considered to be an important part of the

DP reaction.[34] In the model for DIGM the grain boundary

moves as a result of the coherency strain mechanism as

discussed by Hillert,[22] and originally suggested by Sulo-

nen.[35] Unlike[32] we name the reaction DP since it fulfills

the requirements for this reaction i.e. a discontinuous

change in both concentration and crystal orientation when

crossing the reaction front. All simulations were performed

using an in-house phase field code YAPFI,[36] which is

based on the Wheeler-Boettinger-McFadden phase field

model.[37]

The structure of this work is as follows. In Sect. 2 the

employed phase-field model is described, followed by plain

but detailed descriptions of the simulations carried out in

Sect. 3. Simulation results are then discussed in some

detail in Sect. 4 followed by conclusions in Sect. 5.

2 Phase Field Model for Discontinuous
Precipitation

The microstructural evolution during DP is governed by

two equations which take into account the variables that

define the state of the system. In the present work, two

kinds of variables are used: phase field variables for pha-

se/grain identities and concentration variables. The evolu-

tion of phase-field variables /j are governed by the Allen-

Cahn equation:[38]

_/j ¼ �M/
dG
d/j

ðEq 1Þ

where M/ is a kinetic parameter related to the interfacial

mobility. The /j denotes the phase-field variable for the jth

grain. The evolution of the composition field is governed

by the Cahn-Hilliard equation[39]:

_ck ¼ r � Mkckr
dG
dck

� �� �
ðEq 2Þ

where ck and Mk are the concentration and mobility of

component k, respectively. The formulation in Eq 2 is valid

in a lattice-fixed frame of reference. However, in the pre-

sent work the mobilities are the same for both components

and a single constant molar volume is used and there is

therefore no difference between the volume- and lattice-

fixed frame of references.

Equations 1 and 2 yield the evolution of the

microstructure. dG=d/j and dG=dck are the functional

derivatives of the Gibbs energy functional with respect to

phase-field variable j and concentration variable k,

respectively.

The Gibbs energy functional is given by

G ¼
Z

g0 �
X

rck �
X

rcijki �
X

r/j �
X

r/mejm
h i

dV ;

ðEq 3Þ

where g0 is Gibbs energy per unit volume, excluding gra-

dient energy contributions, and jki and ejm are gradient

energy coefficients; since only two components and two

grains are considered only one jki and one ejm were used in

simulations ðjkk ¼ ejj ¼ 0Þ. The sum of the phase-field

variables is always equal to one,
P

/j ¼ 1

For convenience, g0 is divided into two parts,

g0 ¼ g1 þ g2: ðEq 4Þ

g1 is a weighted average of the molar Gibbs energies of the

phases. In the present work only a single phase a is present

and g1 is then simply given by

g1 ¼ Ga
m=Vm ½J �m�3� ðEq 5Þ
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where Ga
m is the molar Gibbs energy of the a phase and Vm

is the molar volume.

The term g2 is a function of composition and state, i.e.,

g2 ¼ f /; cð Þ ðEq 6Þ

The term g2 is divided into two parts,

g2 ¼ g21 þ g22 ðEq 7Þ

where the former contains a contribution to the interfacial

energy (a so-called double well potential) and the latter is

an interaction term coupling phase-field variables and

composition. The term g21 is given by,

g21 ¼ W
X

/2
j 1� /j

� �2
; 0�/� 1 ðEq 8Þ

The term g22 holds an energetic coupling which is gener-

ated due to nucleation of DP at the interface. According to

Hillert and Purdy[34] the grain boundary diffusivity plays a

major role in the development of the initial driving force

for the boundary motion. Due to the instability of the

supersaturated phase and a higher grain boundary diffu-

sivity, the nuclei are observed to form first at a grain

boundary. This generates a strain energy due to the con-

centration gradient across the interface. Taking into con-

sideration such energy change, the interaction term related

to the elastic strain energy was, in line with the authors

model for DIGM,[33] in the present work written as (con-

sidering that only two phase-field variables /1 and /2 and

two components A and B were used),

g22 ¼ K/1ð1� /1Þ xA � x0A
� �2

; 0�/� 1 ðEq 9Þ

where xA is the local mole fraction of component A and

x0A ¼ 0:5 is the average mole fraction of A. The K

parameter was given by Hillert[40] as,

K ¼ Eg2

ð1� mÞ ½J �m�3� ðEq 10Þ

where E is Young’s modulus, g is the lattice misfit due to

compositional variation and m is Poisson’s ratio. The

interaction term, given by Eq 9, generates a driving force

only along the grain boundary. As discussed in,[33] when

using Eq 9, the direction of motion is arbitrary in the

beginning of the precipitation process. Some believe that

the direction could be decided by the shape of the boundary

while others say that it depends on the chemical forces.[41]

Here, it was observed that the direction is random for a

straight grain boundary but can be preferential if a curved

boundary is used.

3 Simulations

As already mentioned, the DP reaction is controlled by

many parameters and their interdependence. Therefore, in

this section a parametric study for a binary system A-B

inside a miscibility gap and with two grains separated by a

grain boundary is described.

3.1 Base Simulation

As a baseline, a simulation was carried out using the fol-

lowing set-up and parameter values.

All simulations were carried out in 2D. The domain size

was ð32 � 10�9Þ2 ½m2�. Adaptive meshing was used and the

resulting grid spacing was in the range

6:25 � 10�11 � 2:5 � 10�10 ½m�. The adaptation of the grid

was based on the local gradients in both composition and

phase-field.

A planar grain boundary sectioned the domain into two

rectilinear parts of equal size. Periodic boundary conditions

were applied on the two sides of the domain orthogonal to

the grain boundary. Closed boundary conditions were

applied on the other two sides.

The initial composition field contained a uniformly

distributed random noise DxA ¼ 0:01 such as xA ¼ x0A �
DxA at t ¼ 0 where x0A ¼ 0:5.

The molar Gibbs energy was given by

Ga
m ¼ RT xA ln xA þ xB ln xBð Þ þ xAxB � 30000 ½J �mol�1�

ðEq 11Þ

i.e. a regular solution with a positive regular solution

parameter L ¼ 30000, which will induce a miscibility gap

at the temperature used in simulations, 1000 K (isother-

mal). The equilibrium compositions at 1000 K are xa
0

A ¼
0:0333 and xa

00
A ¼ 0:9667, respectively.

The jAB gradient energy parameter,

jAB ¼ 3 � 10�16 � Vm ½J �m5 �mol�2� ðEq 12Þ

jAB=Vm is roughly proportional to the square of a typical

metallic system lattice parameter times the regular solution

parameter[39].

The prefactor W and the gradient energy e12 were set to

yield an interfacial width of approximately 0:5 nm and an

interfacial energy of approximately 0:1 J=m2,[42] viz.

W ¼ 12000=Vm ½J �m�3� ðEq 13Þ

e12 ¼ 1:875 � 10�16=Vm ½J �m�1� ðEq 14Þ

The interaction parameter K was set to
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K ¼ 1000=Vm ½J �m�3� ðEq 15Þ

The mobilities and phase-field mobility were set to the

following values

Ma
A ¼Ma

B ¼ 10�21 ½mol �m2 � J�1 � s�1� ðEq 16Þ

M/ ¼106 � Vm ½m3 � s�1 � J�1� ðEq 17Þ

In order to take grain boundary diffusion into account, the

component mobilities were modified as follows

Matot
k ¼ Ma

k 1þ Fgb

X
/j 1� /j

� �h i
ðEq 18Þ

and it can be seen that the modification is only active at the

grain boundary. A factor Fgb ¼ 105 was used.

The molar volume was arbitrarily set to

Vm ¼ 10�5 ½m3 �mol�1�, but this value does not affect

simulations.

Results from the base simulation are shown in Fig. 1.

3.2 Variations of the Base Simulation

The effect of grain boundary mobility (compared to the

mobility in the bulk), interaction parameter, phase-field

mobility, shape of the grain boundary and gradient energy

coefficient was studied, one parameter at the time. Only

those simulation settings explicitly stated differ from the

settings of the base simulation.

Fig. 1 Results from simulation of discontinuous precipitation using

the baseline set-up. (a/b) and (c/d) show /1 and mole fraction A, xA,

respectively. (a) and (c) show results after a very short time, 6:6 �

10�6 s, and b) and d) after 10�4 s. For (c), the scale runs from

xA ¼ 0:45 to xA ¼ 0:55, whereas for d) it runs from xA ¼ 0:062 to

xA ¼ 0:94
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3.2.1 Variations of the Ratio of Bulk to Grain Boundary

Mobility

Simulations were performed with Fgb ¼ 104 and Fgb ¼ 106

(see Eq 18), i.e. an order of magnitude above and below

that of the base simulation. Results from these simulations

are shown in Fig. 2.

3.2.2 Variations in Magnitude of Interaction Parameter K

Simulations were performed with K � Vm equal to 102 and

104, see Fig. 3.

3.2.3 Variations in M/

Simulations were performed with M/=Vm equal to 104 and

108, see Fig. 4.

Fig. 2 Results from simulation of discontinuous precipitation where the factor Fgb was varied compared to the baseline set-up. (a) show results

from a simulation where Fgb ¼ 104 after t ¼ 10�5 ½s� and (b) where Fgb ¼ 106 after t ¼ 10�3 ½s�

Fig. 3 Results from simulation of discontinuous precipitation at t ¼
10�4 ½s� where the interaction parameter K was varied compared to the

baseline set-up. (a) show results from a simulation where K � Vm ¼

102 and (b) where K � Vm ¼ 104. For (a) the scale is in the range

0:043� xA � 0:96 and for (b) 0:12� xA � 0:88
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3.2.4 An Initially Sinusoidal Grain Boundary

As opposed to the initially planar grain boundary of the

base simulation, a set-up was also used where the grain

boundary has an initial sinusoidal shape, see Fig. 5.

3.2.5 Variations in Gradient Energy Coefficient jAB

Finally, simulations were performed with jAB set to a third

and three times higher, respectively, compared to the

baseline set-up, see Fig. 6. For these simulations the ini-

tially sinusoidal grain boundary was used.

4 Results and Discussion

The simulations in Sect. 3 mimic a heat treatment of the

hypothetical single phase alloy A-B (50 % A and 50 % B),

at a temperature well inside the symmetric miscibility gap.

At time t ¼ 0 random concentration fluctuations around the

average composition are applied in the whole simulation

domain. In all simulations the phase-field variable, /,
varies from zero (blue) to one (red), see Fig. 1(a) and (b),

and Fig. 5(a). The red and blue domains in those / plots

correspond to two grains joined by a thin grain boundary,

where 0\/\1. Although the random concentration fluc-

tuations are applied in the whole simulation domain spin-

odal decomposition is effectively suppressed everywhere

except inside the grain boundary, see Fig. 1(c). This is due

to the very low atomic mobilities set in the grains com-

pared to the grain boundary. The suppressed decomposition

is very faintly discernible as a substructure in the two

grains while precipitation of alternating A-rich (red) and

B-rich (blue) lamellae starts at the grain boundary where

the atomic mobilities are much higher, see Fig. 1(c). It

should be emphasized that the model is not prescribing any

direction of growth; it is random for the planar boundary.

In Fig. 1 it moves to the right, and in Fig. 2(a) to the left or

to the right in Fig. 2(b). This is an effect of the interaction

term used, Eq 9, as discussed in.[33] For the sinusoidal grain

boundary, see e.g. Fig. 5, the direction of growth is how-

ever also affected by the boundary curvature.

Once the decomposition along the grain boundary has

reached a certain degree the lamellae grow at an essentially

constant velocity, though the velocity is given by a com-

plex interplay between the different parameters. These

predictions are qualitatively in agreement with experi-

mental findings reported by Ma et al.[10] for the system

TiC-ZrC. The carbide system TiC-ZrC has interesting

properties for e.g. as a second hard phase in cemented

carbide tools. It shows a wide miscibility gap with a critical

temperature as high as 2200 �C. The alternating Ti-rich

and Zr-rich TiZrC lamella nucleating at and growing from

essentially straight grain boundaries can be seen in

Fig. 5(b) in.[10] In addition, as can be seen from EBSD

images in their Fig. 9 (a) and (b), the lamellae growing

behind the moving grain boundary inherit the crystal ori-

entation of the adjoining grain. This is also what our

simulation predicts, see Fig. 1(b) and (d).

A prerequisite for growth to occur at all is that the

interaction parameter K in Eq 10 has a sufficient magni-

tude. Given that K is large enough for growth to occur, the

growth velocity increases monotonically, but asymptoti-

cally, with increasing K (see Fig. 3); there will be an

Fig. 4 Results from simulation of discontinuous precipitation at t ¼ 10�4 ½s� where M/ was varied compared to the baseline set-up. (a) show

results from a simulation where M/=Vm ¼ 104 and (b) where M/=Vm ¼ 108
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asymptotic behavior due to the factor ðxA � x0AÞ
2
in Eq 9;

some diffusion is necessary. To trigger the growth, it is also

necessary that the growth direction is determined by a

random perturbation or by the influence of curvature. It

should be emphasized that the parameter K is missing from

all previous phase-field treatments of DP. Instead, a suffi-

ciently high phase-field mobility M/ was chosen. M/ will

not affect the reaction rate if it is high enough. Comparing

Fig. 1(d) and 4(b) it can be seen that the results are virtu-

ally identical with M/=Vm ¼ 106 and M/=Vm ¼ 108, but

with M/=Vm ¼ 104 the phase-field mobility has become

rate determining.

With sufficiently high K and M/ the rate determining

process is the diffusion along the grain boundary,

emphasizing the importance of the relation of atomic

mobility in the grain boundary and in the bulk of the grains,

also highlighted in a previous model of DP.[6] This is

illustrated by comparing Fig. 1 and 2, where the only

varying parameter is Fgb. In such a regime and with the

lamellae thickness remaining essentially constant the

growth rate will also be essentially constant since the dif-

fusion distance and the driving force is in steady state at the

growth front.

The gradient energy coefficient jAB determines the

critical wavelength of the spinodal decomposition and thus

determines the size of the lamellae embryos during the

early stages of the process, which is then carried over to the

growth regime as can be seen in Fig. 6. With the rate

determining process being the lateral diffusion between A-

Fig. 5 Results from simulation of discontinuous precipitation with an initially sinusoidal grain boundary. (a) show the phase field at t ¼ 0, and

(b)-(d) show the evolution of the composition field
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and B-rich lamellae this will affect the growth rate; for the

range of jAB values studied in the present work the growth

will be faster the thinner the lamellae. This is in line with

the observations made in.[32] Since thinner lamellae also

mean a larger amount of gradient energy per unit volume

there will presumably exist some lower limit on the

thickness below which the growth rate will decrease. When

performing simulations with varying jAB and a planar

boundary it was observed for the largest value that the local

variation in conditions was insufficient to trigger the

growth; this will happen with wider lamellae embryos and

the same initial composition fluctuations. This is the reason

why a sinusoidal grain boundary was used for the simu-

lations when varying jAB, see Fig. 6.

5 Conclusions

A phase field model for DP in a miscibility gap system has

been developed. The simulations reproduced several

experimentally observed features. The influence of grain

boundary diffusion (Fgb), gradient energy coefficient (jAB),
interface mobility (M/), interaction parameter (K) and

grain boundary curvature on the microstructural evolution

was studied. Some conclusions can now be drawn:

• For a model to capture the effects of different initial

shapes of the grain boundary on the microstructure

evolution during DP, reported in experimental studies,

curvature driven boundary migration is not sufficient.

There is a need for an additional driving force. In our

case this driving force comes from the coherency strain

energy mechanism suggested by Sulonen.[35]

• As in previous models, the magnitude of the atomic

mobility in the grain boundary in relation to the

mobility in the bulk of the grains is crucial.

In addition, the DP reaction in miscibility gap systems was

discovered, see e.g. [1], for systems where Cahn’s theory of

coherent spinodals[5] was thought to be operating, but

instead of a spinodal decomposition mechanism at lower

temperatures DP was found.[2] This raises the question if an

adequate difference in atomic mobilities is sufficient to get

a quantitative correspondence between simulations and

experiments of the DP reaction in miscibility gap systems,

or if the model needs to handle the coherency strain con-

tribution in the whole domain and not only in a thin zone

close to the moving grain boundary. This question we will

address in a separate paper for the system TiC-ZrC.
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