
AI risks: An organisational practice approach to trustworthiness

Downloaded from: https://research.chalmers.se, 2024-11-08 05:25 UTC

Citation for the original published paper (version of record):
Koch, C., Shayboun, M., Kifokeris, D. (2024). AI risks: An organisational practice approach to
trustworthiness. Proceedings of the 40th Annual ARCOM Conference, ARCOM 2024: 129-138

N.B. When citing this work, cite the original published paper.

research.chalmers.se offers the possibility of retrieving research publications produced at Chalmers University of Technology. It
covers all kind of research output: articles, dissertations, conference papers, reports etc. since 2004. research.chalmers.se is
administrated and maintained by Chalmers Library

(article starts on next page)



 

Koch, C, Shayboun, M and Kifokeris, D (2024) AI Risks: An Organisational Practice 
Approach to Trustworthiness In: Thomson, C and Neilson, C J (Eds) Proceedings of the 40th

 

Annual ARCOM Conference, 2-4 September 2024, London, UK, Association of Researchers 
in Construction Management, 129-138. 

AI RISKS: AN ORGANISATIONAL PRACTICE 
APPROACH TO TRUSTWORTHINESS 

Christian Koch1, May Shayboun2 and Dimosthenis Kifokeris3 

1&2 School of Business, Innovation and Sustainability, Halmstad University, Kristian IV’s väg, 
Halmstad, Sweden, 30118, Sweden 

1 Department of Technology and Innovation, University of Southern Denmark, Campusvej 55, 5230 
Odense, Denmark 

3 Building Design, Architecture and Civil Engineering, Chalmers University of Technology, Sven 
Hultins Gata 6, Gothenburg, 412 96, Sweden 

Artificial intelligence (AI) is in need for a framework that balances the opportunities 
it represents with its risks.  But while there is a broad consensus on this, and public 
regulative initiatives are taken; there is far less knowledge about how these 
dilemmas/opportunities/risks are played out in practice.  The interest into ethics in 
organisation driven by a discourse on “Trustworthy AI”; makes us wonder whether an 
ethical approach to AI in organisation is purposeful; or needs modification.  We 
investigate this by viewing the development and use of AI as structuration of 
practices.  The empirical material is our own development of an AI system.  Using 
studies of ethics in moral engineering design; AI is a question of structuration 
processers with unintended consequences.  It is a “slide” from ethics of virtue to 
ethics of benefit as corroborated by engineers/designers referring ethical dilemmas to 
managers and politicians.  The EU framework of Trustworthy AI for designing and 
using more accountable AI systems - considering ethics; human autonomy; harm 
prevention; fairness etc., conflicts with contemporary construction organisations.  We 
propose an extension of the EU guidelines. 

Keywords: Artificial Intelligence; accident prevention; contemporary organisation; 
ethics; explainable AI; EU guidelines; trustworthy AI 

INTRODUCTION 
There have been calls for studies of the embedding of artificial intelligence (AI) in 
organisational practice for quite some time (Orlikowski, 2016; Andrejevic, 2020; 
Hafermalz and Huysman, 2021).  This is raising questions on the way users are 
configured (Woolgar 1990) and how organisational knowledge is changed (Hafermalz 
and Huysman, 2021).  This is also involving a growing concern over downsides of 
implementing AI solutions (Whittaker et al., 2018; Crawford et al., 2019; FLI, 2023).  
These concerns were significantly sharpened in the spring of 2023, when the tech 
giants (Google, Microsoft, Apple, and Metaverse) entered a race of introducing 
advanced AI-based chatbots - while others are asking for a pause in development until 
more robust governance of AI has been developed (FLI, 2023).  AI legislation was 
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passed by the EU in early 2024.  A particular concern considers imagined future work 
contexts where users are “counselled”, or receiving “recommendations” by systems, 
while the users are not equipped to interpret properly the machine “aid” and therefore 
face the risk of running into black boxing, bias, and faulty counsels (FLI, 2023).  
Therefore, the concept of “explainability” has gathered particular interest in this 
context, even by legislative bodies (European Commission, 2019, 2021, 2024; HLEG, 
2019).  We contextualise these concerns in the domain of health and safety (H&S) and 
the adjacent practices, while studying a multinational building contractor operating in 
Sweden.  In this contractor, a large database of registered occupational accidents 
provides the basis for a possible future AI solution, aimed at supporting the prevention 
work in the contractors’ building projects.  The registration activity is carried out by 
safety engineers, middle managers, and H&S representatives.  Construction projects 
are commonly recognised as a risky context and involve a continued stream of 
occupational accidents (Swedish Work Environment Authority, 2021).  Monitoring, 
reporting, and preventing occupational accidents are therefore well-established 
organisational practices.  Thus, this context of use and organisational practices hosts 
an excellent field for illustratively studying how AI tools might be embedded in 
specific work processes, routines, and knowledge practices in the future.  What we 
allow ourselves to label contemporary organisation, is an assumption of 
homogenisation of organisations, giving them a series of common characteristics as 
ideal types for analytical discussion (Weber, 1949). 
Taking the normative concepts of “Trustworthy AI” including explainability 
(European Commission, 2019, 2020, 2021) as a point of departure, we raise the 
questions of how our organisational context looks, who the users or our future AI 
system are, what other actors have an important role to play, and how the concepts of 
explainability - with its systems-in-use and process-of-development aspects - intersect 
with the organisational context.  We investigate this by viewing the development and 
use of AI as structuration of practices (Giddens 1984).  The empirical material is our 
own development of an AI system, and we modestly see this as an option of exploring 
the raised AI issues.  Using studies of moral in engineering design ethics (Buser and 
Koch, 2012; Munck, 2008), AI is a question of structuration processers with 
unintended consequences (Siebken Scultz, 2012). 
“AI” covers a host of different concepts and algorithms and is largely overlapping 
with Machine Learning (ML).  AI is used as a broad term covering this diversity here.  
Both technologies are general purpose technologies (Lipsey et al., 2005), which 
implies an even broader diversity as application begins to flourish in the future.  It is 
also important to note that AI, as a digitalisation technology, may in many ways 
prolong issues raised with previous technologies.  Moreover, its development is 
placed in parallel with contemporary developments of organisations (Ales et al., 2018; 
Zuboff, 1988).  Basically, we see strong contradictions and tensions between the 
concepts of AI explainability and the status of contemporary organisations.  The 
apparent paradoxes between the two generate our framework of understanding. 
Even if heavily multifaceted, we ask how we can understand AI in the context of 
contemporary organisational development - especially regarding the ethical aspect - 
and what the role of digitalisation as part of that development is.  To address this in a 
surmountable manner, we have thus chosen to focus on one contemporary 
organisation in Scandinavia - to prepare for the even more specific study of the 
possible role of AI in monitoring, reporting and preventing occupational accidents 
(such as stumbling, falling from heights, intersecting with equipment) during the 
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business practices of a multinational contractor.  As with many other companies, this 
contractor organises its occupational safety work within its HR organisation and from 
there intersects with the construction project. 
The contribution of this study is the understanding and placement of a construction 
sector activity in the context of contemporary organisations, as well as the one of 
ethical issues of handling data.  To position this, we initiate our framework of 
understanding by screening the contemporary research literature on using AI for 
accident prevention in 2023.  The result is that only one of 11 screened articles briefly 
touches on ethical issues, whereas the remaining 10 do not even mention the issue.  As 
such, along with its contributions, our study commences the discourse on filling out 
this gap.  The development of contemporary organisations responds to our main aims 
and falls in two categories: The criteria for systems in use, and the design process 
criteria - a distinction that is highly relevant here, as we look on an ongoing system’s 
design intended for future use.  The criteria for “systems in use” are the principles of 
respect for human autonomy, prevention of harm, fairness, and explicability (HLEG, 
2019; European Commission, 2021).  The “systems design process” criteria include 
fair design and governance, context awareness, and a multidisciplinary approach 
(HLEG, 2019).  We present our empirical material and then discuss our imaginary use 
practices of the future system - both regarding the development and the sought 
system-in-use processes. 
Our framework of understanding informs our inquiries of how our organisational 
context looks, who the users or our future AI system are, what other actors have an 
important role to play, and how the concept of explainability intersects with the case 
context.  Within the overall framework of structuration our understanding is 
developed by carrying out a descriptive screening of the contemporary research 
literature on using AI for accident prevention.  Then, it derives elements from 
analysing the explainability criteria of AI, and their contradiction with contemporary 
organisations. 
According to Giddens (1984) everyday routines link up with the overall societal 
structures through processes of structuration.  Along with Stones (2007) we allow 
ourselves to use structuration in a micro-sociological manner.  In doing so the 
understanding of AI design is becoming an issue of practices that lead to intended as 
well as unintended consequences and structuration (Giddens, 1984; Shatzki, 2017).  
Unintended consequences (Siebken Schultz 2012) when developing AI might be as 
important as the intended design.  AI designers do not automatically involve the 
possibility to reflect on and identify ethical questions.  Either they do not recognise 
the moral challenges embedded in their decisions or they see their own role as neutral 
and pass the tasks of engaging with moral debate and making decisions on to 
managers or politicians (Munch, 2005).  We call the latter mecha-nism “referral.” It 
has been pointed out that developers, when facing many external constraints, deal with 
few ethical issues, arguing that especially in the case of “low-level normal design,” 
relevant decisions are already embedded in technical norms and codes (Buser and 
Koch, 2012). 
In the recent research on AI in accident prevention in 2023 (here represented by 11 
articles), only one study touches briefly on ethical issues in two dimensions, model 
and data (Zarei et al., 2023).  The remaining 10 articles (all from 2023) do not even 
mention the issue in any dimension (such as Alkaissy et al.; Lu et al.; Luo et al.; 
Nowobilski and Hoła; Rafindadi et al.; Sadeghi et al.; Tian et al.; Zermane et al.; 
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Wang et al.; and Wang and El-Gohary).  Both European and US references for AI 
trustworthiness explicability, or ethics, are not considered in the eleven articles, 
despite these issues having been highly articulated previously (HLEG, 2019).  
Moreover, it is becoming clear that there is a global split in treating ethical issues 
transparently, where European and/or US standards are not widely used.  
Contemporary organisation (and its academic study) has experienced a practice turn, 
highlighting the importance of mundane everyday routines (Schatzki, 2017) and an 
increased appreciation of organisational learning and knowledge.  This occurs in a 
context of continuous pressure for higher productivity, innovation for new products 
and services, and an increasingly stronger managerial control (Zuboff, 2015). 
The principles for systems in use are the following (1-4): (1) Respect for human 
autonomy: HLEG (2019) states that “Humans interacting with AI systems must be 
able to keep full and effective self-determination… and be able to partake in the 
democratic process.  AI systems should not unjustifiably subordinate, coerce, deceive, 
manipulate, condition or herd humans.  Instead, they should be designed to augment, 
complement and empower human cognitive, social and cultural skills”.  (2) Prevention 
of harm: According to HLEG (2019), AI systems should protect “mental and physical 
integrity”, and the systems and their environment must be “safe and secure”.  
Moreover, HLEG (2019) states that “Vulnerable persons should receive greater 
attention and be included in the development, deployment and use of AI systems”.  
HLEG (2019) also demands attention to “situations where AI systems can cause or 
exacerbate adverse impacts due to asymmetries of power or information, such as 
between employers and employees…”.  (3) Fairness: This implies a commitment to 
ensuring equal and just distribution of both benefits and costs, and that individuals and 
groups are free from unfair bias, discrimination, and stigmatisation (HLEG, 2019).  
Equal opportunity in terms of access to education, goods, services, and technology, 
should also be fostered (HLEG, 2019).  (4) Explicability: This means that processes 
need to be transparent, the capabilities and purpose of AI systems openly 
communicated, and decisions made explainable to those affected (HLEG, 2019).  
There should be opportunities to “duly contest” proposed decisions (HLEG, 2019).  
An explanation as to why a model has generated a particular output (recommendation) 
and what combination of input factors contributed to that is not always possible (i.e., 
“black box” algorithms) (HLEG, 2019).  In those circumstances, other explicability 
measures (e.g., traceability, auditability, and transparent communication on the 
system) may be required so the system respects fundamental rights (HLEG, 2019). 

How this works in a contemporary organisation 
1. Respect for human autonomy has for almost 80 years (since World War II) 

been contradicted with organisational means such as the division of labour, 
separation of planning and execution of work, and ever tighter digital control 
(Ales et al., 2018).  However, this has also been accompanied by institutional 
representations of employees through workers’ councils, trade unions, and 
law-supported co-determination.  Nonetheless, labour has been exposed to 
more and more control (Zuboff, 1988) even if notions of smart work promise a 
co-existence of advanced systems and skilled professionals (Ales et al., 2018).  
Therefore, human autonomy in organisations needs to be understood as 
relative autonomy.  This is underpinned by the phenomenon of organisational 
professionals carrying out their practices under managerial governance, 
division of labour, and with only a certain level of discretion. 
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2. Prevention of harm at work has moved its focus from physical to 
psychological harm.  Stress and burnout have become widespread.  However, 
in our context (the building industry), risks of physical harm still prevail and 
are - despite continuous effort - hardly prevented or reduced (Swedish Work 
Environments Authority, 2021). 

3. Fairness: It is commonplace that management divides and rules and is 
exercising a hegemony where employee groups are treated differently 
according to their estimated value creation.  Companies are striving for short-
sighted profit goals.  Large corporations are less long-term oriented than they 
were before the 2007/2008 financial crisis (FCLT Global, 2019). 

4. Explicability in present organisations is closely related to the underdeveloped 
notion of fairness described above.  Knowledge and skills are distributed in the 
organisation according to other concerns than explicability - as rather needed 
skills to solve problems in a job.  Personal development is often contained into 
limited areas, preventing explicability to fully be exploited. 
 

According to HLEG (2019) and the European Commission (2019, 2020, 2021) the 
design of explainable AI - then leading to trustworthy AI - should be characterised by 
fairness and governance, context awareness, and a multidisciplinary approach.  In 
more detail, HLEG (2019) offers seven guiding principles on realising this: 

1. Human agency and oversight, including the respect and facilitation of 
fundamental human rights. 

2. Technical robustness and safety, including resilience to attack and security, 
contingency plans and general safety, accuracy, reliability, and reproducibility. 

3. Privacy and data governance, including respect for privacy, quality and 
integrity of data, and access to data. 

4. Transparency, including traceability, explainability, and communication (see 
also Bedu and Fritzsche, 2022). 

5. Diversity, non-discrimination and fairness, avoidance of unfair bias, 
accessibility and universal design, and stakeholder participation. 

6. Societal and environmental wellbeing, including sustainability, environmental 
friendliness, and considering the impacts on society and democracy. 

7. Accountability, including auditability, minimisation and reporting of negative 
impact, trade-offs, and redress. 

METHOD 
The overall approach to address the stated research questions is an interdisciplinary 
combination of interpretive organisational sociology, occupational accident research, 
and information systems research.  In turn the method is designed to answer the 
questions of how to study our organisational context, how to identify the users or our 
future AI system and other actors related to the system, and how to commence 
analysing the intersections between the concepts of explainability and the case 
context.  The development of the framework of understanding consisted of two steps.  
First, to position the argument in studies pertaining to the use AI in accident research, 
we screened the latest contemporary research literature on using AI for accident 
prevention.  Eleven articles published in 2023 were selected, to sense whether the 
latest literature differs from previously reviewed studies and to focus on recent 
developments in what is interpreted as a fast-developing field.  Literature was selected 
on the basis of larger searches in the Scopus, Science Direct and Emerald databases, 
thus covering important journals in the related fields, such as Safety Science and 
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Automation in Construction (Alkaissy et al., 2023; Lu et al., 2023; Luo et al., 2023; 
Nowobilski and Hoła 2023; Rafindadi et al., 2023; Sadeghi et al., 2023; Tian et al., 
2023; Wang et al., 2023; Wang and El-Gohary, 2023; Zarei et al., 2023; Zermane et 
al., 2023).  Secondly, we draw on recent ethical guidelines from EU (HLEG, 2019; 
European Commission 2019, 2020, 2021) to develop our framework (see also 
Hagendorff, 2021).  The empirical material was gathered in the context of a large 
Swedish contractor.  This company and its building projects were chosen for a quite 
pragmatic reason, i.e., it is a convenience sample.  Nevertheless, we posit it represent 
a typical Swedish contractor when it comes to accidents prevention and reporting.  We 
see this approach as exploratory and illustrative.  Twelve semi-structured interviews 
were carried out with respondents selected within the studied company.  The interview 
respondents’ positions were safety engineers (4), safety representatives (4), site 
manager (1), site supervisor (1), safety manager (1), and safety strategist (1).  The 
interviews lasted between 60 and 90 minutes, they were recorded, and then 
transcribed.  Documents related to accident prevention, reporting and analysing, were 
studied as well.  The analysis utilised the framework of understanding and was 
progressing according to these recurrent themes in the single interview and document 
- and then iteratively consolidated those across interviews and documents.  The 
gathering and analysis of empirical material builds on ongoing research and should be 
understood as exploratory.  It is thus positioned towards understanding the possible 
practices that will emerge using AI in accident reporting, analysis, and prevention in 
the future.  It is here a clear limitation that there is not an AI system implemented in 
the context, neither were informants trained in AI. 
The context is a construction project-based organisation (i.e., a large Swedish 
contractor) where open project competitions are commonplace for obtaining customer 
orders and production is one-of-a-kind and situated on a specific building site.  The 
study focuses on accident monitoring and prevention in this setting.  The organisation 
is structured in horizontal and vertical elements interacting with each other - e.g., a 
horizontal structure is the H&S group.  The H&S work commences in the project bid 
group, where the organisation of H&S in a project is planned.  This includes two 
safety representatives and one or more safety engineers.  The safety representatives 
are trained in design and production safety, and collaborate with the on-site H&S, 
Quality, and Environment (HES) manager.  The horizontal organisation of H&S is in 
turn connected to vertical organisational levels, including a H&S strategic level that 
oversees all processes, tools and programs supporting H&S. 
There are three topics selected for this analysis: context, explainability, and design 
process.  Those three are interlinked in a H&S perspective - where the context and 
underlying assumptions of the key players in the H&S organisation set the foundation 
for what is mentioned in accident reports (including causes of accidents such as 
stumbling).  For researchers and data analysts, understanding the organisation’s 
underlying assumptions - such as those carried by safety engineers - is crucial in the 
explanation and usage of data through AI.  Although H&S has a financial and 
commercial aspect for a contracting business, it is essentially a social issue.  
Measuring performance of an AI model is often done by the business dimensions of 
profitability and growth, as well as the testing and validation of the respective 
technical model.  Current AI practices encourage the analyst and the organisation to 
define measurable key performance indicators that can quantify how well the AI 
model pays off - almost in the way an investment is evaluated.  In our case study 
however, we found that defining the added value and the system’s function in 
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measuring success was more suitable, because safety improvement cannot be only 
measured in financial terms.  Therefore, context understanding is highly important, 
because such functional measurements do not fit all social and organisational contexts.  
Instead, they are highly customisable and require consequence analysis, inclusiveness, 
and (most importantly) systematic handling of who and/or what the data represents.  
We thus witness here how structuration of the use processes might be mapped into an 
AI system with different values than this context.  It is important to note that 
understanding the context and translating that into the design of AI systems is not 
necessarily a linear process.  Our case has shown certain preferences of safety 
managers, site engineers and safety representatives for what is needed to push the 
efficiency of their safety planning processes.  The interviews also showed that there 
are dominant perspectives about accident causes, pointing to human error and 
workers’ behaviour - and rarely to, e.g., time pressure.  Therefore, listening to the 
priorities of the end-users of an AI-based system does not guarantee its functionality, 
nor that it will work in the exact way the organisational or H&S group sees fit.  
Unintended structuration may equally occur among the users.  Moreover, data 
limitations are a huge hurdle when it comes to designing a meaningful AI-based 
system.  In our case, we found that explainability could be established by an 
examination of the context, the data, and the interplay between them.  The role of the 
organisation in this AI project was to ensure the quality and usefulness of the data 
which is used to train our AI (machine learning) model.  This required both horizontal 
and vertical elements of the organisation.  The horizontal element dictated the model’s 
purpose, added value, assumptions, limitations, and usability.  The vertical element - 
especially the management levels - plays the key role in monitoring and analysing the 
data content, quality, and usefulness, thinking strategically of potential use cases, 
evaluating, preparing, and performing changes on what and how the data is being 
collected, and proposing the best course of action for improving it.  This role 
ultimately provides the foundation for an AI system’s design.  By exploring the 
accident data, we found that it was difficult to understand, and it needed lengthy 
collection and cleaning processes.  Importantly, it was not possible to collect and 
understand the reporting system and the data content without the support from the 
safety management.  We found that using the reporting system over the years has not 
given detailed enough accident descriptions.  Usually, AI projects are equipped with 
an algorithm on the achievement of desirable values on quantitative metrics, such as 
high accuracy and low error margins.  However, we argue that algorithms should be 
selected based on the ML model’s purpose and characteristics (Shayboun, 2022). 

DISCUSSION 
When fundamental ethical criteria are mobilised in an organisational practice context, 
it is revealed that fundamental rights (derived from ethics) have been disconnected or 
even abolished in contemporary (capitalist) organisations.  Therefore, a strong push 
toward a practical moral accepting this decalage must be developed by the users.  The 
developers’ practical morality draws on a pragmatic ethic of benefit where the “good” 
and “decent” lie with the impact of actions, typically whether projects are a success, 
and the client is satisfied (Munch 2005).  As our reviewed articles do little to develop 
an ethical stance, the discussion here compares with the EU discourse.  Particularly, 
human autonomy in organisations needs to be understood as relative autonomy.  
Prevention of harm needs to be relativised by the level of acuteness of work 
environment problems, such as stress and burnout.  Fairness can be contrasted by 
unequal pay discriminating against gender or minority groups.  This indicates that the 
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EU’s trustworthy AI guidelines might be few steps behind before implementing the 
principles of systems-in-use and design of systems for trustworthy and fair AI 
applications.  Thus, concerns about the technology’s explainability, bias, and faulty 
counsels are not only related to the technology’s design, but the context of 
organisational management control.  Far from all aspects of present systems-in-use 
discourse are the norms of trustworthy AI.  The systems design process criteria 
include fair design and governance, context awareness, and a multidisciplinary 
approach, yet those are contrasted by a dominance of mass-produced software - which 
is developed in a manner disconnected from context and on a generic process 
understanding rather than a contextual practice.  This pushes the organisation to adapt 
to the value added by the software instead of the software being sensitive to local 
contexts.  This might create the risk of further enforcing the status of contemporary 
organisations focusing on financial profits.  In the contractor studied, our empirical 
material shows how our discussion manifest in practice.  Safety has been officially 
included in management policy and has been assigned an articulated great interest - as 
preventing harm to employees is postulated as an arguably important goal.  However, 
it is unclear how this one is balanced compared to the pressure of productivity and 
turnover.  Moreover, the organisation did not hesitate to mobilise local knowledge and 
learning amid apparent shared assumptions about workers’ behaviour, which might be 
in some cases unfair - a phenomenon also seen elsewhere in construction and beyond.  
This context complexity not only shows that there are possibilities of unfair design, 
but also that the contractor organisation has contradictory objectives.  The 
organisation could be aware or not of such complexity, because top management is 
somewhat engaged in improving the status quo.  The contractor uses the data for 
yearly analysis of major accidents, which supports the generation of explicit 
knowledge.  This practice partly supports fairness, especially in raising the voices of 
the directly involved in daily tasks related to production safety.  Nevertheless, it is 
conditional for this explicit knowledge to surface that a vertical organisational 
communication is transparent in both a bottom-up and top-down manner.  The EU 
guidelines juxtaposed with contemporary organisations show that the organisation 
should first establish awareness of its own status of human autonomy, prevention of 
harm, fairness, and explicability, and then reflect on such aspects in systems-in-use 
and design of systems.  Our empirical material sheds light on how the context can be 
integrated within the AI design process by involving and asking the relevant actors the 
right questions.  However, designing a multidisciplinary solution based on theorists, 
data analysts, managers, an industry reference group, and the direct potential users, is 
challenging.  One way around this challenge is to study the data, realise trustworthy 
AI-based solutions, and set goal-oriented design boundaries in collaboration with 
experts outside and inside the organisation.  Ultimately, an H&S system needs to be 
used and validated within the context.  Part of our future design is to use algorithms 
which yield a balance between accurate and explainable results, while relying on the 
AI literature in selecting, combining, and testing algorithms on internal and external 
data and with users. 

CONCLUSION 
In this paper we took issue with explainability, trustworthiness and transparency of 
AI, using a contextual approach of structuration of practice.  Therefore, we asked how 
our organisational context looks, who the users or our future AI system are, what other 
actors have an important role to play, and how the concepts of explainability would 
intersect with the case context.  What we have learned so far from our project on 
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developing and applying an AI (machine learning) solution for occupational accident 
causation and prevention in a Swedish construction contractor, is that the first and 
foremost condition for AI explainability is context understanding.  This includes 
users, processes, organisation structure, and dynamics.  Secondly, the interconnection 
between data content, representation and organisational group needs to be established.  
We hope that this interaction will balance the requirements for a realistic and effective 
design of an AI model and will address this in our future research. 
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