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A B S T R A C T

Context: The role of product management (PM) is key for building, implementing and managing software-
intensive systems. Whereas engineering is concerned with how to build systems, PM is concerned with ‘what’
to build and ‘why’ we should build the product. The role of PM is recognized as critical for the success of any
product. However, few studies explore how the role of PM is changing due to recent trends that come with
digitalization and digital transformation.
Objectives: Although there is prominent research on PM, few studies explore how this role is changing due
to the digital transformation of the software-intensive industry. In this paper, we study how trends such as
DevOps and short feedback loops, data and artificial intelligence (AI), as well as the emergence of digital
ecosystems, are changing current product management practices.
Methods: This study employs a qualitative approach using multi-case study research as the method. For
our research, we selected five case companies in the software-intensive systems domain. Through workshop
sessions, frequent meetings and interviews, we explore how DevOps and short feedback loops, data and
artificial intelligence (AI), and digital ecosystems challenge current PM practices.
Results: Our study yielded an in-depth understanding of how digital transformation of the software-intensive
systems industry is changing current PM practices. We present empirical results from workshops and from
interviews in which case company representatives share their insights on how software, data and AI impact
current PM practices. Based on these results, we present a framework organized along two dimensions, i.e.
a certainty dimension and an approach dimension. The framework helps structure the approaches product
managers can employ to select and prioritize development of new functionality.
Contributions: The contribution of this paper is a framework for ‘Strategic Digital Product Management’
(SDPM). The framework outlines nine approaches that product managers can employ to maximize the return
on investment (RoI) of R&D using new digital technologies.
. Introduction

Engineering is concerned with building solutions with the intent
o solve a certain problem and to support and serve specific needs.
n [1], the engineering method, and the role of an engineer, is described
n terms of change, resources, finding the best solution to a problem
nd dealing with uncertainty. Although the reference dates back to the
0’s, the art and craft of engineering that is described applies well
o the engineering of products and systems that we see today. In a
oftware engineering context, and in development of software-intensive
ystems, this involves e.g., identifying and carefully considering cus-
omer requirements, designing an appropriate architecture, developing

detailed design, implementing and testing this before releasing to
ustomers. However, whereas engineering is traditionally concerned
ith how to build products and systems, there is another activity
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concerned with ’what to build in the first place. And, perhaps even
more importantly, ‘why’ we should build the feature, product or system.
This activity is typically referred to as product management.

In research, the role of product management has been carefully
studied and recognized as critical for the success of any product. In [2],
product management is defined as ‘‘the discipline and business process
which governs a product from its inception to the market or customer
delivery and service in order to generate biggest possible value to the
business’’. Although the definition refers to ‘‘product management’’,
the authors detail this by explaining that this also includes ‘‘solution
management’’ which is rapidly gaining importance in the software in-
dustry as well as in any industry with systems involving software parts
and components. According to the authors and this definition, product
management as a business process provides leadership to activities such
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as portfolio management, strategy definition, product marketing and
product development. In the paper, the authors provide a detailed dis-
cussion on how a product manager looks to the overall market success
and evolution of a product together with its subsequent releases and
related services, and how this role involves and relates to management
of software parts and components.

In software engineering research, there is rigorous research on soft-
ware product management and the specific tasks and responsibilities
that this role involves. The term software product management was
coined already in 1997 [3]. With this, the idea of letting an individual
manager championing and taking responsibility for a product, i.e., the
product management role as described above, was applied to a software
organization. According to [4] the software product manager extends
configuration management of code and software artifacts with delivery
data, customer data, and change requests. Today software product man-
agement is a discipline that is viewed as the bridge between software
engineering and business. There is rigorous research to illustrate this.
In [5] the authors describe how the success of a product depends on
all the activities from strategy and marketing to product launch and
customer support, as well as on the development activities. The authors
suggest that by improving their overall product management practices,
including software product management, companies can significantly
reduce development and release cycle time. In [6], the authors rec-
ognize how the product manager is the key responsible for product
requirements, release definition, product release, and for creating and
supporting development teams as well as for preparing and imple-
menting the different business cases. Another study describes software
product management as a discipline involved in creating, delivering,
and maintaining software products and systems [7]. As pointed out
in [6], the product manager owns the business case and assures that
a product release delivers the expected value to customers as well as to
the business.

In our research, we focus on software-intensive systems. A software-
intensive system is a system in which software influences the design,
construction, deployment, and evolution of the system as a whole
to encompass individual applications, subsystems, systems-of-systems,
product lines, product families, whole enterprises and other aggre-
gations of interest [8]. As recognized in [9], this can be products
like e.g., phones, cars and airplanes. When looking at state-of-practice
in development and delivery of software-intensive systems, there are
numerous frameworks that support product managers in their daily
activities as well as for strategic and visionary work. Based on our own
experience from long-term collaboration with companies in the em-
bedded systems domain, SAFe is one of the most common frameworks
for product strategy, planning and road mapping.1 In the companies
we studied, SAFe is the primary framework for scaling agile practices
and for supporting rapid and continuous development and delivery of
system components ranging from mechanics and electronics to digital
components such as software. For a product manager, as well as for
a software product manager, agility is key. This function needs to
decide how to realize agility in the system design, how to exploit its
capabilities as well as focusing efforts on features that customers care
about and that can be monetized.

During recent years, different versions of SAFe have become widely
adopted by companies that wish to scale their agile practices, accelerate
value delivery and shorten feedback loops to customers. However, there
are several other frameworks for supporting and improving product
management practices in general, and software product management
in particular. As a few examples, the ISPMA framework provides a
holistic view on the activities of software product management,2 the
PM reference framework identifies key process areas as well as the
takeholders and their relations [10], the SPM competence model

1 https://scaledagileframework.com/
2 ispma.org
2 
outlines key capabilities a software organization should implement
to improve its maturity [11]. Similarly, other frameworks provide
support for process improvement and process assurance [12] as well
as for re-engineering product development management practices [13].
Also, numerous studies outline key success factors for product manage-
ment [2] and best practices, e.g., [14–16] that are considered useful
across industry domains.

However, although there is prominent research on product manage-
ment and the importance of this discipline in relation to e.g., software
and software development, there are few studies that explore how this
role is changing due to recent, and profound, trends that come with
digitalization and digital transformation. As concluded in our previous
research [17], digital technologies fundamentally change development
organizations and how these operate. When referring to digital tech-
nologies, we mean software, data and artificial intelligence (AI) and in
our view, these have significant implications on product management
and the practices that the product manager typically employs. Whereas
earlier, product management was often pictured as primarily concerned
with predicting the outcomes of development efforts and prioritizing
requirements based on these predictions [16], digital technologies re-
quire a shift towards novel ways-of-working involving experimentation
and continuous testing of hypotheses [18,19]. In particular, data and
AI bring new opportunities in relation to e.g., obtaining customer
feedback, generating documentation, providing insights to customers,
conducting market and trend analysis, planning and prioritizing fea-
tures and improving decision-making processes. At the same time,
challenges are introduced as managing systems with data and AI com-
ponents is different from managing a system with traditional hardware
and software components. In our view, the rapid and continuous cycles,
the dynamic nature, and the constant evolution that digital technolo-
gies bring to any system life cycle will have an impact on how product
management practices are conducted.

In this paper, we explore how trends such as DevOps and short
feedback loops, data and artificial intelligence (AI) as well as the
emergence of digital ecosystems challenge and change current prod-
uct management practices. Our research builds on multi-case study
research in companies in the software-intensive systems domain that
experience rapid changes in the business environments in which they
operate and as a consequence, need guidelines for how to approach
and reason about their product management practices going forward.
The research question we explore is the following: ‘‘What are the novel
approaches that product managers in software-intensive systems companies
can employ to maximize the return on investment of R&D when having
access to DevOps and short feedback loops, data and artificial intelligence
(AI) and digital ecosystems?’’

This paper is an extension of the paper titled ‘‘Strategic Digital
Product Management in the Age of AI’’ [19] presented at the 14th
International Conference on Software Business, 2023. In the conference
paper, and based on workshop sessions in four case companies, we
identified the key challenges that companies in the software-intensive
systems domain experience with regards to their current PM practices.
In addition, we presented an empirically derived framework in which
we outline six approaches for PM in the age of artificial intelligence
(AI). In this extended paper, we present new empirical data that
complements our previous findings and provides the foundation for an
evolution and extension of the original framework. The new empirical
data involves an interview study with 12 representatives from three
case companies and brings new insights on how digital technologies
are changing current PM practices. Based on our previous workshop
study, and the complementary interview study, we present an extended
framework that provides a more fine grained categorization with nine
approaches that product managers can employ to maximize the return
on investment (RoI) of R&D using new digital technologies.

The remainder of this paper is structured as follows. In Section 2, we
review literature on product management and we present frameworks

that are currently used to support and guide this role. Also, we detail
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three digitalization trends that we see challenge and change current
practices. In Section 3, we present the research method we used and
the case companies involved in our study. In Section 4, we present
our empirical findings from workshop sessions and interviews in the
case companies. In Section 5, we present a framework for ‘Strategic
Digital Product Management’ in which we detail nine approaches that
product managers can use to maximize the return on investment (RoI)
of R&D using new digital technologies. In Section 6, we discuss threats
to validity. In Section 7, we conclude the paper and outline future
research directions.

2. Background

2.1. Product management practices

Engineering is concerned with solving problems and finding the
optimal solution to the problem at hand [1]. In the engineering of
software-intensive systems, i.e., systems in which software influences
the design, construction, deployment, and evolution of the system [8],
this typically implies activities such as e.g., requirements engineer-
ing, designing an architecture, developing software, implementation of
software, testing and validation of the system and finally, release to
customers. However, whereas engineering is concerned with ‘how’ to
build systems, there is another activity concerned with ‘what’ to build
and even more important, ‘why’ we should build the system in the first
place. This activity is typically referred to as product management and
over the years, numerous studies have explored the activities involved
in product management and the role of the product manager. In [2], the
authors conclude that the role is critical and that with a consistent and
empowered product management role, the success rate of projects in
terms of schedule, predictability, quality and project duration improves
significantly. In [11], a product manager is referred to as the ‘‘mini-
EO of an organization’’ as they are positioned at the center of the
rganization where they keep in contact with all stakeholders to ensure
hat they work towards the same goal. In [20], the author discusses
ow proper product management processes improve resource man-
gement efficiency, lead to increased business growth, better budget
ontrol, higher user satisfaction, increased release predictability and
aster release cycles. As depicted in [21], product management is the
ole responsible for what the product is, how it works, whom it serves
nd how it affects the company and its customers. A product manager
eeds a deep understanding of the customer as they determine the
alue of every solution. As a comprehensive summary, [22] outline key
roduct management practices in a framework involving management
rocesses, support processes and software lifecycle processes.

Recently, increasing attention has been directed towards under-
tanding the role of product management in agile organizations and
n relation to e.g., product owners. In [23], the authors describe how
he product owner represents the customer but how this role may not
e sufficient. What is needed is a dedicated manager who systemati-
ally discovers features that maximize the product value and who can
uickly experiment with the delivery of those features. In the paper,
he authors outline how product management is a discipline that can
chieve such a flow and the role of a product manager is defined as
omeone who continuously develops product portfolios and sustains the
ink to customer demands. The authors conclude that the found that the
ssence of the product manager role in agile is to make sure that the
roducts are continuously linked with market demands. Similarly, [24],
ocuses on the product manager role in agile organizations and how
ethods such as SCRUM are used to support product managers in

oftware organizations. The authors propose an agile method that helps
o improve the ability to handle large amounts of complex requirements
n an agile software development environment. As can be seen in the
tudies mentioned above, and if looking at the impressive body of
nowledge in the field, the importance of this role is only increasing.
3 
2.2. Product management frameworks

There are several frameworks and models that provide support
for product management. With a focus on how to effectively scale
agile practices, SAFe has become one of the most common and widely
adopted frameworks in industry and it is used by companies across
industry domains. In the most recent version, product management
is described as the function responsible for defining desirable, viable,
feasible, and sustainable solutions that meet customer needs and as
the function supporting development across the product life cycle. In
SAFe, the guidelines that are provided target product managers in
all types of organizations e.g., hardware as well as software-oriented
organizations, and the framework provides detailed advice on the
activities involved in solution development and integration. In [25], the
authors conclude that increased transparency, alignment, quality, time
to market, predictability and productivity are the perceived benefits of
SAFe, while the challenges are associated with resistance to change and
controversies with the framework.

In addition to SAFe, there are prominent frameworks directed to
software product management e.g., the ISPMA framework. This frame-
work provides a holistic view of key activities and tasks with the intent
to establish and improve these practices in software organizations.
In [26], the authors build on the ISPMA framework when providing
best practices for product strategy, product planning, strategic man-
agement and orchestration of the functional units of the company. In
a similar fashion, the SPM reference framework identifies key process
areas as well as the stakeholders and their relations [10] based on
an extensive literature study as well as industrial case studies. Closely
related to this framework, the SPM competence model outlines key
capabilities that organizations should implement to improve prod-
uct management maturity and impact [11]. The model provides an
overview of portfolio management, product planning, release planning
and requirements management, and the focus areas for each of these
functions. In addition, the model highlights the many interactions that
take place between different stakeholders and how information flows
between different organizational roles and functions.

In addition to the above mentioned frameworks, there are several
models that, in different ways, provide guidance for how to improve
processes and ensure value delivery and time-to-market. In [12], the
authors present an assessment framework that targets the unique chal-
lenges that product development organizations operating in market-
driven environments face and where product managers have a critical
role in addressing and solving these. Other models combine business
management and product development with the intent to provide orga-
nizations with a common understanding for how to organize software
product development, and in particular, activities that fall under the
responsibility of the product manager.

2.3. Digitalization trends

There are numerous studies that emphasize the impact of digi-
tal technologies and new ways-of-working. As only a few examples,
in [27], the authors study how continuous deployment of software
improves customer support and how the use of DevOps practices help in
integrating development and operations of systems. In [28], the authors
show how data from products in the field changes decision-making
processes as well as insights provided to customers. In [29], the authors
illustrate how experimentation practices can be introduced in large
organizations as a primary mechanism for transitioning towards data-
driven ways-of-working. Also, there are multiple studies that highlight
the power of AI and how technologies such as e.g., ChatGPT are
already changing current practices and ways-of-working [30,31]. In
addition to our own previous research as well as research by others,
our experiences from working closely with companies in the software-
intensive systems domain for more then a decade helped us identify
three digitalization trends that these companies recognize as having
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a major impact on existing ways-of-working and that challenge their
current product management practices. Below, we detail these trends
and the effect they have on the product manager role as experienced
by practitioners in the field. Hence, the trends we identify are based
on our experiences from working closely with companies in a domain
where product management practices are critical for the success of the
system. We have selected the trends that we, over time, learnt about
from industry as the major ones affecting their current practices.

2.3.1. DevOps and short feedback loops
The emergence of agile practices and the model with short sprints

fundamentally changed the ways in which software was developed and
delivered. Over the last two decades, these practices have been adopted
across industry domains and companies report on increase in value
delivery and decrease in cycle time. With the emergence of DevOps,
the feedback cycle with customers is further shortened when bringing
development and operations together [32]. DevOps is a set of practices
intended to reduce the time between committing a change to a system
and the change being placed into normal production, while ensuring
high quality [33]. Often, DevOps is referred to as a mindset that encour-
ages cross-functional collaboration between teams to accelerate deliv-
ery of changes using automated builds and continuous deployment. For
DevOps to be effectively adopted, technical transformations include,
e.g., automated deployments using build and continuous integration
tools, treating infrastructure as code, and continuous monitoring of
infrastructure and system behavior in production. On the organiza-
tional side, it is crucial to build and strengthen a collaborative culture
to successfully establish a straightforward communication and shared
responsibilities [34].

With DevOps, the role of the product manager changes in several
ways. First, it becomes much more integrated with the engineering
teams. For a DevOps team, the intention is to have competences that
cover the end-to-end life cycle of a feature. In this process, the role
of the product manager is key in identifying, prioritizing and having
the feature developed according to customer needs. In addition, the
product manager in continuously concerned with adjusting and adapt-
ing the feature to potentially changing customer needs. Second, agile
organizations shift from being specification-centric to becoming more
experiment-centric. With an experiment-centric approach, and in each
DevOps sprint, product managers have the opportunity to use data to
continuously measure the impact of development efforts and hence,
adopt a more customer-centric approach to product development. With
DevOps, systems are grown instead of built. This means that rather than
having the product manager elicit the requirements in the early phase
of development and asking the team to build a feature according to
a specification, the focus shifts to having the product manager define
the outcomes and to ask the team to iteratively develop and deploy
functionality that support these.

2.3.2. Data and artificial intelligence
Across industry domains, companies experience rapid changes to

their existing practices due to the many opportunities that digital
technologies bring. As recognized in e.g., [17,18], data and AI allow
for continuous monitoring, improvement and optimization of system
functionality and hence, continuous value delivery to customers. In
addition, data and AI provide the basis for entirely new data-driven
and digital offerings and companies in the software-intensive systems
domain, as well as in other domains, are currently experimenting with
how to monetize these offerings through new digital business models.
While traditional products were typically monetized using transactional
models, digital technologies bring the opportunity to have recurring
revenue streams and continuous value delivery [35]. Finally, data
and AI enable companies to shift towards customer business models
based on customers’ key performance indicators (KPIs) and two-sided

markets. In KPI-based business models, companies monetize based on

4 
how well they fulfill specific customer KPIs e.g., the number of suc-
cessful deliveries on time if looking at a fleet owner within the logistic
business. In a two-sided market model, data from existing customers
is collected to then be monetized with a new customer segment. This
allows for subsidizing the original customers while, at the same time,
generating revenue from an entirely new customer base [36,37].

With data and AI, the role of the product manager shifts from
being concerned with predicting the outcome of development efforts
and prioritizing requirements based on these predictions, towards ex-
perimental ways-of-working where hypotheses are defined and where
practices such as A/B testing are used to test these by collecting data
on customer behaviors and feature performance. Also, the product man-
ager can use data from products in the field to continuously monitor,
validate and improve customer value.

2.3.3. Digital ecosystems
As a recent trend, business environments are being recognized as

digital ecosystems in which different stakeholders collaborate, interact
and use information technologies as common resources [38]. In [39],
digital ecosystems are described as open communities where there is no
permanent need for centralized or distributed control or for single-role
behavior. The concept of digital ecosystems is proposed as a new way to
understand the increasingly complex and interdependent systems that
are being created and that are characterized by self-organization, scala-
bility and sustainability. Furthermore, digital ecosystems have business
models in which the main revenue stream no longer consists of the
production of a product that is sold to customers, but rather, provision
of a combination of services and products to their customers [38,40].

From the perspective of product management practices in the case
companies we studied, digital ecosystems and platforms are increasing
the importance of their ecosystem strategies, including activities such
as e.g., establishing new strategic relationships, maintaining existing
relationships to ecosystem stakeholders and being able to re-position
and change the power balance if/when needed to maintain competitive
advantage. Also, their ecosystem engagements are critical for devel-
opment of new services as these typically involve third parties, for
innovation efforts as these are often in collaboration with others, for
shifting resources if and when needed. Although no business is an
island and although collaboration platforms are not new, the notion
of digital ecosystems come with an increasing focus on digital innova-
tion platforms and digital marketplaces where every company need to
position itself to be an attractive partner at the same time as reap the
benefits of the collaboration. Since product management is critical in
the planning, strategy and vision of new products, the product manager
needs to have an understanding for the dynamics of the ecosystem, an
understanding for how new digital platforms impact/allow for relation-
ships to stakeholders and not the least, how to monetize and how to
create monetize new/existing products in the different ecosystems in
which they operate. Moreover, software product development is rapidly
shifting from focusing on internal scale, efficiency, quality and serving
customers in a one-to-one relationship, towards contributing to an
ecosystem of multiple players [41]. In this shift, the product manager
has a critical role in defining and realizing a sustainable strategy and
vision of what adds value to customers. Finally, the ecosystem aspect is
critical as it allows for product managers to strategically reason about,
and decide, whether development of certain functionality should be
conducted in-house or by an ecosystem partner.

3. Research method

3.1. Case study research

The research question we explore in this paper is the following:
‘‘What are the novel approaches that product managers in software-intensive

systems companies can employ to maximize the return on investment of R&D
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when having access to DevOps and short feedback loops, data and artificial
intelligence (AI) and digital ecosystems?’’

Our research question is of an exploratory nature. To allow us
to study this research question in practice, we chose the case study
method as our research approach. Case study research has become
a well-established and appreciated method in software engineering
research as it allows for in-depth empirical investigations of contem-
porary, and complex, phenomena [42]. Hence, the empirical findings
and the contributions reported in this paper build on case study re-
search conducted in close collaboration with multiple companies in the
software-intensive systems domain. In [43], case studies are defined
as information gathering from a few selected entities with little or
no experimental control. Similarly, [44] emphasizes how case studies
are useful when studying organizational contexts with complex and
intertwined conceptual structures. Typically, and if looking at the many
papers based on this research approach, case studies are rewarding
when exploring organizational contexts and how stakeholders within
these contexts experience the adoption, implementation and impact of
new technologies. Also, the case study method is widely adopted when
studying change management initiatives and similar situation in which
different organizational and cultural perspectives and perceptions play
a critical role. In our study, we adopted a multi-case study approach to
explore how key trends such as DevOps and short feedback loops, data
and artificial intelligence (AI), and digital ecosystems challenge current
product management practices. The findings we present are based on
close collaboration with a selected set of companies in the software-
intensive systems domain. All the case companies are members of a
larger research collaboration in which industry and academia work
closely together to help accelerate digitalization (www.software-center.
se). For the purpose of this research, we engaged with companies within
the research collaboration of which we are part, and that expressed
an interest in understanding the impact of digital technologies and
how these impact and change their current practices. As mentioned
earlier in the paper, we have been working with these companies for
more than a decade and we meet on a regular basis. This means that
we have had the opportunity and the privilege to be part of, and
study, many aspects of their digital transformation journey and the
implications of this. Recently, we experienced an emerging interest
in product management practices and how these are changing due to
digital technologies. Therefore, the case companies were selected based
on their interest and willingness to explore this topic. Although the
case companies differ in characteristics and domain, they are all world-
leading companies with mature products, large-scale organizations that
work in agile ways and with DevOps practices implemented and key
stakeholders in their ecosystems. In addition, they all experience a
situation in which software, data and AI are becoming increasingly
important for the products and systems they develop and deploy.

In the remainder of this paper, we report on our research consisting
of two phases. The first phase involves workshop sessions and frequent
check-in meetings in which we discussed current practices and on-going
use cases at the case companies. This phase was conducted between
January 2023 and September 2023. The second phase involves an
interview study conducted between October 2023–December 2023 in
which we met with representatives from three case companies. In this
phase, we extended the number of case companies when engaging also
with case company E. This company operates in the physical security
and video surveillance industry and was not part of the workshops
in the first research phase. It should be noted that in addition to the
empirical data collection for this paper, we also have had the privilege
to work with all case companies as part of the larger research initiative
for more than a decade. This gives us the opportunity to use insights
and experiences from our previous work as complementary input also

in this study.

5 
3.2. Case companies

The following five case companies were involved in our study:

• Case company A is a networking and telecommunications com-
pany. For the purpose of this paper, we engaged with roles
involved in product management, engineering management and
data analytics.

• Case company B is a company manufacturing vehicles. For the
purpose of this paper, we engaged with roles involved in product
management, technology management and strategy lead.

• Case company C is a food packaging and processing company.
For the purpose of this paper, we engaged with roles responsible
for data management and connectivity and software and systems
engineering.

• Case company D is a company manufacturing trucks. For the
purpose of this paper, we engaged with roles responsible for
product management, technology management and autonomous
drive.

• Case company E is a networking and telecommunications com-
pany manufacturing network cameras, access control, and net-
work audio devices for the physical security and video surveil-
lance industries. For the purpose of this paper, we engaged with
roles involved in data collection and data analytics.

In all case companies, we have key contacts with whom we collab-
orated closely with for more than a decade. When initiating the study,
we reached out to these key contacts and asked them to provide us with
key individuals and groups within the company for whom this research
would be relevant. It should be noted that since the case companies
were eager to explore this topic, they had already internal commitment
from people who were interested in participating in the study. Since
the companies are large multi-national companies, we interacted with
a limited number of people but that represented key stakeholders with
an interest in the topic.

3.3. Data collection and analysis

Our research was conducted following the typical guidelines for case
study research as presented in e.g., [42]. Similarly to other guidelines
and research protocols for case study research, these guidelines allow
for careful research design, data collection and analysis. Our empirical
data collection was conducted in two phases. In the first phase, we
engaged in workshop sessions at case company A, B, C and D. The work-
shop sessions lasted for 1–3 h, involved 4–10 people and focused on
current PM practices, challenges and opportunities that come with dig-
ital technologies, and best practices and strategies for how to address
and mitigate the challenges. In addition to these workshops, we had bi-
weekly and/or monthly check-in meetings (online) to review status of
the initiatives and we continuously discussed solution development and
next steps. In total, we met with the case companies in 12 workshops (7
workshops in company A, 3 workshops in company C and 2 workshops
in company D). In general, we did not always have the same people in
all workshops in the case companies. However, we made sure to have
a good overlap so that there were always people attending who had
experience from previous workshops. In a company context like the
ones we study, it is difficult to have the same people participate in all
activities due to their very busy schedule. Also, we view the variation
of people as a positive thing as it helps disseminating the knowledge
gained from the workshops in the company. With regards to the results,
the different people brought their different expertise, and we were able

to get input from several key roles and functions throughout our study.
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With company B, we interacted primarily by using frequent check-
in meetings (on-line) and e-mail conversations. As part of the col-
laboration with the case companies, we were able to follow several
improvement initiatives as well as internal discussions on how to
rethink and reinvent the product manager role. Also, the longitudinal
nature of our research allows us to capture not only our most recent
experiences in the companies, but also challenges and solutions that we
have seen emerge over time and as a result of their long-term and on-
going digital transformation. It should be noted that we have worked
with several of the case companies for more than a decade, and we have
reported on specific teams, products and challenges in previous work.
However, in this paper the focus is on product management whereas
our earlier publications focused on the software engineering challenges
that the case companies experience.

In the second phase, we conducted semi-structured interviews with
company C, D and E between October 2023–December 2023. In this
study, we met with 12 company representatives in 11 online interviews
(the interview in case company E involved two people). It should be
noted that case company E was added as an additional case company
in this second phase of our research due to their interest in this topic
and the many relevant challenges they experienced (that were similar
to the challenges experienced in the companies that were already
involved in the study). All interviewees were senior people with long
and rich experience from their respective company and from working
with software, data and AI in the context of software-intensive embed-
ded systems. The interviewees were selected by key stakeholders with
whom we have collaborated with for more than a decade and they are
always very careful to only involve people with extensive knowledge
and a good understanding for the company and the business. All
interviews lasted for one hour and they were recorded and transcribed
using the recording and transcription feature in Microsoft Teams. In
addition to the transcription that was generated for each interview,
one of the authors took complementary notes during the interviews.
Our focus was on understanding the impact of digital technologies and
how these change current practices and in accordance with this, our
interviewees were senior people in roles related to digital innovation,
digital transformation, product management, data analytics, marketing
and sales and business development. The workshop discussions pro-
vided a valuable foundation for the interviews and the findings from
the workshops were used as input, and basis for our understanding,
when conducting the interviews. As only one example, the workshops
revealed insights in how the product managers worked with data and
this was a valuable starting point when discussing this aspect of digital
technologies during the interviews. The interviews provided us with in-
depth insights that helped us in our understanding of the use cases and
the many ways in which digital technologies reshape and complement
current PM practices.

As the basis for analysis, notes were taken during the workshop
sessions, the check-in meetings and the interviews. In addition, all in-
terviews were recorded and transcribed using Microsoft Teams. During
data analysis, we adopted an interpretive approach [44,45] in which we
used our documented impressions to carefully reflect on our learnings
and what implications could be drawn from our empirical data. During
analysis, the notes and the interview transcripts were read by both
researchers to identify recurring elements and concepts. As an example,
the workshops were centered around a few key themes around which
our discussions focused. These themes lay the basis for our under-
standing of how the case companies work with customer value, how
they use experimental practices and how they are increasingly using
large data sets as the basis for development as well as for decision-
making. When revisiting the workshop notes, we identified common
patterns among the companies and these are what we report on in
the results section. Similarly, the interviews were designed around a
few key themes to help identify the impact of digital technologies and
how these change current practices in the companies. Our analysis

resulted in the nine approaches we present in the framework. The
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approaches were derived from the workshop discussions and from the
interviews with the intention to help structure the different approaches
that product managers employ to select and prioritize development of
new functionality. As suggested by [44], the generalizations we present
are valuable for other organizations that experience similar challenges
and contexts as the case companies involved in our study.

4. Empirical findings

The challenges experienced in the case companies are due to the
rapid pace of digital transformation and the new ways-of-working that
come with digitalization. From the perspective of PM, new digital
technologies offer the opportunity to adopt novel approaches to key
activities and tasks with the intent to significantly shorten time to mar-
ket and enhance value delivery to customers. However, to achieve this,
and to maximize the benefits of digital technologies, new guidelines
are needed as existing frameworks often fail in effectively supporting
e.g., short DevOps cycles involving continuous development and de-
livery of data and AI-intensive system components. This should not
be interpreted as if existing PM frameworks do not provide valuable
guidance and support. Instead, it should be interpreted as if existing
frameworks need to be complemented with guidelines that help product
managers reason about the different approaches that are available and
how to best benefit from each of these. Especially, existing frameworks
need to be revisited to allow product managers to expand their current
tool box with new approaches that reap the benefits of e.g., data and AI.
With toolbox we mean the different approaches that a product manager
can employ to select and prioritize development of new functionality.
If effectively exploiting these new technologies, product managers, as
well as many other roles, can advance their practices and accelerate
value delivery to customers.

Below, we present our empirical findings. First, we provide a sum-
mary description of the workshop sessions where we focused on the
ways in which the case companies, and especially product managers,
approach and manage their tasks. To illustrate the workshop discus-
sions, we describe a few use cases that were discussed as part of the
workshops. Second, we provide a summary of the interview study we
conducted and in which we explored the impact of digital technologies
and how these change current practices in the case companies. The
workshop summary illustrates the challenges product managers face
in their daily practices and the approaches they employ to manage
their responsibility of realizing functionality that meet customer needs.
The interview study summary provides additional details as well as
an overall understanding of how different roles in the case companies
experience digital transformation and the challenges and opportunities
digital technologies bring.

4.1. Workshop summary

In the following sections, we share the key findings from the work-
shops that we conducted. We organize our findings along three main
themes, i.e. customer needs, data and hypotheses and the use of artifi-
cial intelligence as these were themes that were used as overall starting
points for the discussions. Based on our previous experience when
working with the case companies, the challenge of how to identify
and continuously ensure that customer needs are met, the challenges
in adopting experimental ways-of-working and the novel challenge
of using AI are key to advance and accelerate product development.
Hence, these areas are critical for product management and a valuable

starting-point for discussions.
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4.1.1. Understanding, managing and validating customer needs
Key for all development activities in the case companies is an

accurate understanding of customer needs and what brings value to the
customers the systems they develop are intended to serve. Several of
the case companies we studied develop safety-critical systems that are
subject to strict regulations and high up-time demands e.g., telecom-
munications systems and networks, trucks, vehicles and manufacturing
and production plants. This means that in addition to identifying and
understanding requirements from customers, there is a large set of
requirements that are defined by external forces. In the case compa-
nies, the primary approach to development has for a long time been
a requirement driven approach where requirements are elicited and
specified before any development activities are initiated. This is done
through e.g., customer interviews, surveys, focus groups, and other
qualitative techniques that help the development organization gather
information from different stakeholders, such as e.g., customers, users,
and partners, to understand what they consider valuable functionality.

From a product management perspective, requirements engineering
is a critical task for understanding, managing and validating customer
needs. In the workshop discussions, we learnt about several use cases
where the product manager is responsible for collecting and specifying
requirements as input for the development teams. Over the years, this
input has been primarily qualitative in nature and based on direct cus-
tomer feedback reflecting what customers believe they need and what
they wish to see in the system. Based on our discussions with company
representatives, we see that a requirement driven approach to develop-
ment is well suited for situations in which features and functionality
are well-understood, where there is a long-term agreement between
the customer and the development organization and where there is
less frequent change imposed on the system. The product managers
we engaged with confirm that in such situations they rely mostly on
qualitative customer feedback and that there is an underlying assump-
tion that customers know what they want. However, when applied also
in changing environments the requirement driven approach falls short.
This was confirmed in all case companies and people report on use
cases in which product managers ‘‘create an illusion of certainty’’ by
taking a requirement driven approach also in situations characterized
by uncertainty.

While understanding customer needs is one critical task, it is as
important to manage evolving and changing customer needs. As an
example, case company A delivers systems to a large number of cus-
tomers with very different needs. The role of product management
is to inventory these needs, to combine, merge, and prioritize among
these, and to present a road-map with a set of requirements for the
next release of the system. However, the development of systems that
serve a large customer group can easily lead to a tension between two
conflicting interests. On one hand, the development organization seeks
to achieve scale in terms of implementing as many new features to
as many customers as possible. On the other hand, the development
organization needs to show responsiveness to strategic customers. This
requires the ability to balance exploration and exploitation which is
a challenge in the use case we studied. From a product management
perspective, the example in company A illustrates the challenge of
balancing individual customer requests while at the same time serving
a large customer base. During the workshops in company A, we learnt
that the most rewarding approach is to have some of the organization’s
development teams dedicated to specific customers that are identified
as the most strategic ones by the product manager. Based on the re-
quests from these customers, teams explore new features, improvement
of existing features and they release software updates in an iterative
and incremental fashion. Once exploration of feature improvements is
done with strategic customers, these are adapted to generic customer
needs and included in the planned releases. The product managers
participating in the workshops agreed that this approach allows for the
ability to respond rapidly to strategic customers, while over time hav-
ing the benefit of exploiting feature improvements and new software

updates also with the larger customer base.
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To continuously validate development of new functionality, and
to ensure that the intended customer value is delivered, the case
companies use different techniques to visualize a design of e.g., an app,
a feature or a product. These activities are often done within the user
experience teams but they also involve developers and product man-
agers. In several of the companies, customers and users are invited to
events and sessions where e.g., mock-ups are used to demonstrate new
functionality with the intention to collect feedback on functionality that
can be hard to envision by users before trying it out. The examples we
studied range from graphical interfaces to the workflow and interaction
patterns users employ when using new functionality. During the work-
shop sessions, we learnt that the feedback received from having users
try early versions of what could become new functionality is especially
useful in development situations characterized by low certainty and
where customers do not know what they want. In such situations, only
asking users is not enough as envisioning something that might be far
out in the future, or something that is changing rapidly, is very difficult.
Hence, visualization techniques are useful as it helps generate more
tangible feedback.

4.1.2. Data-driven identification, exploration and testing of hypotheses
Although the case companies rely on traditional requirements en-

gineering processes for large parts of their development efforts, the
discussions in the workshop sessions reflect a shift in how require-
ments are generated. While traditional requirements engineering pro-
cess focus on interaction with customers and on collecting qualitative
feedback, the availability and access to large data sets allow for a
shift towards the exploitation of historical as well as runtime data
to understand customer needs and feature usage. In case company E,
data is collected on the configuration of systems and how customers
change these. This data has proven useful as a basis for new feature and
product development and for understanding user patterns that might
be relevant also for development of the next generation of the system.
In company A, historical data collected from network nodes and base
stations reflect user behaviors that help in identifying e.g., throughput
and capacity needs for new systems. Also, it helps the company un-
derstand and predict potential peaks in the system. To use historical
data as a complementary technique to generate requirements is a
common approach in all the case companies and similarly to traditional
requirements engineering approaches, people agree that this is a useful
approach in situations where requirements tend to be stable and where
the system context is well known.

In addition to identifying customer needs and behaviors, we learnt
about situations in which data is used to help identify e.g., anomalies
or any type of pattern that is considered unexpected and rare and
where e.g., key performance indicators (KPIs) deviate from what is
standard. This is especially true for evolving system environments in
which data that reflects metrics that suddenly start to change can be
used to trigger a change request to evolve a feature or a function in a
system. For the product managers we talked to, techniques that help
them identify the need to evolve system functionality is critical and
data has become a key asset in this process. In several companies,
there are examples of use cases where the analysis of data helped the
development organization identify deviating user patterns that were
used to trigger a change request before the user group was able to
communicate this need verbally.

Situations with low certainty are challenging for all case companies.
In our workshop discussions, we learnt about use cases where product
management prioritized features that, in the end, where never used by
customers or used so seldom that the development efforts could not be
justified. To address this challenge, company B runs A/B experiments
on test vehicles with the intention to e.g., evaluate different versions of
an energy optimization feature with customers. The test fleet consists
of a group of vehicles and the company uses an experiment design
method to address the challenge of having a limited sample size and

increase the experiment power with small samples. In [46,47], we
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present the software engineering aspects of these experiments. Our
recent interactions with product managers in the company confirm
that experimentation practices such as A/B testing are well suited for
situations where there is a need to test different hypotheses and where
the solution to a problem is unclear. In addition to development of
software features in existing vehicles, the company has started apply-
ing experimentation practices in innovation initiatives to explore and
identify the potential value of new digital services and offerings. From a
product management perspective, the example illustrates the fact that
companies in the embedded systems domain, and product managers
within these companies, are increasingly adopting and using data-
driven development techniques involving data collection and analysis
as key input for feature development and improvement. In doing this,
the traditional, and often requirements-driven ways-of-working, are
complemented with experimental ways-of-working in which require-
ments are viewed as hypotheses to be tested. This reflects an important
shift in PM practices and approaches.

4.1.3. Creating, retraining and maximizing use of big data sets
A common pattern in all case companies, and a topic that was

high priority in all workshops, is the increasing importance of data
and AI. Regardless of company or company domain, the systems are
becoming connected, they collect data and they involve AI technologies
that allow for opportunities that were not present a few years back.
Based on our workshop discussions, it is clear that all case companies
have ongoing AI initiatives with hundreds of people working with
these technologies. Despite the large range of topics and the questions
each company seek to answer, typical areas include e.g., autonomous
drive, fleet security, personalization of devices and/or offerings, driving
assistance, predictive maintenance, connectivity security, supply chain
optimization, and speech and/or image recognition. At the moment,
the companies have their first deployments in operation, and they are
exploring viable alternatives for how to further scale machine learning
(ML) model deployment.

As an example of using ML to explore and optimize large data sets,
company A uses ML models for improving a paging feature. The paging
feature is an existing feature in the audio stream that detects when
the connection is poor. Due to the increasing complexity associated
with large telecommunication networks, and competing factors such
as latency, resource consumption and number of paging requests, the
intention was to explore to what extent the paging feature could be
improved by using ML. Another example from company A is using an
ML model for detecting noise in the networks. This model is based
on the 3GPP standard and does not change as the behavior is fixed.
From a product management perspective, the use of ML models in these
contexts illustrates the opportunity to have AI technologies complement
and even replace human efforts during software development. By re-
ducing time and costs, and by increasing accuracy in decision-making,
these technologies can reduce the overall effort spent by humans.
For the case companies involved in this study, the use of ML and
DL technologies have significantly reduced time and effort spent on
e.g., shifting through data, performing certain analysis tasks, detect
e.g., flaws and/or deviations in the production line etc. For the overall
R&D organization, this has huge benefits as resources can be allocated
elsewhere and to other tasks. Also, the return on investment (RoI) of
R&D improve as less effort are spent but the similar, or even better,
results can be achieved. Also, it shows how ML models can help realize
system functionality and perform classification and prediction activities
that would be challenging for humans to accomplish.

In company C, ML models are used to check the packages they
manufacture in order to detect any flaws or deviations in the sealings,
in the gluing, or in the way the package is put together. Temperature,
anomalies, and edges are analyzed to ensure quality of the sealings.
Here, the data set consists of packages with different patterns and types.
The architecture of this use case was presented in [48] where we show

how a global model in the cloud is trained with the knowledge gained
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from local model training at each client site. The learnings from the
cloud are fed back and shared to the client sites for inference using
transfer learning. The data set consists of packages with different pat-
terns, types and colors and with the this approach the case company can
optimize performance and minimize risks involved in the production
line. From a product management perspective, this approach allows for
an effective way to enhance quality assurance of products while at the
same time reduce efforts and costs involved.

In company D, one of the development teams use reinforcement
learning (RL) to explore the reward of introducing a new feature into
existing autonomous trucks. The use case is concerned with monocu-
lar depth estimation and in a recent paper we present the software
engineering aspects of this case by detailing the algorithm, the data
sets and the simulations that were conducted [49]. The approach is
of particular interest in contexts characterized by low uncertainty and
where systems need to quickly respond to dynamic environments. From
a product management perspective, the use case example illustrates
how the reinforcement learning approach allows for effective explo-
ration of an action space to determine if there is sufficient reward to be
accomplished by introducing the monocular depth estimation feature to
existing autonomous trucks. As a result of using the approach, product
managers can increase efficiency of tasks where human effort would be
too time-consuming, expensive and/or inaccurate.

4.2. Interview summary

Below, we present the findings from the interview study. Our focus
was on understanding the impact of digital technologies and how
these change current practices in the case companies. In what follows,
we summarize the key insights from this study with the intent to
provide an overall understanding of how the case companies experience
digital transformation. We structure our findings using three areas that
emerged from the interviews and that were mentioned by the majority
of the interviewees as key areas where digital technologies have a
major impact. The three areas are development lifecycles, new service
development and business and ecosystem innovation.

4.2.1. Development lifecycles
As a common theme in our interviews, the interviewees recognized

how new technologies in general, and the increasing amounts of data
in particular, are changing the traditional development lifecycle. For
almost every use case, there is now the opportunity to use data for
exploration, development and optimization of that particular use case.
While this brings a range of new opportunities, it also allows companies
to revisit existing practices and improve these using data. As an exam-
ple, all case companies use requirements-driven approaches where they
identify customer needs and translate these into system requirements.
Traditionally, this was done primarily by using qualitative approaches
where customers were asked what functionality they need and what
they wish to see in the system. While this is still a valid approach,
the case companies are advancing their practices by using data to help
them understand not only what customers say they do, but also to
measure what they actually do in practice. Typically, there is historical
data reflecting customer behaviors and feature usage and for the case
companies, this data brings important insights that help in identifying,
defining and realizing customer needs. This is particularly true for sit-
uations characterized by high certainty and where customer behaviors
do not change that rapidly.

Besides historical data that reflect e.g., feature usage or customer
behavior, all interviewees report on an increasing interest and ambi-
tion to use more real-time data. Especially, the automotive company
representatives report on large amounts of high-frequency and real-
time data with electric and autonomous vehicles. Similarly, the two
interviewees in company E highlight how the number of connected
devices is increasing and how this brings new opportunities in terms of

larger data sets: ‘‘...the number of connected devices are growing and all the



H.H. Olsson and J. Bosch

c
a
f
R

u
p
d
r
a
a
i
e

c
t
d
t
m
o
m
b
T
w
m
f

4

n
T
c
p
p
m
i
i
p
t
a
C
l
t

h
c
t
f
m
t

Information and Software Technology 177 (2025) 107594 
technical capabilities are there. For us this means new opportunities both in
terms of product improvements and in our understanding of our customers’’.
It is clear from all interviews that the availability of data support the
entire development lifecycle and that historical as well as real-time data
serve different purposes. In addition, it allows for presence at customer
site as recognized by one of the data scientists in company E: ‘‘...you are
able to be more ‘present’ at the customer site through a remote connection
even if not there physically’’.

The five interviewees in company D all describe how development
teams use data to explore the potential value of a particular use case,
how they use data as the basis for development of new features as well
as improvement of existing features, and for continuously optimizing
functionality to even better serve customers. In one of the interviews,
this is highlighted by the interviewee when saying: ‘‘Nowadays we
can use, process and access data in clever and effective ways to reach
the outcomes we are looking for’’. Similarly, another interviewee from
ompany D note that: ‘‘Many of the use cases require pulling data from
variety of different sources. When successfully done, this allows for

lexibility and for the ability to quickly respond and adjust to the needs of
&D which is critical during exploration and development of use cases’’.

In company C, one of the interviewees refers to the opportunity to
se digital twins as a mechanism to explore, understand and validate
otential use cases. According to this interviewee, the concept of a
igital twin offers great benefits in contexts characterized by strict
egulations and where simulations of real situations and their outcomes
re critical for decision-making. While simulations are well-established
s a practice, the increasing amounts of data help leverage the benefits,
mprove accuracy and increase the number of use cases that can be
xplored.

The product managers involved in our interviews refer to the in-
reasing amounts of data as both a challenge and an opportunity. While
he challenges are typically associated with how to effectively use the
ata and how to ensure the quality of the data, the opportunities relate
o the potential to significantly improve prioritization and decision-
aking processes. As a common view, product managers appreciate the

pportunity to base their decisions on quantitative feedback, i.e., by
easuring customer behavior, as a complement to the qualitative feed-

ack from customers in which they express what they did, do or will do.
his opportunity has an impact in the early phases of development as
ell as during development, and it expands the tool box that product
anagers have available when identifying, prioritizing and realizing

unctionality.

.2.2. New service development
In our interviews, we note a recurring theme of how digital tech-

ologies lay the basis for new and more advanced service offerings.
he interviewees report on how the companies use data to provide
ustomers with insights that help them monitor e.g., efficiency and
roductivity during the life cycle of their products. For example, com-
any D collects data on the average load of trucks and offers fleet
anagement solutions that provides fleet owners real-time insights

nto the location of vehicles, state of the drivers and other relevant
nformation. Company A offers network status visualization tools that
rovide operators with real-time accurate and easy-to-use insights on
he status of the networks allowing for identification of potential issues
nd accelerated troubleshooting. In one of the interviews in company
, the interviewee reflects on this when saying: ‘‘We are continuously
ooking to generate data that allows customers to answer questions about
heir own performance, so that they can analyze their own performance’’.

As even more advanced services, the case companies use data to
elp customers compare their performance with others. For example,
ompany D collects data that helps fleet owners compare their opera-
ional efficiency with other fleet owners. In addition, the company has a
eature that allows trucks to download data from high-resolution com-
ercial topography maps that are accessible online. This information is
hen used to help reduce fuel consumption when driving in e.g., rough
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road conditions or up a hill. In this example, as well as in similar
examples in other case companies, products in the field share data with
the company that is aggregated and provided back to all products in
the field. In this example, data is used to improve performance of all
products of all customers. In company C, one of the interviewees who is
responsible for automation and digital innovation refers to the ways in
which data is fundamentally changing current businesses when saying:
‘‘We no longer sell the filling machine and the material itself, we sell it as a
service’’.

All interviewees highlight the increasing use of data, the increasing
volumes of data, and the increasing challenge with data quality as new
services build on this data. In particular, all interviewees agree on the
importance of data quality. In all case companies, data lays the basis
for new data-driven and digital services and it is also used as input
to AI/ML models. Therefore, the quality of the data is critical and
all interviewees report on significant efforts being spent on cleaning,
processing and labeling data. One of the interviewees in company D
emphasizes this when saying: ‘‘Any data that is used for commercial
data driven services needs to be in a ‘data-as-a-product’ state and this
means high-quality and trustworthy’’. A dimension that was frequently
mentioned by both data scientists and product managers involved in
our interviews, is the importance of having high quality data as the
basis for decision-making. For the product managers, data is the input
for prioritization of features, monitoring of feature usage and whether
or not feature perform as expected. Several interviewees emphasized
the opportunities associated with data-driven decision-making but at
the same time, they recognized the risks involved. As one example,
one of the interviewees in company D shared how: ‘‘It’s also the cost of
incorrect conclusions because of wrong analysis, or analytics on incorrect
data, or simply misinterpreted data because of unclear semantics of the
data’’. Everyone agreed on data as a key asset and that becoming data-
driven is no longer an option. The ability to provide customers with
data-driven and digital services is key to stay competitive and this will
have an impact on all roles and all levels in the companies. From a
ways-of-working perspective, data allows for more exploratory devel-
opment in which data is used in short, iterative cycles to continuously
test hypotheses and explore new innovative use cases.

4.2.3. Business and ecosystem innovation
The case companies operate in business ecosystems where they

collaborate with, compete with, share with, and learn from other stake-
holders. Several interviewees referred to digitalization as an opportu-
nity to extend and improve existing product offerings and examples
such as e.g., remote diagnostics, preventive maintenance, continuous
deployment of software updates, automated troubleshooting, and auto-
mated release and configuration of systems were mentioned. However,
a common opinion among the interviewees was that the main benefits
with digitalization are not associated with adding digital capabilities
to the existing physical products but rather exploiting data and AI
for innovation of entirely new offerings. If successful, this allows for
new and recurrent revenue streams, the opportunity to accelerate
value creation, to replace transactional business models with contin-
uous models, and rapid cycles for exploring, developing and validating
customer and market needs. In the interviews, people mentioned sub-
scription services, ‘‘pay-as-you-go’’ business models, recommendation
and prediction services, and opportunities to have systems dynamically
optimize parameters for self-monitoring purposes as examples of new
innovations realized by digital technologies.

From the interviews, it was clear that digital technologies change
the ways in which current business ecosystems operate and one of the
interviewees refer to this when saying: ‘‘We have these new technologies
around AI which will basically shift the positioning of the ecosystem and
remove certain players. Also, new players enter and in our business we see
examples of companies forward integrating to e.g., get closer to customers
and increase access to data’’. This interviewee continues by describing

how digital technologies are changing the business landscape as well as
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the pace of innovation. While this offers endless opportunities, there are
challenges involves as well: ‘‘The pace of innovation that you have around
data, and the many new opportunities with AI, is difficult to grasp and many
people have still not fully understood them’’. Similarly, other company
representatives that we met with in our interviews emphasized the
general need to step up and advance the digital capability in the
companies. Also, everyone agreed on the challenge of follow and keep
up with the speed of technology evolution in their respective industry
domains.

5. Strategic digital product management

Product management is concerned with determining what to build
and why to build it. The goal of this decision process is to maximize the
return on the investment of the R&D resources. To accomplish this, the
product manager is required to predict what the impact of a function
or features on the customer, market and other stakeholders will be.
However, predicting the impact of new functionality is far from trivial
and traditionally the product manager simply had to prioritize the
content of a release based on their best understanding and assessment.
Due to technology development however, we are gaining access to
several new mechanisms that we can exploit to increase the accuracy
of our predictions or, at least, decrease the amount of waste associated
with building functionality that, in hindsight, turns out to be irrelevant.
These technologies include DevOps, data-driven ways of working as
well as artificial intelligence. Below, we discuss these technology trends
and how they impact the role of product management.

5.1. Technology trends

With the emergence of DevOps, we gain access to a new mechanism:
as the release frequency is significantly higher than with traditional
approaches to software release, we can afford to experiment with new
functionality before completing it. In this way, DevOps allows for
building a slice of new functionality, get it out to some of the customers
and use experiments to incrementally add and improve a feature.
Experimentation is particularly important in cases where the certainty
that a feature will add value is low. Research shows that potentially
more than half of all features in a system are never used or used so
seldom that the R&D investment was wasted [50]. Experimentation
is a powerful approach to address this challenge as we can answer
the question on whether functionality adds value with a much lower
investment.

Although many may consider the era of Big Data to be concluded
already, our experience shows that many companies still struggle with
adopting data-driven ways of working. However, product management
can increase its effectiveness as well as the effectiveness of R&D efforts
significantly by using data as part of the prioritization and decision
processes. Many companies use data primarily as a tool to confirm
believes already held by key decision makers in the company [51], but
the primary value that product managers can gain from using data is
where it disproves commonly held believes in the organization.

The third technology that has a major impact on product manage-
ment is, of course, artificial intelligence and specifically machine- and
deep learning. Especially in cases where it is difficult to algorithmically
develop a solution for a particular feature or requested functionality,
the use of a data set to train a ML/DL model that embodies the desired
functionality can be a powerful technique. Even in cases where we
know how to build functionality in an algorithmic fashion, it may still
be much more efficient to train a ML/DL model. These models can then
perform classification, prediction as well as other forms of inference.

The technology trends we see build on each other and interplay with
each other. In the companies we studied, DevOps and short feedback
loops are required to use, and benefit from, data in an effective way.
Using a DevOps approach, companies can continuously generate data
and use this data in fast cycles. As recognized in the companies we
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studied, this often results in an interest from partners in the ecosystem
who wish to get access to, build on, and exploit the use cases this data
represents in e.g., cross-industry collaborations and/or digital business
platforms.

5.2. Uncertainty

As product managers predict the impact of new features or function-
ality, we can recognize that there are different levels of uncertainty to
contend with. First, there are features and functions that the system
simply needs to contain. This can be the case because of competitor
parity, regulatory compliance or simply legacy features. Second, there
is functionality as well as features that need to evolve over time.
These changes can be in response to evolving customer preferences,
for instance for recommendation engines in e-commerce sites, because
of evolving contextual technologies, such as new release of operating
systems such as Linux, or simply because other, related functionality
in the system is changing. Finally, especially for more radical ideas
and concepts, it is often quite unclear whether the new functionality
or feature is even desirable and whether it delivers on the expectations
that product managers and others in the company have. In this case,
there is often a strong tendency to create artificial (or fake) certainty,
as humans dislike uncertainty. In these cases, it is important to simply
accept and communicate that the impact of new functionality is highly
uncertain.

In our experience, digital technologies allow for more rapid re-
sponse, as well as an increasing opportunity to learn from e.g., data,
which improves the capability to respond to change and manage un-
certainty. Also, we note how the contexts in which software-intensive
products and systems are used are becoming increasingly complex and
hence, dynamic. With new application areas, there is an increased
uncertainty in what is the optimal solution for customers and this
is something that PM’s, as well as other functions in the companies,
are trying dealing with. In the framework we present (Fig. 1), we
offer techniques for low certainty situations. Although our focus is on
management of existing products rather than innovation of entirely
new products, the approaches we present might be helpful, also in
this context. Our intention is that product managers can use these
techniques to minimize investment in any type of innovation until it
is shown that the idea indeed has traction.

The challenge of uncertainty and change over time also exists for
ML/DL models. In some cases, the input data and the domain in which
the system operates is rather static and it is sufficient to train a model
once and deploy it. In many situations, however, the context in which
the system operates evolves over time. In the context of ML/DL models,
there are two basic approaches to accomplish evolution of models,
i.e. retraining and reinforcement learning. We will discuss these in more
detail below.

5.3. The SDPM framework

As a means to structure the different approaches that we see product
managers employ to select and prioritize development of new function-
ality, we have developed a framework. This ‘Strategic Digital Product
Management’ (SDPM) framework is inductively derived from our em-
pirical findings and organized along two dimensions, i.e. a certainty
dimension and an approach dimension. The framework reflects the
insights we got from the case companies, and our generalizations we
draw from the individual use cases. For example, our empirical data
shows that all companies use a mix of traditional (e.g., requirements-
driven), data-driven and AI techniques when continuously trying to
identify, understand and improve customer value. Also, these different
techniques are exploited in contexts ranging from very stable and high-
certain to more uncertain contexts where customer needs change and
where predictions are more difficult. These insights lay the basis for
the two dimensions in the model and for each of these, we identify
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Fig. 1. Strategic Digital Product Management (SDPM) framework: nine approaches.
the available approaches to help structure the ‘‘toolbox’’, i.e., the many
available approaches, we see rewarding for PM. Our intention with
the framework is to illustrate that there is an increasing need to adopt
data and AI-driven approaches as these, in our experience, help product
managers in maximizing the return on investment of the development
efforts necessary to realize new functionality. The different use cases
we describe and that were explored during the workshops and the
interviews provide the basis for the nine approaches in the framework.
While an individual use case are not directly represented, the frame-
work reflects our overall understanding of the types of approaches
that are rewarding in a particular situation. The approach dimension
and the certainty dimension are a result of our understanding of the
case companies and how they work. As illustrated in the empirical
section, the case companies employ a range of different approaches,
i.e. traditional, data-driven and AI. These approaches are more or
less suited for different contexts (high certainty, evolving and low
certainty). The dimensions are based on our interpretations and our
analysis of the empirical data and the empirical examples we got from
the companies. Our framework is intended to help structure the many
available approaches that we see companies employ. Also, it helps
identifying what approach is suitable for what type of context. In Fig. 1,
the framework that we developed during our study is outlined.

As shown in the figure, we identify nine approaches that product
managers can use and we discuss each of these in more detail below.
It should be noted that the framework, and the nine approaches, are
focused on the individual product manager in an organization and
hence, can be viewed as a ‘‘toolbox’’ for this person/role.

• Algorithmic & Stable: This is the traditional product manage-
ment case where product management collects qualitative input
from customers, defines new functionality based on this input and
then defines a requirement specification to reflect the customer
input. This requirement specification is then provided to the
development organization to execute upon.

• Data-driven & Stable: Once increasing amounts of data are
collected from systems in the field or in the cloud, it becomes
easier to use data instead of verbal customer input to identify new
functionality. In this case, product management also develops a
requirements specification but the content is based on quantita-
tive data and often includes quantitative success metrics that need
to be accomplished in order for the functionality to be considered
successful.
It is important to distinguish these two approaches. In the former,
we are basing our decisions on what customers say they want
whereas in the latter, we base ourselves on what customer ac-
tually do in practice. This is an important distinction as there is
11 
ample research that shows that there are significant discrepancies
between what people say they do and what they actually do.

• AI & Stable: The third approach in the stable context of devel-
opment is where we, instead of using an algorithmic approach,
resort to a machine learning (ML) and/or a deep learning (DL)
model. In this case, the training data is largely timeless in that
it is not expected to change much over time. This means we can
train a model, deploy it and can refrain from updating it later on.
An example of such a situation is e.g., an ML model based on a
standard such as e.g., the 3GPP standard as is common in case
company A. In such situations, the model does not change as the
behavior is fixed.

• Algorithmic & Evolving: When we do not have quantitative
data coming back from the field, we need to rely on customer
feedback. In this case, the customer provides input on the need
for certain features or functionality to evolve. Based on that input
and confirmation of it with other customers, the product manager
defines a change request that the development organization uses
to evolve the functionality.

• Data-driven & Evolving: Once quantitative data from our sys-
tems is available, we can track in real-time whether functionality
and features are performing as expected. When we see that the
KPIs are starting to deviate and deteriorate, we can use that as
a trigger to formulate a change request to evolve the feature
or functionality. The challenge is that even if it is obvious that
the system needs to respond to changes, it may not be obvious
how it should do so. To address this, we propose exploratory
development where teams try alternative solutions to figure out
the most rewarding path forward.

• AI & Evolving: Many ML models experience creep in the data that
is used as input for the model. As a consequence, the performance
of the model often starts to deteriorate over time. In this case, it is
important to engage in periodic or trigger based retraining of the
model. During the retraining, the most recent data is used in order
to make the model as aligned with current reality as possible.
Although the trigger for retraining may be automated, in most
cases there is a human who decides whether a new model goes
live or not.
There are challenges around when to retrain, define trigger points
and how to ensure that appropriate monitoring is in place. Still,
the opportunity to use ML models for managing system evolution
is critical for PM practices going forward as it comes with benefits
that are hard to accomplish in traditional software development.

• Algorithmic & Low Certainty: In cases where new features or
functionality is proposed, either by customers or from within the
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company, but the certainty of this input having the expected
impact is very low, we need to adopt an approach that limits the
R&D investment between customer proof points. As we cannot
measure the usage of partially developed functionality, the most
suitable approach is to create mock-ups that can be used to collect
qualitative customer feedback.

• Data-driven & Low Certainty: In cases where data can be col-
lected from deployed systems, we can employ more experimental
approaches such as A/B testing. In this case, we extend the system
with a slice of newly developed functionality and provide it to
some users but not to all. This allows us to measure the impact
of new functionality. Of course, if we are confident that we
need to build the feature or functionality, but are not certain
how to realize it, we can experiment with multiple alternative
implementations.
As we shared earlier in the paper, many features in contemporary
systems are never or hardly ever used. The goal of experimenta-
tion is to determine whether a new features should be part of the
system at all. If the product manager decides that a new feature or
function should be realized through algorithmic code developed
by a team, the suitable approach is to ask the team to conduct A/B
experiments. The goal of the A/B experiments is to determine if
there is sufficient value for customers or the company providing
the system to its customers.

• AI & Low Certainty: In the case of AI, it is prudent to use
reinforcement learning in cases of high uncertainty. In this case,
the algorithm is given a state space and an action space. Based on
the action the reinforcement learning algorithm takes it receives
a reward. Based on this, the algorithm learns, over time, what
action is preferred in each situation. In an evolving system, the
algorithm continuously spends a small amount of its time explor-
ing. Consequently, when an alternative action is becomes more
suitable over time, meaning the reward goes up, the algorithm
will learn this and adjust its behavior.

To summarize this section, the role of product manager is to decide
hat functionality to build in high degrees of uncertainty and a contin-
ously evolving contexts. The SDPM framework we present identifies
ine approaches of how to realize functionality that meets the specific
onstraints for each of the identified situations. In the end, the product
anager needs to decide between these approaches based on his or her

est understanding of the situation. In general our guidance is to select
L/DL models over algorithm-based development when feasible and

o treat new functionality with more uncertainty then what one might
nitially believe. Both these guidelines allow for data-driven decision
aking and reduced development efforts.

While the individual product manager, as well as most roles within
n organization, is subject to the influences of the surrounding business
cosystem, the approaches we present are intended to advance the
ays in which the product manager can work to select and prioritize
evelopment of new functionality in collaboration with the R&D orga-
ization. The ecosystem perspective is primarily used as a context in
hich the product manager operates and in which e.g., requirements
re formulated, experiments are conducted, hypotheses are tested, and
rioritization of functionality is conducted. Hence, the nine approaches
e present are applicable also to the ecosystem context as e.g., the hy-
otheses a product manager wants to explore, and test, will most often
nfluence the surrounding ecosystem. In addition, input for hypotheses
ill often originate from the ecosystem and consequently, the product
anager is in continuous interaction with the business ecosystem. As
art of our research, and the results we present, we are looking for ways
n which we can support product managers in a more systematic and

trategic engagements with the ecosystem.
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6. Threats to validity

The validity of a study implies the trustworthiness of the results,
which is divided into construct, internal, external, and reliability [42].
In our first research phase, we collected empirical data from workshop
sessions and frequent check-in meetings with key stakeholders within
each case company. To address construct validity [45], we made sure
to define key concepts and terminology in the introduction of each
workshop as well as in the different meetings. This included a definition
and a discussion with the company representatives on concepts such as
DevOps, data, AI, and digital ecosystems as these were key concepts
in our research. Although there were situations in which people had
different understandings on the specifics of these concepts, they all
agreed on the general characteristics and the broader definitions that
we used as the basis for our discussions. In this way, we mitigated
potential misunderstandings and situations in which the researchers
and the workshop participants interpreted the discussions in different
ways. To address external validity, we used our empirical cases to
inductively derive our findings with the intention to provide value
for companies that have common characteristics as the companies we
studied. As such, we view our research contributions as related to
the ‘‘drawing of specific implications’’ and as a contribution of ‘‘rich
insights’’ [44]. We have no evidence that our findings would generalize
and be applicable beyond the case company domains we studied.
However, with the opportunity to study companies operating in several
different industry domains we believe that the findings we present have
the potential to provide relevance also in other companies with similar
characteristics as the case companies in this study.

7. Conclusion

The role of product management is key for building, implementing
and managing software products. In previous research [11], the role
is even referred to as the ‘‘mini-CEO of an organization’’ and product
managers are typically positioned at the center of the organization to
ensure that stakeholders work towards the same goals and that the
intended value is delivered to customers.

However, despite prominent research in this field, there are few
studies that explore how the product manager role is changing due
to digitalization and digital transformation. To address this, we ex-
plore how trends such as DevOps and short feedback loops, data and
artificial intelligence (AI), and the emergence of digital ecosystems
challenge and change contemporary product management practices.
Our research builds on multi-case study research in companies in the
software-intensive systems domain that experience rapid changes in the
business environments in which they operate and as a consequence,
need guidelines for how to approach and reason about their product
management practices going forward. The research question we explore
is the following: ‘‘What are the novel approaches that product managers
in software-intensive systems companies can employ to maximize the return
on investment of R&D when having access to DevOps and short feedback
loops, data and artificial intelligence (AI) and digital ecosystems?’’

The contribution of our paper is a framework for ‘Strategic Digital
Product Management’ (SDPM) in which we present nine approaches
that product managers can employ to maximize the return on invest-
ment (RoI) of R&D using new digital technologies. The approaches
range from traditional software development approaches to data-driven
and AI-driven development approaches. For each approach, we iden-
tify for which type of development context it is ideally suited for,
i.e., high certainty and stable contexts, evolving contexts and low cer-
tainty contexts. We conclude that the product manager needs to decide
between these approaches based on his or her best understanding of
the situation. Our general guidance is to select ML/DL models over
algorithm-based development when feasible and to treat new function-

ality with more uncertainty then what one might initially believe. Both
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these guidelines allow for data-driven decision making and reduced
development efforts.

In future research, we aim to validate the SDPM framework and
study the application of this in additional case companies. Also, we
aim to extend it with new techniques that can be used by companies
to effectively increase the RoI of R&D investments.
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