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Computational modeling of trans- and intergranular fracture in
polycrystals
Kim Louisa Auth
Department of Industrial and Materials Science
Chalmers University of Technology

Abstract

Nickel-based superalloys are commonly used in demanding environments, where
high temperatures are combined with considerable mechanical loads, such as
turbine disks in jet engines and gas turbines. When exposed to a combina-
tion of severe loading conditions, including an oxygen-rich environment, high
temperatures, and sustained tensile loading, the fracture mode of nickel-based
superalloys can change from the default ductile transgranular fracture to en-
vironmentally assisted intergranular fracture.

In this thesis, a fully chemo-mechanically coupled modeling framework is
presented for intergranular fracture. The framework is built on a cohesive
zone law, that is degraded based on the local oxygen concentration. Oxygen
transport is at the same time accelerated by traction gradients. The model
is complemented by a moving oxygen boundary condition, which follows the
crack tip upon crack propagation. It is demonstrated that the framework can
qualitatively predict experimental results such as the reduction of ultimate
tensile strength and the dependence of the average crack growth rates on the
environmental oxygen content, load level, and dwell time in cyclic loading.

In order to capture the formation of transgranular cracks, a thermodynam-
ical framework for ductile phase-field fracture is developed. It is based on a
large deformation crystal plasticity model and incorporates size dependence
via gradient-extended hardening. A micromorphic damage irreversibility ap-
proach is adopted to ensure thermodynamic and variational consistency of the
proposed model. A damage dependent micro-flexible boundary condition for
gradient-extended hardening is developed, which allows grain boundaries to
retain their resistance to slip transmission during hardening. Numerical simu-
lations show that the fracture model can describe transgranular crack growth
in two- and three-dimensional polycrystals, while considering microstructural
e�ects such as crystal orientation, grain geometry and void coalescence.

Keywords: Environmentally assisted fatigue, Intergranular fracture, Moving
boundary condition, Transgranular fracture, Phase-field modeling, Gradient
crystal plasticity, Micro-flexible boundary condition, Nickel-based superalloy.
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Overview
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CHAPTER 1

Motivation and research objectives

Nickel-based superalloys are a class of high-strength, heat resistant materi-
als. They are commonly used in applications that require materials operating
in demanding environments with high mechanical loading and high temper-
atures, such as parts of gas turbines or jet engines. While parts like turbine
blades are often made from single crystals, other parts like turbine disks are
commonly made from polycrystalline material. When exposed to a combina-
tion of severe loading conditions including high temperatures, an oxygen-rich
environment and sustained tensile loading, polycrystalline nickel-based super-
alloys are prone to crack initiation by environmentally assisted fatigue. The
newly formed cracks can then in turn promote failure by other fracture mech-
anisms. This scenario has for example led to severely damaged jet engines in
the past [1], [2], [3], [4], for the latter two examples technical investigations
are detailed in [5] and [6]. A broken Inconel 718 turbine disk from the failure
discussed in [2] is shown in Figure 1.1. The failure of the turbine disk caused
an in-flight engine failure of a Boeing 767-219ER. The primary crack initiated
on the left side and propagated inwards radially. The technical analysis of
the turbine disk, conducted by the Australian Transport Safety Bureau, has
found that the crack initiated by intergranular fatigue cracking, then transi-
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Chapter 1 Motivation and research objectives

Figure 1.1: Rear face of the broken stage-1 HPT disk from a Boeing 767-219ER

(General Electric CF6-80A high-bypass turbofan engine). The fracture

originated on the left side of the disk, the initial part of the crack broke

intergranularly. Figure reprinted with permission from ATSB air safety

investigation report 200205780 [2].

tioned to a mixed mode of intergranular fatigue and ductile overload, followed
by crack propagation in progressive cyclic overload, before the missing part
finally broke o� in rapid ductile overload [2]. The measures for avoiding such
types of failures focus on non-destructive crack detection during maintenance.
However, in order to design parts which are less likely to experience environ-
mentally assisted cracking, it is crucial to understand the chemo-mechanical
fracture phenomenon underlying intergranular fatigue cracking and to make
predictions under which conditions it is likely to occur, as well as to accurately
describe ductile transgranular fracture.

Research objectives and limitations

Component design and, in view of the developments in the field of additive
manufacturing, material design largely benefit from detailed understanding
of and simulation tools for fracture mechanisms in nickel-based superalloys.
So far, little modeling e�orts have been focused on capturing the chemo-
mechanical coupling in environmentally assisted intergranular fatigue crack-
ing, which however is a well investigated phenomenon in experimental research
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and is often caused by the presence of environmental oxygen. Capturing a
more complete range of fracture processes in polycrystalline nickel-based su-
peralloys further requires modeling of ductile transgranular fracture. The
focus of this thesis lies on building models for capturing the material behavior
on the grain scale. Ductile fracture models based on crystal plasticity can be
found in literature, as well as ductile fracture models incorporating size-e�ects
via gradient-enhanced plasticity models. However, there is a lack of models
combining these two features, which are both crucial for accurately predicting
the plastification preceding fracture, as well as the ductile fracture behavior
of polycrystalline metals on the micro-scale.

The research objectives for this thesis are formulated as follows, where the
first two objectives relate to modeling intergranular fracture in oxygen-rich
environments and the last two objectives relate to modeling ductile trans-
granular fracture.

• Understand which factors influence environmentally assisted intergra-
nular fracture in nickel-based superalloys and build a computational
modeling framework for predictions of the interaction between environ-
mental e�ects and the mechanical behavior of the grain structure.

• Extend the chemo-mechanical modeling framework in order to account
for crack propagation along grain boundaries. Capture the dependence
of intergranular crack propagation rates on di�erent environmental and
loading conditions, including varying dwell times and cyclic loading.

• Develop a modeling framework for ductile fracture in metals that ac-
counts for microstructural dependence, such as size e�ects, the impact
of crystal orientations and the geometry of the microstructure.

• Develop a model for transgranular crack propagation across grain bound-
aries in polycrystalline microstructures. The model needs to capture
relevant micro-structural e�ects like how grain boundaries initially act
as barriers to plastic slip and later degrade to allow for cracks to grow
into the adjacent grain.

The overarching goal of this project is to develop numerical tools for damage
and fracture in polycrystalline nickel-based superalloys on the micro-scale.
Like in any project, it is crucial to impose limits on the scope of the work.
For the presented thesis, these limits include focusing on pure trans- and
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Chapter 1 Motivation and research objectives

intergranular fracture, as well as excluding model parametrization and fatigue
crack growth from the research scope.
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CHAPTER 2

Introduction

Physical fracture phenomena in nickel-based superalloys

The turbine disk failure shown in Figure 1.1 is a typical example of the di�erent
fracture phenomena which can occur in nickel-based superalloys. At room
temperature such materials predominantly fracture in a ductile transgranular
manner. However, under specific loading conditions intergranular fracture
can occur. Depending on the specific combination of conditions, the fracture
mode can be influenced by local conditions, resulting in mixed trans- and
intergranular fracture surfaces. Over the past decades, a significant amount
of experimental work has been performed in order to understand the impact
of the loading conditions and in particular of environmental oxygen on the
fracture of nickel-based superalloys at high temperatures. This section gives a
brief overview of experimental work that constitutes the basis for the chemo-
mechanical modeling of oxygen-assisted intergranular fracture in this work.
The experimental findings are summarized in the list below and translate into
di�erent aspects of the model presented in Paper A and Paper B.

1. Reduction of ultimate tensile strength

At high temperatures, a reduction of ultimate tensile strength and of ductility
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Chapter 2 Introduction

Figure 2.1: Crack propagation rates da/dN increase for increasing oxygen partial

pressure in the environment. For higher oxygen partial pressures, a

higher stress intensity factor leads to faster crack growth. The crack

propagation is also accelerated for lower cyclic loading frequencies

(compare the 1s-1s cycle to the 10s-10s cycle in b)). Figure reprinted

from [10], page 2687, with permission from Elsevier, original results

from [11].

is observed in oxygen-rich environments compared to those observed in vac-
uum. In particular, this e�ect occurs if the exposure to oxygen is combined
with mechanical loading. Oxygen exposure without mechanical loading does
not cause material degradation to the same degree. [7]

2. Acceleration of crack growth rate

At high temperatures, crack propagation is accelerated in oxygen-rich envi-
ronments compared to vacuum. This e�ect is particularly pronounced when
specimens are exposed to a dwell time in the oxygen-rich environment during
tensile or cyclic loading [8], [9], [10].

3. Saturation of crack growth rate upon reaching a critical amount of oxygen

The acceleration of the crack growth rate in oxygen rich environments has been
quantified in several experimental studies. The crack growth rates are found
to depend on the environmental oxygen content [11], [9] and on the imposed
dwell time [12], [8], [13], [14]. Examples illustrating these dependencies are
shown in Figures 2.1 and 2.2, respectively.

The dependence of the crack growth rate on the environmental oxygen con-
tent is described in Figure 2.1 in terms of the oxygen partial pressure in the
environment. The crack propagation per cycle is displayed for increasing oxy-
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Figure 2.2: Crack propagation rates da/dN increase for longer dwell times at max-

imum load, both in isothermal fatigue (IF) and in thermo-mechanical

fatigue (TMF). For very short and very long dwell times, saturation

of the crack growth rate is observed. Figure reprinted from [13], page

8667, with permission from Elsevier.

gen partial pressure for di�erent load levels, Figure 2.1a, and for varying dwell
time, Figure 2.1b. It can be observed that the crack propagation rates are
not dependent on low environmental oxygen concentrations. For increasing
concentration, there is an oxygen range with quickly increasing crack growth
rates around 1 Pa of oxygen partial pressure, followed by saturation of the
crack propagation rates for high environmental oxygen concentrations. It is
also important to notice that the cracks propagate intergranularly for high
oxygen concentrations, but transgranularly for low oxygen concentrations.
Mixed inter- and transgranular fracture occurs around 1 Pa oxygen partial
pressure, where crack growth rates start to increase rapidly.

Furthermore, cracks propagate faster for higher loads and for longer dwell
times. The latter is quantified in Figure 2.2 by showing the crack propagation
per cycle for varying dwell times at the maximum load level. Similar to the
dependence on oxygen pressure, short dwell times have a small impact on the
crack growth rate, but with increasing dwell time, the cracks grow increas-
ingly fast and for very long dwell times the crack propagation rate saturates.
Similar to the behavior upon increasing oxygen concentrations, a transition
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Chapter 2 Introduction

from transgranular crack growth for short dwell times to intergranular crack
growth for long dwell times has been observed.

4. Presence of oxygen along grain boundaries only

Oxygen is found exclusively along grain boundaries and does not significantly
di�use into the grains [15], [16]. Notice that this is a major di�erence from
hydrogen embrittlement where hydrogen di�usion into the bulk material is a
relevant process.

To conclude from the experimental observations, the right sides of Figures 2.1
and 2.2 are related to intergranular fracture, while the left sides are related
to transgranular fracture. Mixed trans- and intergranular fracture may occur
in between. A critical amount of oxygen is needed for causing the transition
from trans- to intergranular fracture, which is accompanied by an acceleration
of crack growth. This critical amount of oxygen must be available from the
environment in the first place (su�ciently high environmental oxygen con-
tent). Once available, there must be su�cient time for the critical amount
of oxygen to enter into the structure, and in doing so oxygen can only travel
along the grain boundaries. After the material has been damaged by oxygen,
further increase of the oxygen concentration in the material does not a�ect
the intergranular fracture process.

Intergranular crack growth in nickel-based superalloys is thus subject to
specific loading conditions leading to the presence of oxygen in the grain
boundaries. Under other conditions, for example at colder temperatures, in a
vacuum or if there is no sustained dwell time under tensile loading during the
loading cycles, nickel-based superalloys usually fracture transgranularly, see
for example [11], [17], [16]. Crack surfaces for these di�erent fracture modes
are shown in Figure 2.3, which is reprinted from Hörnqvist et al. [16]. The
specimen was pre-cracked in cyclic loading, first at room temperature and
then at 700¶C. Subsequently a sustained tensile load was applied at 700¶C.
Finally, the specimen was cooled down to room temperature and fully frac-
tured by bending. The resulting fracture surface is shown in Figure 2.3a,
where the crack has propagated from bottom to top. The crack front propa-
gates transgranularly at room temperature and intergranularly at 700¶C. The
transitions from ductile transgranular fracture (room temperature) to brittle
intergranular fracture (700¶C) and vice versa can be seen in Figures 2.3c and
2.3d. Pure intergranular crack growth occurs during the sustained loading
period, the corresponding fracture surface is shown in Figure 2.3b.
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718Plus with precipitate free grain boundaries [8]. In contrast, the
room temperature pre-crack was transgranular, as illustrated in
Fig. 3(b). Occasionally, oxidation over some tenths of μm could be
seen in intersections between slip bands and intergranular cracks.
In no instance did such oxidation lead the crack to propagate along
the slip band. Neither did sustained load crack growth occur in
other boundaries or defects, such as annealing twin boundaries. In
no instance did such oxidation lead the crack to propagate along
the slip band. Fig. 4 shows a region analysed by SIMS where locally
plasticized areas, slip bands and also a twin boundary are all
present in the intergranular crack flank. None of these features
exhibit any increased levels of oxygen.

In Type 1 samples un-cracked ligaments were observed in the
intergranular sustained load crack path, as shown in Fig. 5(a).
These ligaments frequently exhibited highly plasticized torch-like
regions ahead of the intergranular cracks (as previously reported
in [7,24]). The SIMS map in Fig. 5(b) shows that 18O is strictly
confined to the intergranular cracks on each side of the un-cracked
ligament. Detailed studies of the microchemistry by APT reveal
that neither the ligaments in general nor the torch-like regions
exhibit any increased levels of oxygen compared to the as-received
material (see Table 3).

After completed investigations of the cross-sections, the speci-
mens were fractured by bending at room temperature. Fig. 6
(a) shows a stereo-optical image of (half) the specimen fracture

surface of a Type 1 specimen. The starting notch can be seen at the
bottom of the image, and the period of high temperature testing
can be clearly distinguished by its dark blue surface oxide. The
intergranular fracture is exemplified in Fig. 6(b), and the transition
from room temperature to high temperature pre-cracking can be
clearly seen in Fig. 6(c). The crack front is curved due to so-called
“crack tunnelling”, where the constraints, which depend on the
stress state, are different at the surface and in the specimen
interior [29]. Such a behaviour is generally more pronounced
under conditions resulting in intergranular cracking [30], although
in the present case the curvature of the crack front was similar
after RT pre-cracking and SLCG).

As the fracture surfaces from both high-temperature pre-
cracking and SLCG are intergranular and could not be separated
from the oxide colour, it was necessary to transform the recorded
PD data to crack lengths in order to identify the position on the
fracture surface where the sustained load period started. For this a
calibration function a¼ f(PD) must be used. The occurrence of
complex crack geometries can lead to large deviations from the
crack lengths predicted by experimental, numerical or analytical
calibration curves unless the correct geometry is considered [31].
In addition, it has been shown that experimental calibration
curves generated during fatigue loading are not necessarily valid
for crack growth under creep–fatigue conditions [32]. To overcome
these problems crack length measurements from the fractured
specimens were used for calibration in the following manner: the
crack lengths at the start and finish of high-temperature testing
(steps 3 and 4 in Fig. 2(c) and Table 2) were measured based on the
oxidised region of the fracture surface. Here the frontmost point
on the crack front was used as a measure of the crack length,
although in practice any definition of crack length could be used
for comparative purposes as long as it is done consistently. The
crack lengths were correlated to the recorded PD values at the
start of the high-temperature pre-cycling and the end of the
sustained load period, and the crack length was assumed to be a
linear function of PD, allowing f to be calibrated from only these

Fig. 6. (a) Stereo-optical image of (one half) of the fracture surface from specimen 1B. The region corresponding to high-temperature crack growth can be clearly seen from
the surface oxidation. The dotted white line indicates the approximate start of the sustained load period calculated from the PD signal (see text for details). (b) Example of
the intergranular fracture surface. (c) Boundary between room-temperature and high-temperature pre-crack, showing the transition from transgranular to intergranular
crack growth. (d) Boundary between the sustained load crack and ductile fracture from post-test specimen fracturing at room temperature. (e) Fractured ligament in the
crack wake. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 3
APT results showing oxygen content (at%) in the as-received material and in
selected regions in the tested material.

Region As-received
material

Torch-shape
deformation

Un-cracked
ligament

Oxygena

(at%)
0.037o0.01 0.027o0.01 0.017o0.01

a 18Oþ16O.

M. Hörnqvist et al. / Materials Science & Engineering A 609 (2014) 131–140 135

Figure 2.3: Example of a mixed trans- and intergranular crack surface. Subfig-

ure (a) shows the sample, the crack front propagated from bottom to

top. Subfigures (c) and (d) show transitions from ductile fracture at

room temperature to intergranular fracture at 700
¶
C and vice versa.

A distinct intergranular fracture can be seen in Subfigure (b), which

stems from crack propagation during a sustained tensile loading at

700
¶
C. Subfigure (e) shows a remaining ligament in the intergranular

crack surface that was broken o� at room temperature. The example

is reprinted from [16], page 135, with permission from Elsevier.

Numerical fracture modeling

In order to understand the fracture behavior of nickel-based superalloys on
the grain scale, it is crucial to have models for both the intergranular and
the transgranular fracture regimes. In terms of numerical fracture modeling,
transgranular fracture is inherently di�erent from intergranular fracture. In
intergranular fracture possible crack paths are confined to a small subsection
of the total domain, namely to the grain boundaries, while arbitrary fracture
paths can occur in transgranular fracture. Various approaches to modeling
material failure within the finite element method are present in the literature.
They can generally be divided into discontinuous methods such as mesh split-
ting techniques, XFEM and cohesive zone modeling, and continuous meth-
ods such as (gradient-extended) continuum damage modeling and phase-field
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Chapter 2 Introduction

modeling. In terms of discrete methods, cohesive zone modeling and mesh
splitting techniques usually require either adaptive remeshing during the sim-
ulation or a priori knowledge of possible crack paths, while XFEM requires
intricate shape function construction and can enlarge and significantly densify
the sti�ness matrix. Opposed to discontinuous methods which track discrete
cracks, continuous methods use di�use crack representations by introducing
damage fields. They typically require a fine mesh discretization together with
an increased number of degrees of freedom in the system. Based on the discus-
sion in above, about the circumstances under which oxygen exposure leads to
inter- instead of transgranular crack growth and based on the knowledge that
oxygen is found only along grain boundaries, a chemo-mechanically coupled
cohesive zone model for grain boundary fracture is developed in Paper A and
Paper B.

Opposed to intergranular fracture, transgranular fracture can be consid-
ered the default fracture mode in nickel-based superalloys. It is also the frac-
ture mode that leads to ductile fracture in many other polycrystalline metals,
whereby the modeling of it is not specific to nickel-based superalloys. Duc-
tile fracture of metals usually involves void nucleation and coalescence and/or
instability in plastic shear bands. In these mechanisms, plasticity plays an im-
portant role [18]. In fatigue crack initiation, micro-crack development has also
been shown to follow crystallographic directions [19]. On the grain scale, the
mechanical behavior of each grain is anisotropic and dependent on its respec-
tive crystal orientations, which is typically modeled by crystal plasticity mod-
els. Various crystallographic phenomena can play into the formation of plastic-
ity in metals, including plastic slip, twinning, di�usion of dislocations, grain
boundary sliding, recrystallization and phase-transformations. Twinning is
most relevant for materials with HCP crystal structure, di�usion mechanisms,
grain boundary sliding, recrystallization and phase-transformations are asso-
ciated with (extremely) high temperatures. Since nickel-based superalloys
usually have a FCC crystal structure and the focus of this work regarding the
high-temperature regime is oxygen-assisted fracture of the grain boundaries,
the crystal plasticity model is here limited to plastic slip, although the visco-
plastic regularization employed for uniqueness of the crystal plasticity model
also allows for modeling of di�usion mechanisms. Plastic slip is caused by
dislocation movement through the crystal lattice of the grains. Furthermore,
metals have size-dependent stress-strain behavior on the micro-scale, which
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in polycrystalline materials is largely attributed to the transmission and in-
teraction of dislocations at interfaces. Grain boundaries are such interfaces
and act as obstacles for slip transmission, as well as dislocation sinks. The
degree of resistance that a particular grain boundary exhibits depends, among
other things, on the slip system alignment of the respective grains [20]. This
results in the Hall-Petch e�ect, where smaller grain sizes lead to a higher ma-
terial strength. In the context of (crystal) plasticity models, this is typically
modeled by strain gradient-extensions and grain boundary conditions.

Due to the arbitrary crack paths in transgranular fracture, as well as the
relevance of obtaining a tight coupling between a gradient-enhanced crystal
plasticity model and the fracture model, the approach chosen in this thesis is
a continuous fracture method.

Continuum damage models depart from a di�use fracture description, where
the local sti�ness in each material point is gradually reduced by one or more
damage variables. The damage model then typically states some evolution
law for the damage variable(s), usually in terms of the local strain energy.
As long as the damage evolution is fully local, these models are known to
su�er from mesh dependence. Possible ways to circumvent this problem in-
clude viscous- and gradient-regularization of the damage evolution law or the
hardening stress, where especially gradient-regularizations are able to fully
eliminate the mesh dependence. Gradient-damage models have in the past
been a common choice for fracture modeling in combination with crystal plas-
ticity models, see for example [21].

Phase-field modeling on the other hand is motivated by the variational for-
mulation of Gri�th’s theory of brittle fracture. The core idea of phase field
models is, again, to introduce a damage variable and use it for a di�use rep-
resentation of the fracture surfaces. Thereby, the integral over the fracture
surfaces is replaced by a volume integral over a (di�use) surface density func-
tion. The surface density function is a modeling choice, but suitable options
must include the gradient of the damage variable. In phase-field models, a
choice of degradation function must also be made, which describes how the
sti�ness degradation depends on the damage variable. Phase-field modeling
gained interest in the fracture mechanics community in the context of brittle
fracture [22], [23]. It has over the past decade proven to be a suitable model-
ing technique for a multitude of problems, including ductile fracture, see for
example the comparison of ductile phase-field models by Alessi et al. [24].
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Chapter 2 Introduction

Gradient-damage models and phase-field models, albeit having di�erent mo-
tivations, share some ingredients: the sti�ness degradation based on a damage
variable, as well as a damage gradient regularization. While the approaches
in their most common formulations are not the same, they can for simple base
models like linear elasticity be cast into a common mathematical framework.
In this case, the phase-field model can be formulated as a special case of a
gradient-damage framework [25]. Due to the increasing popularity over the
past decade phase-field modeling is chosen as continuous fracture modeling
technique in Paper C and Paper D.
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CHAPTER 3

Modeling

3.1 Chemo-mechanically coupled cohesive zone

model

The oxygen-enhanced intergranular fracture mode, that can occur in nickel-
based superalloys at high temperatures is sometimes also referred to as en-
vironmental fatigue. As discussed in Chapter 2, a combination of oxygen
exposure and loading at high temperatures might lead to this fracture mode,
and it is linked to sustained tensile loading rather than necessarily requiring
cyclic loading, as classic fatigue does. However, sustained periods of tensile
loading often occur during loading cycles of components like turbine disks.

This section introduces the chemo-mechanically coupled cohesive zone model
presented in Paper A, as well as the extension of the modeling framework in
order to account for crack propagation that is presented in Paper B. Co-
hesive zone modeling is used for representing the cracks, since the possible
crack paths are a priori known. As it is also known that oxygen can only
be transported along the grain boundaries, the oxygen concentration field is
restricted to the grain boundary domain. An adaptation of the well known
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Figure 3.1: Environmental degradation of cohesive law. Initially, the strength of

the cohesive law is ·max in tangential and ‡max in normal direction.

The maximum traction in each direction is reached when the respec-

tive jump �t / �n reaches its characteristic value ”t / ”n. For increasing

environmental damage dO2 , the tractions in normal and tangential di-

rection decrease.

Xu-Needleman cohesive law [26] by Kolluri et al. [27] is employed as a base
model for the mechanical behavior of the grain boundaries. In this section, an
overview of the additions made to the base cohesive law in order to account
for the chemo-mechanical phenomena discussed in Chapter 2 is given. For a
complete model formulation, the reader is referred to the respective publica-
tions. The modeling framework results in a fully chemo-mechanically coupled
model, meaning that the concentration field has an impact on the cohesive
law, as well as that the cohesive law impacts the oxygen transport along the
grain boundaries.

Environmental damage

The coupling between the concentration field on the grain boundaries c
gb

and the cohesive law is realized by introducing a damage variable dO2 . To
account for the reduction of ultimate tensile strength and thereby giving rise
to accelerated crack growth, the tractions resulting from the base cohesive law
T base are reduced by an environmental damage variable dO2 such that

T̂ = (1 ≠ dO2 H (�n)) T base
, (3.1)
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3.1 Chemo-mechanically coupled cohesive zone model

Figure 3.2: Relation between the environmental damage variable dO2 and the

maximum grain boundary concentration cgb

max. The damage variable

increases quickly around a characteristic oxygen concentration cgb

char
,

which can be related to the regions of high crack rate acceleration in

Figure 2.1.

where �n is the normal displacement jump at the interface and H is the Heav-
iside function. The resulting tractions T̂ are represented in Figure 3.1. The
strength of the cohesive law, and thus the fracture energy, is reduced upon
increasing the environmental damage dO2 . The reduction only happens for
positive normal separation jumps �n > 0. Notice that the initial sti�ness of
the cohesive law is also reduced. This is a similar approach to the coupling
between hydrogen concentration and fracture energy in hydrogen embrittle-
ment, presented by Kristensen et al. [28]. Therein, the fracture energy of
a phase-field model is degraded linearly with increasing hydrogen concentra-
tions, which the authors base on quantum mechanical computations. Instead,
the damage evolution is here motivated by the reports of saturating crack
growth rates, compare Figures 2.1 and 2.2. The environmental damage is
the main model feature for causing the accelerated crack growth rate. There-
fore, the experimentally observed saturation e�ects in crack propagation rate
enter the model at this point. The saturation e�ects are related to reach-
ing a critical amount of oxygen in the grain boundaries, which is reflected
by the saturation of the damage variable. The crack growth rate increases
quickly around a characteristic oxygen concentration c

gb

char
and saturates for

much larger concentrations. In the model, this is accounted for by using an
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Chapter 3 Modeling

exponential relation between the oxygen concentration and the environmental
damage

dO2 = dO2,max

1
1 ≠ exp

1
≠c

gb

max
/ c

gb

char

22
, (3.2)

where the history variable c
gb
max

has been introduced as maximum experienced
oxygen concentration in a material point in order to ensure irreversibility. Ad-
ditionally, an upper limit of the environmental damage dO2,max is introduced
as a model parameter, in order to control the level of damage that can be
caused by the presence of oxygen. The relation between oxygen concentration
and environmental damage is shown in Figure 3.2.

Stress-assisted oxygen di�usion

The second chemo-mechanical coupling reflects the impact of the mechanical
state on the oxygen transport law. The base assumption for oxygen transport
into the structure is that oxygen di�uses along the grain boundaries. This is
accounted for by a di�usive oxygen flux jgb

chem
according to Fick’s law. Addi-

tionally, it is known that accelerated crack growth is associated with oxygen
exposure under mechanical loading. In order to account for this, the assump-
tion of stress-assisted di�usion towards high hydro-static stresses (originally
suggested by Sofronis and McMeeking [29] in the context of hydrogen em-
brittlement) is adopted. As the hydro-static stress is not readily available in
cohesive elements, the mechanically assisted flux jgb

mech
is instead assumed to

be proportional to the gradient of normal traction Ògb
T̂n. The oxygen flow

in the grain boundaries jgb can then be expressed as

jgb = ≠ D Ògb
c

gb

¸ ˚˙ ˝
jgb

chem

+ D c
gb

VO2

R T
Ògb

T̂n

¸ ˚˙ ˝
jgb

mech

. (3.3)

Therein, the introduced model parameters are the base di�usivity along grain
boundaries D and the partial molar volume of oxygen in metal VO2 . Further-
more, R is the universal gas constant and T is the absolute temperature. In the
damage zone, the mechanical flux jgb

mech
is the dominant phenomenon trans-

porting oxygen along the grain boundaries, thus ensuring that significantly
less oxygen can enter the structure without mechanical loading (Ògb

T̂n = 0).
However, the chemical flux jgb

chem
plays an important role in the initiation of

the degradation process, as it is the first phenomenon bringing small amounts
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3.1 Chemo-mechanically coupled cohesive zone model

Figure 3.3: Di�erent fracture scenarios: Edge cracks (green / left) should fill up

with oxygen, while interior cracks (orange / right) should not. Figure

reprinted from Paper B.

of oxygen into the structure. The oxygen starts to degrade the cohesive law
according to Equation (3.1), resulting in increasing traction gradients between
regions with and without oxygen. This in turn gives rise to the traction as-
sisted oxygen flux jgb

mech
.

Moving boundary condition

In the next step, the modeling framework is employed for computing crack
propagation rates in polycrystals. When modeling the propagation of cracks
that originate on external boundaries, it is crucial to discuss the evolution
of the oxygen boundary condition. Figure 3.3 visualizes di�erent crack types
and their relation to the environmental boundary condition. To the left, it
shows an edge crack, that opens up to the environmental oxygen supply. The
oxygen concentration in the environment is typically much larger than the
critical oxygen concentration needed for degrading the mechanical response
of the grain boundaries. The chemo-mechanically coupled model presented
in Paper A describes the oxygen flux ahead of the crack tip, but does not
accurately depict what happens behind the crack tip. For cracks that open up
towards the domain boundary, it is assumed that oxygen transport from the
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Chapter 3 Modeling

boundary into the (open) crack is much faster than the oxygen transport in
the grain boundaries. This corresponds to assuming that the environmental
medium, for example air, instantaneously flows from the environment into the
crack. Thus, the crack flanks which open towards the domain boundary should
be exposed to the environmental oxygen concentration as soon as the crack
grows. It is important to capture this correctly, in order to ensure meaningful
concentration gradients as input to the chemo-mechanically coupled model.
because oxygen transport in the grain boundaries is a much slower process
than oxygen flow from the environment into broken grain boundaries.

Several advanced boundary conditions on the concentration field in chemo-
mechanically coupled problems can be found in literature, for example hy-
drostatic stress dependent boundary conditions for hydrogen embrittlement
in [30] and [31] or boundary conditions on oxygen flux motivated by oxida-
tion kinematics [32], [33]. An approach that tackles the problem of evolving
crack fronts described above has been employed by Kristensen et al. [28] and
Golahmar et al. [34]. Therein, the di�erence between the environmental oxy-
gen concentration and the local oxygen concentration is penalized in broken
material points. Their work employs a phase-field fracture model and broken
material points are identified by the value of the scalar phase-field. While this
approach shows promising results, it su�ers a severe drawback in the context
of complex crack patterns: Consider a crack that initiates inside the structure
instead of on the domain boundary, as visualized on the right of Figure 3.3.
This crack is not connected to the oxygen supply and should therefore not
be filled up with oxygen, which is disobeyed in the case of penalizing the
concentration field.

In order to solve this problem, another penalty approach is proposed in
Paper B, which instead penalizes the concentration gradient Ògb

c
gb in the

broken regions. Combined with Dirichlet boundary conditions on the concen-
tration field at the outer boundary of the structure, this approach enforces the
concentration inside edge cracks to be equal to the environmental oxygen con-
centration, since spatial changes of the concentration are penalized wherever
the grain boundaries are broken. On the other hand, for a crack unconnected
to the boundary, the only e�ect is a constant concentration throughout the
crack.

The penalty condition is imposed by adding a penalty term to the weak form
of the mass conservation of oxygen, such that the virtual work is extended by
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3.1 Chemo-mechanically coupled cohesive zone model

a term related to the boundary condition ”W
bc

”Wbc = pbc

⁄

�f

Ògb
c

gb
· Ògb

”c
mid dA , (3.4)

where pbc is a penalty coe�cient, ”c
mid is the test function for the concentra-

tion field and �f are the broken grain boundaries.
There are several damage variables in the employed cohesive zone model,

whereby a scalar criterion for determining the broken domain �f needs to be
defined. Since the model is built on a cohesive law with a strong coupling
between the normal and tangential directions, the fracture criterion is here
based solely on the remaining normal strength Tr. A material point is consid-
ered broken once the remaining normal strength falls below a limit traction
value for fracture Tf , such that the domain of fractured grain boundaries �f

is defined as
�f = {X œ �s : Tr Æ Tf} . (3.5)

Therein, �s is the total grain boundary domain. For a more detailed explana-
tion of the fracture criterion, the reader is referred to Paper B. The fracture
criterion can then be employed to reformulate Equation 3.4 as an integral over
the entire grain boundary domain

”Wbc = pbc

⁄

�s

H (Tf ≠ Tr) Ògb
c

gb
· Ògb

”c
mid dA . (3.6)

Notice that the penalty term can also be interpreted as an additional oxygen
flux due to the moving boundary condition jgb

bc
. This consideration reveals

a problem with implementing Equation 3.6: The oxygen flux resulting from
the moving boundary condition is very large compared to the chemical and
mechanical fluxes transporting oxygen ahead of the crack tip. Subjecting the
presence of this flux to a discrete Heaviside function, and thereby drastically
changing the oxygen di�usivity from one integration point to the next, re-
sults in numerical problems. The boundary condition in that case behaves
like a shock wave. In order to alleviate this problem, a regularized Heaviside
function is applied to the fracture criterion instead. However, the remaining
normal strength Tr itself also has very steep gradients close to the crack tip,
which limits the possibility to use it for regularization. Therefore, an addi-
tional regularization driven by the normal jump has been introduced as well.
Furthermore, the boundary flux should be a strictly trailing phenomenon to
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Figure 3.4: Example of intergranular crack propagation under consideration of the

moving oxygen boundary condition. The contour plots in Subfigure a

show three snapshots of the von Mises stresses during cyclic loading.

Subfigure b shows the oxygen concentrations along the crack path.

Subfigure c shows the three oxygen transport mechanisms for the point

marked with a red cross on top. Figure reprinted from Paper B, page

5192.

the fracture process and only interact with the coupled cohesive zone model in
terms of supplying realistic conditions behind the crack tip. In particular, the
oxygen flux caused by the moving boundary condition should not be larger
than the chemical or mechanical flux ahead of the crack tip. This needs to be
considered when formulating the regularizations. In Paper B the regularized
Heaviside function is therefore modified such that the e�ective di�usivity for
the boundary flux never exceeds a tolerated limit value for a given remaining
strength.
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3.2 Ductile phase-field fracture model

Numerical example

Figure 3.4 shows a simulation result where the chemo-mechanically coupled
cohesive zone law presented in Paper A is combined with the moving oxygen
boundary condition presented in Paper B. Figure 3.4a shows three snapshots
of the von Mises stresses during the cyclic loading. The crack tip in each of the
snapshots can be identified by the stress concentrations. Figure 3.4b shows
the oxygen concentrations along the crack at the same three time snapshots.
The oxygen concentration in the broken section of the crack is close to the en-
vironmental oxygen concentration. As the crack propagates, the section of the
grain boundaries experiencing the environmental oxygen concentration prop-
agates along with it. Figure 3.4c shows the sequence of the di�erent oxygen
transport mechanisms for the point marked with a red cross in Figure 3.4a.
No oxygen transport occurs while the crack tip is far away from the point.
Comparing with Figure 3.4b, it becomes clear that the material point does
not have any oxygen exposure before it is reached by the crack tip. When
the crack tip approaches, the chemical j

gb

chem
and the mechanical oxygen flux

j
gb

mech
increase first. This is when the coupled model from Paper A determines

the material behavior. After the material point breaks, oxygen flows in from
the environment and the oxygen concentration is determined by the moving
boundary condition j

gb

bc
presented in Paper B.

3.2 Ductile phase-field fracture model

After damage initiation by environmentally assisted fatigue, polycrystalline
nickel-based superalloys often fail by ductile transgranular fracture. In this
case the crack path is not known and strongly depends on the mechanical state,
as well as the material and its microstructure. The second part of this thesis
focuses on the modeling of transgranular ductile failure by phase-field mod-
eling, aiming to capture the mechanical behavior of metallic polycrystalline
microstructures. In Paper C and Paper D, a thermodynamically consistent
modeling framework combining gradient crystal plasticity and phase-field frac-
ture was developed and employed to polycrystals. The model is derived from
a free energy �

� = ge (d, ‘
p)¸ ˚˙ ˝

degradation

function

�̂e (Ce)¸ ˚˙ ˝
hyper-

elasticity

+ �̂p ({k–}
n–
–=1

, {Ò0k–}
n–
–=1

)
¸ ˚˙ ˝

gradient-enhanced

crystal plasticity

+ �d (d, Ò0d)¸ ˚˙ ˝
phase-field

model

, (3.7)
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where, �̂e, �̂p and �d are the respective free energy formulations for hyper-
elasticity, the gradient-enhanced crystal plasticity model and the phase-field
models. The elastic degradation function ge represents the coupling between
the phase-field model and the elasto-plastic base model. The chosen algo-
rithmic framework introduces three di�erent fields: The displacement field u,
from which the right Cauchy-Green deformation tensor Ce is computed, a
gradient field g, which relates to the gradient of the plastic hardening vari-
ables {k–}

n–
–=1

and the phase-field damage d. An additional local variable ‘
p

is a scalar representation of accumulated plastic strain. While Paper D em-
ploys the same modeling framework as Paper C, the prototype models di�er
in some of their modeling choices. In this chapter insights into chosen model
features are given. For a full description the reader is referred to Paper C and
Paper D.

Ductile phase-field modeling

The phase-field models in both articles employ a classical AT2-surface energy
functional, such that

�d (d, Ò0d) = G
d

0
�d (d, Ò0d) with �d = 1

2 ¸0

1
d

2 + ¸
2

0
|Ò0d|

2
2

. (3.8)

Therein, G
d
0

is the fracture toughness and ¸0 is the characteristic length scale
associated with the phase-field model. Coupled to elasticity, the AT2 surface
energy functional leads to brittle failure. Various ductile phase-field models
that couple the AT2 surface energy functional to elasto-plastic material be-
havior are present in the literature. Two approaches to achieving a ductile
fracture response are dominant in these models: The first approach imposes
degradation functions on the elastic and the plastic free energy contributions
and the second approach incorporates a plastic variable in the degradation
function.

A free energy formulation for the first approach takes the form

� = ge (d) �̂e + gp (d) �̂p + �d (d, Ò0d) , (3.9)

where ge and gp are the degradation functions associated with the elastic and
plastic free energy contributions �̂e and �̂p, respectively. The corresponding
phase-field equation, when considering the AT2 surface energy functional, is
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3.2 Ductile phase-field fracture model

then derived as

≠
ˆge

ˆd
�̂e ≠

ˆgp

ˆd
�̂p ≠

G
d
0

¸0

d + G
d

0
¸0Ò0 · Ò0d = 0 (3.10)

It can be seen that the damage evolution in this formulation is driven by
both elastic and plastic strain energy. Often, the same degradation function
is adopted for the elastic and plastic contributions. This approach in combi-
nation with the common quadratic degradation function ge = gp = (1 ≠ d)2

has for example been adopted by Kuhn et al. [35] and Miehe et al. [36], even
though the latter employs a more complex extension of the AT2 model. Dam-
age initiation in this case starts in the same manner as for the elastic AT2
phase-field model in the elastic zone, causing a non-linear response from the
beginning. Therefore, cubic degradation functions, which can produce a linear
elastic initial response, are employed for example by Borden et al. [37] and
Maloth and Ghosh [38] in the same context. Notice however, that even with
a cubic degradation function there is no guarantee for retaining the original
elastic response built into the model.

The second approach incorporates a plastic strain measure in the degra-
dation function and applies the degradation function only to the elastic free
energy contribution, as shown in Equation (3.7) [39]. The ductile fracture be-
havior is then realized via the choice of degradation function ge. The degra-
dation function a�ects the mechanical sti�ness via the computation of the
second Piola-Kirchho� stress tensor Se

Se = 2 ˆ�
ˆCe

= 2 ge (d, ‘
p) ˆ�̂e

ˆCe

, (3.11)

and also plays a role in the computation of the phase-field damage d via the
phase-field equation, which when considering an AT2 surface energy functional
is derived as

≠
ˆge

ˆd
�̂e ≠

G
d
0

¸0

d + G
d

0
¸0Ò0 · Ò0d = 0 . (3.12)

A ductile degradation function for this approach has been suggested by Am-
bati et al. [39]. The degradation function depends on a measure of accumu-
lated plastic strain ‘

p, as well as the phase field damage d

ge = (1 ≠ d)2(‘p / ‘p
char)n

, (3.13)
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Figure 3.5: The degradation function ge depends on the accumulated plastic strain

‘p
, as well as the phase-field damage d. Material degradation can only

occur in the presence of plastification and damage.

where ‘
p

char
is introduced as a characteristic value of the accumulated plastic

strain, and n is a parameter determining the rate of material degradation.
This degradation function is visualized in Figure 3.5. Its major characteristic
is that material degradation only occurs for a combination of non-zero plastic
strain and non-zero phase-field damage. An important property is that it
retains the original elastic behavior in the elastic regime. In an undamaged
material where d = 0 for all points and thus Ò0 · Ò0d = 0, damage can only
start to develop for non-zero derivatives of the degradation function (compare
Equation (3.12)). The derivative ˆge/ˆd however remains zero as long as
‘

p = 0, whereby damage development in the elastic range is impossible for
undamaged material. Since ductile damage in metals is usually preceded by
significant plastification, the built-in nature of this mechanism in the Ambati
degradation function is a compelling choice and this is the approach that has
been pursued in this work.
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3.2 Ductile phase-field fracture model

Damage irreversibility

Phase-field models require an explicit handling of damage irreversibility in or-
der to avoid material healing upon unloading. Classical ways of implementing
this include for example the so-called history variable approach [23] or con-
straint optimization techniques, for di�erent approaches see for example [40],
[41], [42].

The history variable approach introduces a history variable He for the max-
imum (elastic) strain energy that has occurred until the current time t, such
that

He = max
t̃Æt

�̂e . (3.14)

The phase-field equation, Equation (3.12), thereby becomes

≠
ˆge

ˆd
He ≠

G
d
0

¸0

d + G
d

0
¸0Ò0 · Ò0d = 0 . (3.15)

Since the strain energy is the driving factor behind the growth of the damage
variable in this equation, the damage is constrained to increase by the intro-
duction of the damage variable. This transformation, however, results in the
loss of variational consistency, see for example [43]. Similar history variable(s)
can also be formulated for the class of ductile phase-field models represented
by Equation (3.9).

Micromorphic approaches [44] have occasionally been employed in phase-
field modeling, for example in [45] in order to enhance the numerical ro-
bustness. Recently, Bharali et al. [46] proposed to employ a micromorphic
approach for implementing damage irreversibility. Contrary to the history
variable approach, this results in a both thermodynamically and variationally
consistent formulation. The micromorphic framework introduces an addi-
tional local damage variable Ï, which is tied to the global phase-field damage
d via a penalty term with the penalty parameter –. The free energy is then
modified compared to Equation (3.7) such that

� = ge (Ï, ‘
p) �̂e + �̂p + �d (Ï, Ò0d) + –

2 (Ï ≠ d)2
. (3.16)

Since two thermodynamic variables, Ï and d, relate to the phase-field formu-
lation in this case, two corresponding phase-field equations are obtained from
this formulation. Assuming an underlying AT2 surface energy functional like
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above, the phase-field associated strong form, which is solved on the global
level, becomes

– (Ï ≠ d) + G
d

0
¸0 Ò0 · Ò0d = 0 . (3.17)

Additionally, a local equation is obtained

≠
ˆge

ˆÏ
�̂e ≠

G
d
0

¸0

Ï ≠ – (Ï ≠ d) = 0 . (3.18)

A trial value for the local damage Ï
trial is obtained from solving the local

phase-field equation. The trial value is then compared to the local damage
value from the previous time step Ï

old and the current local damage is de-
termined such that Ï = max

!
Ï

trial
, Ï

old
"
. Note that this formulations leads

to a somewhat more non-linear phase-field formulation compared to the his-
tory variable approach. This can easily be seen in the case of linear elasticity
paired with a quadratic degradation function. A staggered solver step solving
the global phase-field equation always results in solving a linear system for
Equation (3.15), but might result in a non-linear system for Equation (3.17).
Bharali et al. have presented the micromorphic irreversibility criterion within
a small strain, linear elasticity framework. In Paper C, the formulation has
been adopted for the proposed gradient-enhanced crystal plasticity based, fi-
nite strain framework. The micromorphic irreversibility criterion has shown
to perform well on the ductile phase-field model, thus the formulation is kept
for the prototype model in Paper D.

Gradient-enhanced crystal plasticity

While a variety of ductile phase-field models has been presented in literature,
there is a lack of models that incorporate features on the grain scale, which
are needed for an accurate description of microstructural damage initiation
and fracture. Namely, a combination of crystal plasticity with a gradient-
enhanced hardening extension is necessary in order to capture the crystal
orientation dependent response in the di�erent grains, as well as the size
dependence observed for metals. Ductile phase-field models coupled to crystal
plasticity can be found in literature, see [47], [38], as well as phase-field models
considering gradient-extended hardening, for example [48], [28]. In Paper C, a
phase-field fracture model incorporating gradient-enhanced crystal plasticity
is presented for single crystals and extended to polycrystals in Paper D.
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3.2 Ductile phase-field fracture model

Gradient hardening can be interpreted as a modification of the yield limit
based on a strain gradient measure. It a�ects the yield functions for the slip
systems �– via the hardening stresses Ÿ–

�– = |·̂–| ≠ (·y + Ÿ–) , (3.19)

with ·̂– = ·– / ge (d, ‘
p), wherein ·– is the standard crystal plasticity Schmid

stress and ·y is the yield limit on each slip system. The hardening stresses
Ÿ– include contributions for isotropic hardening and gradient hardening. In
Paper C, the hardening stresses are given by

Ÿ– = ≠H– k–¸ ˚˙ ˝
isotropic hardening

+ H
g

– l
2

g
s̄– · (Ò0 ¢ Ò0k–) · s̄–¸ ˚˙ ˝
gradient hardening

, (3.20)

where subindex – refers to the slip system number, n– is the number of slip
systems in total, H– is the isotropic hardening modulus, lg is the length scale
relating to gradient hardening, H

g
– is the gradient hardening modulus and s̄–

is the slip direction. Since Equation (3.20) includes gradients of the isotropic
hardening variables, it becomes obvious that it cannot be solved locally in the
material points and requires an additional global equation. Typically this is
approached either by primal or by dual formulations [49]. In a primal formu-
lation, the hardening variables are introduced as global fields and for example
the yield function is employed as global strong form. However, including the
yield function on the global level might require an active set search for the
plastifying subdomain during the global solution procedure. Dual formula-
tions on the other hand introduce the gradient of the hardening variables as
fields and introduce the equality between the gradient fields and the gradients
of the hardening variables as field equations. The dual approach is pursued
in Paper C and Paper D, however employing slightly di�erent gradient hard-
ening formulations. In Paper C, a vector field g– is introduced for each slip
system, g– = Ò0k–, resulting in a set of – global weak forms

”W
g

– =
⁄

V0

g– · ”g– dV0 +
⁄

V0

k– Ò0 · ”g– dV0 ≠

⁄

ˆV0

k– N · ”g– dA0 , (3.21)

where V0 represents the initial domain with boundary ˆV0. Thereby, Equation
(3.20) can be solved in the manner of a standard plasticity model again, where
Ò0 ¢ g– is an input to the local material routine. The dual approach has also
been shown to be numerically robust [50], [49].
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The dual formulation chosen in Paper C introduces a full vector field per
slip system. For the FCC crystal structure, which is common for many nickel-
based superalloys, this results in 12 additional vector fields and quickly gen-
erates very computationally expensive problems. In this particular case, it
would have been possible to introduce scalar fields g– = Ò0k– · s̄–, which is
computationally cheaper than vector fields, but still expensive when adopt-
ing larger problems. Therefore, the gradient hardening formulation has been
altered in Paper D, where the hardening stresses are given by

Ÿ– = ≠H– k– + H
g

l
2

g

n–ÿ

—=1

(Ò0 · Ò0k—) . (3.22)

In this formulation, gradient hardening is considered isotropic across all slip
systems, that is the gradient of the hardening variable in one slip system
a�ects the gradient hardening stresses in all slip systems. This is clearly a
simplification of the physics, but allows to introduce a single vector field for
gradient hardening g =

qn–

–=1
Ò0k–. The corresponding weak form thus reads

”W
g
i =

⁄

V0,i

g · ”g dV0 +
⁄

V0,i

n–ÿ

–=1

k– Ò0 · ”g dV0

≠

⁄

A0,i

n–ÿ

–=1

k– N · ”g dA0 ,

(3.23)

where V0,i represents the i-th grain with boundary ˆV0,i. Simplifying the
gradient hardening model has further advantages when it comes to boundary
conditions for the gradient hardening field(s). Gradient hardening represents
the dislocation densities in the crystal lattice, that is described by slip direc-
tions and slip normals. Since the slip systems are local to each grain, the
gradient hardening field is in Paper D also assumed to be local to the grains,
meaning it is discontinuous across the grain boundaries of a polycrystal. This
results in the (mathematical) need to define boundary conditions on the grain
boundaries. Additionally, the size e�ects that are captured by the gradient-
enhanced plasticity model are, in particular in polycrystals, closely associated
with the boundary conditions on the grain boundaries, since these represent
the resistance of the grain boundaries to slip transmission. Thermodynamic
consistency implies the following requirement for the boundary conditions in
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3.2 Ductile phase-field fracture model

a polycrystal with ngrains grains in total

ngrainsÿ

i=1

⁄

ˆV0,i

!
≠H

g
l
2

g N · g
" n–ÿ

–=1

k̇– dA0 Ø 0 . (3.24)

This inequality can trivially be fulfilled, yielding the two most commonly used
boundary conditions:

1. Micro-free boundary conditions. N · g = 0, which can be im-
plemented by Dirichlet-type constraints in the dual formulation. This
means that the gradient of the hardening variables needs to be parallel
to the boundary on the grain boundaries.

2. Micro-hard boundary conditions.
qn–

–=1
k– = 0, whereby alsoqn–

–=1
k̇– = 0, which can be implemented by Neumann boundary con-

ditions in the dual formulation, compare Equation (3.23). This means
that no plastification can occur on the grain boundaries.

In terms of plastic slip transmission resistance, micro-free boundary condi-
tions represent the case of no resistance against dislocation transmission,
while micro-hard boundary conditions represent the case of complete resis-
tance against plastic slip transmission. Both cases lack the capability to rep-
resent certain physical phenomena. While micro-free boundary conditions
cannot represent the Hall-Petch e�ect, micro-hard boundary conditions pre-
vent the formation of any plastic strain on the grain boundary. Recapitulating
the properties of the adopted degradation function, compare Figure (3.5), this
also means that the material then cannot degrade on the grain boundaries.
Thus micro-hard boundary conditions prevent crack propagation across grain
boundaries. Ekh et al. [51] have presented so-called micro-flexible boundary
conditions which allow a smooth transition between micro-free and micro-hard
boundary conditions, including in-between states where grain boundaries ex-
hibit some, but not complete resistance to slip transmission. Micro-flexible
boundary conditions, similar to micro-hard boundary conditions employ the
boundary term in Equation (3.23) in order to prescribe the sum of the hard-
ening variables

qn–

–=1
k– on the grain boundaries

n–ÿ

–=1

k– =
!
≠H

g
l
2

g
N · g

"
C� , (3.25)
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Chapter 3 Modeling

where C� is a micro-flexibility parameter controlling if the boundary tends
more towards micro-free or micro-hard behavior. For C� æ 0, micro-hard
boundary conditions are recovered and for C� æ Œ it is required that N ·

g = 0, thus recovering micro-free boundary conditions. This micro-flexibility
parameter is used in Paper D to to obtain grain boundary behavior that has
expressed micro-hard properties in the hardening range, but turns towards
micro-free grain boundary behavior in the softening range in order to let
cracks propagate across the grain boundaries. This is achieved by linearly
coupling the micro-flexibility parameter C� with the global phase-field d

C� (d) = C�,0 + C
d

�
d . (3.26)

Therein, C�,0 is the initial micro-flexibility and C
d

�
is a factor that controls

the additional amount of micro-flexibility gained by complete material degra-
dation. The linear coupling is here chosen for simplicity.

A noticeable simplification that has been taken in Paper C and Paper D
is that grain boundaries act as plastic slip sinks. The models allow for slip
transmission from the grains into the grain boundaries, but not the other way
around. Slip is also not transmitted from grain to grain in these models.
The presented modeling framework could be extended to account for these
phenomena by adding interface elements along the grain boundaries. This
could in particular be interesting when adopting a slip-system based gradi-
ent plasticity formulation like the one in Paper C together with micro-flexible
boundary conditions as those presented in Paper D. For such a combination,
it would be possible to express di�erent geometric slip transmission criteria,
see for example [20] for a discussion of di�erent such criteria. However, mod-
eling those e�ects adds a significant amount of complexity to the framework.
Examples of particular problems with such an approach are the di�culty to
parametrize such models, as well as the significant added computational cost.

Numerical example

Figure 3.6 shows an exemplary result from Paper D displaying the behavior of
the ductile phase-field model with damage-dependent micro-flexible boundary
conditions on a polycrystal. The left subfigure displays the degradation func-
tion at the end of the simulation, showing where cracks have developed. The
right subfigure shows the accumulated plastic strain at the end of the simu-
lation. The grain boundaries are color coded on a scale from white to black
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3.2 Ductile phase-field fracture model

Figure 3.6: Example for ductile crack growth in a polycrystal with damage-

dependent micro-flexible inner boundary conditions. The left side dis-

plays the degradation function at the end of the simulation, the right

side shows the accumulated plastic strain distribution at the same point

in time. Noticeable results are the local change of grain boundary be-

havior in the crack (arrow 1), the change of crack growth direction

toward the stress concentration caused by the microstructure (arrow

2) and the remaining micro-hard grain boundary behavior in the less

damaged region (arrow 3). The example is reprinted from Paper D,

page 12.

indicating the local micro-hard to micro-free property. Originally, all grain
boundaries are almost micro-hard (C�,0 æ 0). The inner grain boundaries
can change their behavior locally during the simulation. The crack marked
with arrow 1 develops first. It initiates in the right grain and then crosses
the grain boundary to the left grain. A distinct s-shape of the broken grain
boundary can be observed at the end of the simulation, showing the large de-
formations. Within the damage band the grain boundary behavior has locally
changed to micro-free. This can also be recognized from the plastic strain
distribution on the right. Further away from the heavily damaged zones, the
grain boundary behavior is still mostly micro-hard. This can for example be
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recognized well in the grain marked with arrow 3 on the right side of the
figure. Arrow 2 marks the second crack that develops. It originates towards
the right side of the middle grain, and then propagates to the left. The crack
changes its crack growth direction during propagation and turns towards a
stress concentration caused by the grain boundary intersection. The entire
outer boundary is kept micro-hard throughout the simulation. None of the
cracks propagates across these boundaries, displaying how micro-hard bound-
ary conditions prevent crack growth across the corresponding boundaries.
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CHAPTER 4

Concluding Remarks and Future Work

Nickel-based superalloys can experience intergranular fracture, transgranu-
lar fracture or a mixture of both fracture modes, depending on the specific
loading conditions that they are exposed to. While transgranular fracture is
typically the default fracture mode of these materials at room temperature,
intergranular fracture occurs at high temperatures, paired with sustained ten-
sile loading in oxygen-rich environments. Intergranular fracture is promoted
by oxygen and is therefore referred to as environmentally assisted fracture.
It causes a significant decrease of the mechanical properties and thereby re-
duces the life-time of components made from nickel-based superalloys. While
the phenomenon has been known and experimentally investigated for many
years, there has been limited work on numerical modeling of the interaction
between the environmental oxygen and the mechanical behavior of polycrys-
talline nickel-based superalloys.

In this work, we present computational modeling frameworks for both frac-
ture modes. The modeling framework for intergranular fracture predicts the
interaction of oxygen, acting as an embrittling element, and its accelerating
e�ect on the crack growth rate of polycrystals. The framework is based on
chemo-mechanical phenomena which were inferred from a literature study of
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various experimental results on intergranular fracture of nickel-based superal-
loys. The framework is thermodynamically consistent, and it has been shown
in Paper A that it can qualitatively reproduce important experimental results,
such as stress relaxation in oxygen-rich environments. In Paper B the frame-
work is extended to allow for crack propagation and computation of crack
growth rates. It has therein been demonstrated that the relations between
the environmental oxygen content and the crack growth acceleration in the
case of intergranular fracture can be predicted qualitatively correct for dif-
ferent dwell times during cyclic loading and di�erent load levels. With these
results, the first two research objectives formulated in Chapter 1 have been
achieved.

In Paper C, a thermodynamic modeling framework for ductile phase-field
fracture has been presented in a large deformation setting. The modeling
framework is based on a gradient-enhanced crystal plasticity model, whereby
it accurately represents the impact of crystal orientations and their e�ect
on the anisotropic material behavior on the micro-scale, while the gradient-
extension accounts for size e�ects. A micromorphic irreversibility strategy
has been evaluated in Paper C, instead of employing, for example, a classical
history variable approach. Therein, it has been shown that the micromorphic
strategy yields reliable damage irreversibility in cyclic loading, if a su�ciently
large penalty parameter is used. In Paper C, gradient-hardening along the
slip directions is employed, while the formulation in Paper D uses isotropic
gradient-hardening. These formulations result in similar hardening behavior
for the studied cases, and the e�ect of micro-free versus micro-hard boundary
conditions has been demonstrated for both formulations. However, the slip di-
rection dependent gradient-hardening formulation requires the introduction of
a global field for each slip system, whereby is causes a significantly higher com-
putational cost compared to the isotropic gradient-extension. When extend-
ing the modeling framework to polycrystals, it has been shown that neither
micro-free, nor micro-hard boundary conditions are suitable for accurately pre-
dicting fracture across grain boundaries. Micro-free boundary conditions do
not correctly account for the grain size dependence (Hall-Petch e�ect), while
micro-hard boundary conditions in combination with the employed degra-
dation function prevent any damage development at the grain boundaries.
Therefore, a damage-dependent micro-flexible boundary condition has been
suggested in Paper D. This boundary condition reflects varying resistance of
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the grain boundaries against slip transmission during the hardening stage, be-
having similarly to a micro-hard boundary condition, and then recovers micro-
free behavior during the softening stage, whereby it allows crack propagation
across the grain boundaries. With these contributions, research objectives
number 3 and 4 have been addressed in Papers C and D. Further, the capabil-
ities of the modeling framework to account for material inhomogeneities and
void coalescence, which are important phenomena in the formation of cracks,
have been demonstrated in both these publications. While most of the pre-
sented simulation results are performed in a two-dimensional setting, crack
fronts are in reality three-dimensional. The modeling framework is formu-
lated in a dimension agnostic manner and in Paper C, as well as in Paper D,
it has been demonstrated that it can be applied to three-dimensional prob-
lems. Finally, phase-field problems are known to be inherently non-convex
and thereby di�cult to solve in numerical frameworks. A common way to ad-
dress the non-convexity is to employ a staggered solver and split the coupled
problem into two convex problems, which is also the strategy that has been
employed in this work. Paper D includes a detailed description of the features
employed in the staggered solver in order to e�ciently solve the phase-field
problem.

Future work

Naturally, there are many possible research directions that have not been
pursued in this thesis. Some of these possible directions for future work are
discussed in this section.

Coupling of inter- and transgranular fracture models

Separate models have been developed for the inter- and transgranular fracture
modes in this thesis. In order to simulate the full range of possible fracture be-
havior, it would be necessary to couple both models for predicting the mixed
inter- and transgranular range. The interaction between the models would
then function as follows: Undamaged grain boundaries have a higher strength
than the bulk material. Thus the base fracture mechanism would be trans-
granular fracture. Upon oxygen exposure, the grain boundaries are weakened
until they become weaker than the bulk material. If su�ciently much oxygen
is supplied and it enters the structure su�ciently fast, fracture becomes purely
intergranular. The mixed fracture region arises naturally when the (remain-
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ing) strength of the grain boundaries and the bulk strength are similar. In that
case microstructural details, such as grain geometries, slip system orientations
etc. determine the exact crack path. A modeling framework that combines
both presented models in particular needs to adequately address the combina-
tion of the cohesive zone model and the phase-field model. Paggi and Reinoso
[52] have suggested a promising approach for this, where the critical opening
gap of the cohesive zone model depends on the phase-field, which has subse-
quently been adopted for various problems, such as hydrogen-embrittlement
in polycrystals [53], rock fracture [54] and fiber reinforced composites [55].
Further, transgranular fracture paths allow oxygen to flow into the grains.
Modeling this would demand a generalization of the chemo-mechanical cou-
pling in the grain boundaries to the bulk material, similar to what has been
done for hydrogen embrittlement in Kristensen et al. [28].

Model parametrization and validation

A seemingly obvious extension of this work is the parametrization and sub-
sequently the validation of the presented models against experimental data.
However, both presented models include a significant number of parameters,
many of which are complex to determine. Accurately parametrizing the crys-
tal plasticity models requires in-situ testing on the micro-scale, for example by
micro-beam bending or micro-pillar compression tests. Especially the grain
boundary related parameters require similar tests, but in set-ups where the
behavior of the grain boundary can be clearly distinguished from the grain
behavior on either side. Those experiments also need to be conducted at high
temperatures. This is an on-going research field on the experimental as well
as on the numerical side. Accurate parametrization also requires the ability
to conduct research in close collaboration between those fields.

Numerical stability

Fracture models are known to be di�cult to solve in the softening regime.
This is also true for the models presented in this thesis. In this work, mono-
lithic (Paper A and Paper B) and staggered (Paper C and Paper D) Newton
solvers have been employed. It is known that this class of solvers cannot
handle snap-back behavior. Convergence problems before obtaining the fi-
nal fracture state have been a common problem in the numerical examples.
Possible remedies could be the use of arc-length solvers or a dynamic instead
of quasi-static set-up. The chemo-mechanically coupled model additionally
su�ers from very steep concentration gradients close to the crack tip and also
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from shock-wave like behavior in the oxygen field when the crack propagates.
In the presented simulations, the problems related to the chemo-mechanical
model have been addressed by a very fine grain boundary mesh and significant
regularization incorporated in the moving boundary condition. Alternative so-
lutions to these problems could be adaptive meshing in order to use a fine mesh
resolution only close to crack tips and Upwind regularization schemes for the
shock-wave behavior. Numerical di�culties are particularly problematic when
widely varying parameter values are considered, for example in a parameter
study or when adopting new specimen geometries / loading conditions.

Advanced grain boundary e�ects

In terms of the dislocation motion, the gradient-enhanced plasticity model in
Paper C and Paper D takes the simplification that grain boundaries act as
plastic slip sinks with varying degree of resistance against plastic slip transmis-
sion. This is a significant simplification compared to the dislocation motion
observed at grain boundaries in reality, where dislocations can be transmitted
into slip systems in a neighboring grain, be transmitted from a grain into the
grain boundary or emitted from the grain boundary into a grain, be reflected
at the grain boundary and also cause additional residual dislocations when
interacting with the grain boundaries [20]. By extending the modeling frame-
work by interface elements for the gradient fields and employing an approach
similar to Paper C, where the plastic slip is described on a per slip system
basis, it would be possible to capture some of these e�ects. The damage de-
pendent micro-flexible boundary condition could then also be used in order
to express geometric slip transmission criteria. Such detailed grain boundary
models however come at the cost of an increased number of parameters, which
are challenging to determine, as outlined above, and a considerably increased
computational cost.

Fatigue

Intergranular fracture of nickel-based superalloys is often considered to be a
fatigue phenomenon, since the required sustained tensile loading often occurs
as a part of the loading cycle. The impact of a sustained tensile loading phase
during cyclic loading has for example been studied in Paper B. Classical metal
fatigue on the other hand has not been considered in this thesis. In the fu-
ture, it would be an interesting, but complex addition to the transgranular
fracture model. Fatigue modeling coupled to phase-field fracture modeling is
a relatively new research field. On top of the added model complexity, fatigue
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simulations require resolving thousands to millions of loading cycles, making it
a computationally extremely expensive problem, often requiring acceleration
techniques such as cycle jumping.
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