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Abstract
Advances in diagnostics and therapies for brain disorders are opening new treat-
ment options. While typical treatments rely on biochemical mechanisms and inva-
sive electrical therapies, electronic neuro-pharmaceuticals have recently emerged as
an alternative. These pharmaceuticals are based on creating organic electronic de-
vices in vivo within brain tissue. The material of such devices must be soft enough
to integrate with the central nervous system tissue, conduct both electronic and
ionic signals, and be small enough for the brain. Water-soluble thiophene-based
monomer precursors of conducting polymers are promising candidates. These
monomers have been used to create biocompatible electrodes through in vivo poly-
merisation in living organisms, in neuromorphic organic electrochemical transistors
(OECTs), and in conducting hydrogels. However, the detailed structure of the ma-
terials in these bioelectronics is not well known. Knowledge about the material
structure is important for understanding and optimising the physical properties.

This thesis uses electron microscopy to investigate the micro- and nanostructure of
polymeric systems for electronic neuro-pharmaceuticals. The evolution of material
structures is studied using transmission electron microscopy (TEM), liquid-phase
TEM, scanning electron microscopy (SEM), and atomic force microscopy (AFM).
This work shows that the morphology of electropolymerised transistor channels for
OECTs is influenced by the surface for film growth, with a smooth polymer film
forming directly on surface modified OECT substrates. Subsequent growth on the
polymer surface leads to a more rough surface morphology. In addition, large ag-
gregates containing nanoscale features are found in the film. Imaging of monomer
solutions reveals nanoscale aggregation, which impacts the morphology of OECT
films in regions of low electric potential. This thesis also studies enzymatically
polymerised conducting hydrogels, which show promise as scaffolds for 3D neural
cell cultures. The porosity of the hydrogels is a key factor. SEM analysis shows
that increased conducting polymer content leads to larger pore sizes but reduced
interconnectivity. The findings in this work provides important structural informa-
tion needed to understand and optimise the properties of neuro-pharmaceuticals.

Keywords: Electron microscopy, conducting polymer, morphology, structural
evolution, OECT, aggregation, hydrogel, neuro-pharmaceuticals
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1 Introduction

1.1 Background
Neurodegenerative diseases are a large group of diseases that pose great chal-
lenges to healthcare and can have severe effects on the life quality of the affected.
Examples of diseases included in this group are Alzheimer’s disease, Parkinson’s
disease, and amyotrophic lateral sclerosis (ALS). Neurodegenerative diseases typi-
cally have complex origins and are characterised by a disruption and degeneration
of the central nervous system (CNS), consisting of the brain and the spinal cord.
This degeneration typically involves the loss of function and eventually the death
of neurons. This is often displayed as a disruption of electrical signals in the
CNS. Oxidative stress, protein aggregation, and depletion of neurotransmitters
have been identified as some of the main causes of cell deterioration and loss of
cell connectivity associated with this group of diseases. [1, 2]

Signalling in the CNS relies on information transmission between neurons through
biochemical or electrical processes in synapses. Treatment methods have been de-
veloped for symptom suppression and palliative care, but no cure has yet been
found for neurodegenerative diseases. Current therapeutics mainly focus on alter-
ing the biochemical processes in the CNS by drug administration. The drugs are
typically designed to introduce antioxidants, control the amount of neurotransmit-
ters, or mitigate the formation of amyloid fibrils. [1,2] These drugs are not always
effective and often involve many unwanted side effects. Electrical therapies also
exist. Among these, the most common treatment method is deep brain stimula-
tion (DBS). This is an invasive electronics-based surgical procedure, where metal
electrodes are implanted into certain areas of the brain to control abnormal brain
activity via electrical impulses. [3] Although this method can be used for multi-
ple neurological disorders, it carries substantial risks. These risks include stroke
and infection related to open-skull surgery, accumulation of scar tissue, and low
biocompatibility of the electrode material. Moreover, one of the major problems
with this technique is that the electrodes are relatively large and rigid. The size of
the electrodes limits the minimum volume of brain tissue that can be contacted to
target individual neurons or bundles of neurons. The mechanical properties of the
rigid electrodes also restrict them from fully integrating with the tissue and moving
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with the surrounding material, which may cause damage to nearby tissue. [4]

An alternative approach to DBS is implementing electronic neuro-pharmaceuticals,
which leverage the benefits of current electrical therapeutics for neurodegenerative
diseases while minimising the adverse effects. The e-NeuroPharma project aims to
develop organic electronics based on injectable small molecule precursors of con-
ducting polymers. The monomer precursors can be in vivo polymerised directly
in the brain to create functional electronic devices in a minimally invasive man-
ner. By using self-assembled nanotechnology to manufacture these devices, they
can target individual cells as opposed to large bundles of neurons responsible for
many different physiological and cognitive processes. Organic electronic materi-
als are promising to create interfaces between technology and biology thanks to
their ability to transduce both ionic and electronic signals, their tissue-like me-
chanical properties, and their high biocompatibility. [5] In recent years, several
research groups have utilised conducting polymer-based materials for in vivo for-
mation of ”soft” biocompatible electrodes in cells and tissue. Their work has led to
the development of polymer-coated cell cultures for neural stimulation [6], neural
prosthetics [7], conducting wire electrodes inside the vasculature of plants [8], and
in vivo assembly of bioelectronics inside hydras [9] and zebrafish [10,11].

Within e-NeuroPharma, organic electrochemical transistors (OECTs) with tran-
sistor channels grown from electropolymerised monomer solutions have been devel-
oped as a model system for neuromorphic devices and synthetic synaptic connec-
tions. [12–14] It has been shown that the surface chemistry of the substrate and the
electric potential applied to the system govern film formation in these devices. [14]
However, knowledge about the micro- and nanostructure of these devices and their
effect on device properties is very limited. Conducting hydrogels have also been
devised for local nerve stimulation [10], and to create three-dimensional scaffolding
in cell cultures and bioink in tissue engineering [15]. The microstructure of such
hydrogels has a large influence on the mechanical, electrical, and biocompatible
properties of the system and should be investigated when optimising or developing
new hydrogel systems.

Many of the materials and devices that have been established for organic electronics
rely on the polymerisation of thiophene-based monomers in electrolyte solutions.
Recent studies have shown that these monomers are not always fully dispersed but
may form large aggregates in solution. [16] The size distribution of such monomer
aggregates determines whether they can enter cells or pass the blood-brain barrier
(BBB) to enter the CNS. The size of the aggregates is thus important to con-
sider for a device designed to assemble in the brain. Aggregation also affects the
formation of desired conducting pathways by altering the morphology of polymer
films grown from these solutions. Understanding the agglomeration, nucleation,
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and subsequent film evolution from monomers in solution is therefore essential
to predict the physical and electrical properties of the pharmaceuticals and their
function in the human body.

1.2 Scope of the Thesis
In this thesis, the micro- and nanostructure of materials and devices for elec-
tronic neuro-pharmaceuticals are investigated and correlated to important device
properties. The structural characterisation is mostly carried out using electron mi-
croscopy techniques with high spatial resolution. This is complemented by other
methods to analyse the surface topography, electrical and mechanical properties
as well as biocompatibility of devices. This thesis aims to contribute to a better
understanding of the material structures and how they can be tuned for functional
bioelectronics.
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2 Organic Electronics Used for
Treatment of Neurodegenerative
Diseases

Organic electronic materials implement conducting and semiconducting polymers
and small molecules to attain both electronic and ionic conductivity. This unique
combination makes organic electronics excellent for interfacing biological systems
with electronics. [5] This thesis is focused on applying organic electronics to develop
materials, devices and electronic systems that can be in vivo manufactured in tissue
to target diseases affecting the neuronal system. This chapter presents background
information about the materials used in organic electronics as well as information
about some important device applications.

2.1 Conducting Polymers

2.1.1 The Building Blocks of Polymers
Polymers are a class of materials made up of very large molecules (macromolecules)
comprised of a large amount of repeating structural units called monomers. The
monomers are typically joined together by covalent bonds to form a polymer chain
during a polymerisation reaction.

The polymer chain is often divided into the backbone and the side groups. These
are shown for the polymer PEDOT-S [alkoxysulfonate-functionalised poly(3,4-
ethylenedioxythiophene)] in Figure 2.1a). [8] Polymers are normally classified based
on the characteristics of the backbone, which forms the main chain and determines
many of the properties of the polymer such as the mechanical flexibility. The side
chains can be modified to further functionalise the polymer and e.g. increase
the solubility and processability. [17] Dopant ions can also be added to alter the
mechanical, electrical and optical properties of the polymer. [18, 19]

The molecular weight of a polymer is related to the average number of repeating
monomer units in the polymer chain, also known as the degree of polymerisation.
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Polymers consisting of the same base monomers may have different molecular
weights, resulting in different properties. Short-chain polymers are also called
oligomers. This group may be further divided into dimers, trimers, tetramers etc.
for a chain with two, three or four monomer units.

The two most common polymerisation mechanisms are step-growth (condensation)
and chain-growth (addition). Step-growth polymerisation is typically a succession
of condensation reactions where a small molecule (often H2O) is lost in each re-
action. In chain-growth polymerisation, a catalyst such as a free radical or ionic
initiator is often used to open the C-C double bonds of a monomer so that it can
react with other monomers and form a growing polymer chain. [17]

2.1.2 Electronic Properties of Conducting Polymers

Polymers were long considered to only be insulators before the development of
intrinsically conducting polymers. This new class of organic materials, often re-
ferred to as organic semiconductors, is now recognised as having similar electrical
and optical properties as inorganic semiconductors and metals. Conducting poly-
mers are normally conjugated molecules with sp2-hybridisation, where the polymer
chain is bound by both saturated σ bonds and unsaturated π bonds. The optical
and electrical properties of conjugated polymers come from the alternating single
and double bonds which lead to overlap of the p-orbitals, giving rise to delocalised
π electrons with high mobility between neighbouring atoms in the molecule. [20]
Because the π bonds have small ionisation potentials, π electrons can relatively
easy be removed or added to the polymer molecule without disrupting the σ bonds
that give stability to the polymer. [21]

Conducting polymers and other organic semiconductors, just like their inorganic
counterparts, exhibit a separation in energy between their highest occupied molec-
ular orbital (HOMO) and their lowest unoccupied molecular orbital (LUMO). The
band gap is the energy difference between HOMO and LUMO and can be tuned
to a chosen level to allow the material to act as an insulator or conductor (as-
suming enough external energy is added to the system to allow the electrons to
be excited across the energy gap). If an electron overcomes the energy gap, a
positively charged quasi-particle called a hole is created in the electron’s original
state. The material can be designed to either preferentially use holes or electrons
as charge carriers and is then commonly referred to as p-type (hole transporter) or
n-type (electron transporter). [22] By oxidising or reducing the polymer backbone,
depending on if the polymer is p-type or n-type, mobile charges are introduced
in a process known as doping. It is often energetically favourable to spatially lo-
calise the charge in the polymer chain by distorting the lattice around the charge.
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This shifts the HOMO energy upwards and the LOMO energy downwards, low-
ering the ionisation energy of the polymer. If the decrease in ionisation energy is
larger than the energy needed for the distortion, charge localisation occurs and a
so-called polaron is created. A polaron is a quasiparticle that describes the inter-
actions between a spatially confined charge and the atoms in the lattice around
it. Polarons are commonly found as charge carriers in many conducting polymers
and may diffuse through the lattice. However, since they require charges to be
spatially confined, they do not have the same mobility as free charges. [21]

A common way to increase the electrical conductivity of organic semiconductors is
increasing the number of charge carriers in the polymer backbone by doping. Dop-
ing of organic semiconductors is performed by exposing the polymer to oxidising or
reducing agents. A common doping method is to add dopant ions or molecules that
react with the polymer to create charges in the polymer backbone. [23] Another
approach is utilising self-doping, where the doping ions are covalently bound to the
polymer backbone, acting as counterions to the charge on the backbone and mak-
ing the polymer intrinsically conductive. [24] An example of a p-type self-doped
polymer is PEDOT-S [8] shown in Figure 2.1a). In PEDOT-S, the sulfonate ion on
the side chain acts as a counterion to the positively charged polaron induced in the
polymer backbone, making the whole molecule charge neutral. Undoped polymers
normally have electrical conductivities as low as 10−10 S cm−1 or 10−6 S cm−1. [25]
Doping the polymer can increase the conductivity by several orders of magnitude
to around 102 −103 S cm−1. [26, 27]

2.1.3 Charge Transport in Conducting Polymers
Efficient charge transport in conducting polymers and other organic semiconduc-
tors relies on the density of charge carriers, molecular ordering, molecular size and
weight, impurities, the presence of electric fields, pressure and temperature. [22]
Many polymers do not display any ordered structure because of the weak in-
tramolecular van der Waals forces between the polymer chains. Instead, the in-
dividual polymer chains are often randomly oriented within the material making
them amorphous. However, the π-orbitals in conjugated polymers may overlap
between neighboring polymer chains. Because of this, conjugated polymers often
tend to have so-called π-π stacking orthogonal to the conjugation direction (see
Figure 2.1b)), giving rise to a more ordered structure. Cross-linking of polymer
chains also increases the degree of order in the polymer. The formation of or-
dered domains existing at length scales ranging from atomic to microscopic or
even mesoscopic levels typically occurs through molecule self-assembly but can
also be induced e.g. by straining the material to align the polymer chains in a
preferred direction during polymer film fabrication. [28,29]
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Figure 2.1: Illustration of a) the chemical structure of the conjugated polymer
PEDOT-S, here shown with six repeating monomer units, and b) ordering in
conjugated polymers due to π-π stacking.

The charge transport in conducting polymers is in the form of slow phonon-assisted
hopping along percolative paths between carbon atoms in the material system.
These paths occur along the polymer chain backbone or between adjacent π-π
stacked chains. Transport of charge carriers along these paths is mainly depen-
dent on the length of the polymer chains and the π-π stacking distance. [28–30]
Transport along the polymer chain backbone is usually quickest since it only in-
volves movement between delocalised π-orbitals extending along the same polymer
chain. Chemical or physical defects along the chain can interrupt charge transport
along this path. Charge transport along the π-π stacking direction is theoretically
lower than along the backbone but still accounts for a large portion of charge
transport in conjugated polymers. It is also possible to transfer charge carriers
between polymer chains in the direction of the side chains shown in Figure 2.1b).
Transport along this interchain direction is much more difficult though since the
side chains may act as an insulating layer and the distance between chains can be
large. [29]
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2.1.4 Conducting Polymers in Organic Electronics
Conducting polymers are essential in the development of organic electronics. The
high electrical conductivity achievable, high mechanical flexibility, biocompatibil-
ity and the potential of in vivo manufacturing through self-organisation in living
tissue make conducting polymers very attractive in biological applications. Con-
ducting polymers are today used extensively in biomedical fields such as bioengi-
neering, regenerative medicine and biosensors. [20] The possibility to fabricate
conducting polymer films from solution makes this group of materials especially
useful for bioelectronics. It can however be challenging to control the result-
ing film morphology and molecular structure. Many factors affect the nano- and
microstructure of polymer films such as the chemistry of the solvent used, the
solubility of the monomers, properties of the substrate and environmental condi-
tions. [29] The nanostructure, in turn, strongly affects the electrical conductivity
of the material since it governs the formation of percolative paths discussed in the
previous section.

2.2 Organic Electronics
The field of organic electronics emerged in the 1980’s through the use of or-
ganic semiconductors to develop devices such as organic transistors, organic light-
emitting diodes, and later on also organic solar cells. This thesis focuses on organic
electronics which are used as interfaces to translate signals and functions between
biological systems and electronic devices. Such organic electronics, often termed
”organic bioelectronics” [31], can be used to modify the physiology and processes
of everything from individual cells to entire organs. They can also be used as
sensors that monitor different signals coming from the biological system because
of their ability to conduct and process both electronic and ionic signals. Further-
more, since the conducting polymers or molecules in organic electronics are mostly
developed via synthetic strategies, their physical and chemical properties can be
tuned so the resulting device fits the requirements on mechanical flexibility, elas-
ticity, morphology, conductivity, or surface chemistry set by the biological system
in question. [5] Implementing organic electronics capable of communicating with
neural cells and tissue can thus help us improve our understanding of complex
biological functions and treat various neurodegenerative diseases.

2.2.1 Characteristics of Organic Electronics
When compared to inorganic electronics, such as silicon-based devices, organic
electronics have certain characteristics that are especially useful in biological ap-
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plications. A solvated ion in an electrolyte in a biological system is often relatively
large compared to the network of covalently bound atoms in silicon. Conducting
polymers and other organic semiconductors, on the other hand, are made up of
macromolecular blocks held together by weak van der Waals forces or electrostatic
interactions. The weak forces holding the molecules in organic semiconductors to-
gether make the space between molecules relatively large, which allows for efficient
transport of ions through the material. The reliance on van der Waals interactions
is also the reason why many organic materials are considered ”soft” compared
to their hard inorganic counterparts. [32] In contrast to the weak van der Waals
interactions between polymer chains, organic semiconductors sometimes also im-
plement cross-linked polymers, where the polymer chains are connected to each
other by covalent or ionic bonds. Such cross-linking typically leads to an increase
in the rigidity and mechanical strength of the material which can be tuned to fit
the desired properties of the final device. [17] Furthermore, the opportunities for
chemical modification are more easily available for organic materials compared to
inorganic ones. Both the conjugated backbone and the side chains of the polymer
can be altered to change the material properties. The polymers can be arranged to
form anything from single-crystalline structures to amorphous structures of a single
polymer species or a composite simply using a few fundamental monomer building
blocks. Another important characteristic of many organic electronic materials is
that their interfaces do not get covered by an oxide layer as easily as silicon-based
electronics when contacted by e.g. aqueous electrolytes. This facilitates their use
in bioelectronic interfaces. [32]

2.2.2 Signalling in Biological Systems

Typical signals in biological systems can be both electronic, ionic and molecular
in nature. Signals can be carried by molecules ranging in size from small cations,
such as Ca +

2 with a radius of about 100 pm, to macromolecules such as proteins
which can be up to a few nanometres in size. [5,33] So-called action potentials carry
the electrical signals containing information within neurons. The action potential
in a biological neuron is triggered when the membrane potential is changed by a
stimulus to reach above a threshold potential. The threshold is generally between
-50 mV and -55mV. The action potential triggers the release of neurotransmitters
(small molecules) from the presynaptic nerve terminal to the postsynaptic termi-
nal. At the postsynaptic terminal, the neurotransmitters bind to receptors which
control the flow of cations such as Ca +

2 across the cell membrane. This triggers a
new electric signal in the form of an action potential that continues propagating in
the nervous system. [34] The described neuronal signalling highlights the intricate
interactions taking place between between electrical stimuli, ions, neurotransmit-
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ters, proteins and DNA in many biological systems. The ability to record or alter
such signals is essential for translating information between biology and technol-
ogy. In order to do so, the utilised electronics need to have high biocompatibility
and be stable in common biological environments for long time periods. In many
situations it is also favourable to have a minimally invasive device with geometry
and mechanical properties that match those of the biological system. [5]

2.2.3 Electronic and Ionic Conductivity
In addition to the signal translation capabilities that come with the intrinsic elec-
tronic conductivity of conducting polymers described in Section 2.1, polymeric
materials also offer a unique platform for ion migration through a solid given that
the pore size and molecular dynamics of the material allows it. [5] Gel polymer elec-
trolytes contain a large amount of liquid electrolyte solutions (often water-based)
inside a polymer scaffold where ion conduction can occur throughout the bulk
solid by the dissociation of electrolyte components. [35] Polyelectrolytes consist of
ionisable polymers that both act as scaffolding medium and can dissociate into
charged polymers and counterions which move in the presence of electric fields.
Polyelectrolytes form either polycations or polyanions depending on the charge of
the polymer and associated counterion [36]. They can be used in electrochemical
devices or bipolar membranes for sensing charged biomolecules or in biomimetic
devices where the polyelectrolyte counterion represents a relevant biological signal
(e.g. a biological cation such as Ca +

2 or Na+). Perhaps the most commonly used
device structure for organic electronics consists of a thin organic film, often made
from a conducting polymer, in contact with one or more electrodes. The injection
of electrons, holes or even ions into the polymer leads to charge transport in the
film. [5]

2.2.4 Bioelectronic Interfaces with Cells
It has recently been shown that cells ”feel” their environment and are affected by
the mechanical, physical and chemical properties of their surroundings. In cell
cultures, many cells are not viable upon suspension in a fluid but need to adhere
to a solid. [37,38] In living cells, this adhesion is performed by receptors on the cell
membrane that connect with extracellular proteins in the surroundings. [39] The
ability for such proteins to organise on a cell culture surface depends on the hy-
drophobicity, surface chemistry and surface energy of the substrate, which in turn
then affect the cell adhesion. [40] The cells also respond differently when grown
in a stiff or soft matrix and ideally the stiffness of the two-dimensional substrate
or three-dimensional scaffolding should match that of the natural environment
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for the cells. Processes such as cell contraction, proliferation, organisation, and
cell death are all dependent on the elasticity of the surrounding matrix. Tissue
cells such as neurons, fibroblasts, myocytes, and osteocytes come from different
microenvironments with varying elasticity. Brain tissue is amongst the softest,
with elasticity of about 0.2-1 kPa, muscle tissue exhibits intermediate stiffness,
and osteoid tissue found in bones is among the stiffest, with elasticities of 25-
45 kPa. [37, 38] Conducting polymer films and matrices can often be made softer
and with a more pronounced three-dimensional structure than many metal or
inorganic interfaces. They are therefore considered to be more biocompatible,
giving them an advantage in the field of bioelectronics. [5] Conjugated polymers
such as polyaniline (PANI), polypyrrole (PPy), polythiophene (PTh) and poly(3,4-
ethylenedioxythiophene) (PEDOT) have been widely used in organic electronics,
particularly those intended for neural devices and tissue engineering because of
their high biocompatibility and electron-ion conductivity. [5,19,41] Moreover, some
organic electronic devices made from conducting polymer films are deemed ”evolv-
able”, meaning that they can change mechanical or physiochemical properties as a
response to some stimuli. This is of particular importance for the development of
neural interfaces or neuromorphic devices since the brain exhibits a natural neural
plasticity. [5, 12,13]

Today, organic bioelectronics are used to create an ever growing collection of ma-
terial systems and devices. They are used in applications ranging from conducting
polymer electrodes to bioactive surfaces and three-dimensional scaffolds for cell
cultures, to organic field-effect transistors (OFETs) and organic electrochemical
transistors (OECTs) for biosensors and neural interfaces, ion pumps for drug de-
livery and even electronic skin. [5] In the following sections, OECT devices and
three-dimensional scaffolds comprised of conducting hydrogels will be explained in
more detail.

2.3 Organic Electrochemical Transistors (OECTs)
Since their invention in 1947, transistors made of semiconductors, dielectrics and
metals allow the flow of electrons in a solid-state device to be controlled. Modern
transistors typically rely on field-effect doping, where the number of charge carriers
in a semiconductor is adjusted by applying a voltage to a metal electrode. The
electrode is separated from the semiconductor by a thin insulating layer called the
gate dielectric. These devices are known as MOSFETs (metal-oxide semiconductor
field-effect transistors) and are the most widely used type of transistor. [42] An
increased interest in the use of organic electronics led to the development of OFETs.
OECTs were later developed by the group of Mark Wrighton in the mid-1980s. [43]
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The typical structure of an OECT is shown in Figure 2.2. These devices consist
of an organic semiconductor film (the transistor channel) that is in contact with
an electrolyte. A gate electrode is immersed in the electrolyte. Metal electrodes
called source and drain are in contact with the organic semiconductor film and
together they define the channel through which holes or electrons flow (depending
on the charge carriers) between the source and the drain terminal.

Figure 2.2: The typical structure of an organic electrochemical transistor showing
the source, drain and gate electrodes with an organic semiconductor film in contact
with an electrolyte.

Applications of OECTs

OECTs are especially attractive for use in medical diagnostics and bioelectronic
implants since they have higher biological and mechanical compatibility with cells
and tissue compared to traditional electronics relying on inorganic materials. The
mechanical flexibility of the organic semiconductor transistor channel in OECTs
is especially suitable for the nonplanar form factors typically required for im-
plants. [31, 44, 45] OECTs have a wide range of applications, including chemical
and biological sensors [46], controlling cell adhesion [47], measuring the cell ac-
tivity in electrically active tissue [48], stimulating neurons locally [49], and in
neuromorphic devices that can mimic the structure and function of the nervous
system [12,50,51].

2.3.1 Structure, Physics and Electronic Properties of OECTs
OECTs rely on ion injection from the electrolyte into the semiconductor film to
change the doping state of the organic semiconductor and thus also its conductiv-
ity. [52] The rate of ion injection is controlled by applying a voltage to the gate
terminal. By applying a voltage to the drain electrode, a drain current, ID, is
induced in the semiconductor channel with amplitude proportional to the number
of mobile charge carriers in the film. Both the gate voltage, VG, and drain voltage,
VD, are defined with respect to the source electrode which is often grounded. [44]
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Similar to both MOSFETs and OFETs, OECTs operate in a switch-like manner
where the gate voltage controls the drain current by changing the level of dop-
ing in the organic semiconductor film. [48] When no gate voltage is applied, ID

is determined by the intrinsic conductance of the organic semiconductor chan-
nel. When a gate voltage is applied, ID depends on the extent of doping. Much
of the physics of OECTs can be described by the Bernards model. The model
divides the OECT device into an electronic circuit and an ionic circuit. The elec-
tronic circuit is described by Ohm’s law and consists of the organic semiconductor
film where the electronic charge transport depends on the density and mobil-
ity of charge carriers. Electronic charges drift in response to the local potential.
The ionic circuit consists of a resistor, which describes ionic charge transport in
the electrolyte. It is assumed that reactions in the ionic circuit only occur at the
electrolyte-semiconductor interface. No reactions occur at the gate electrode. Fur-
thermore, devices are assumed to be governed by non-Faradaic processes, meaning
that charge-transfer reactions do not take place in the electrodes or in the organic
semiconductor. Instead, ionic charges accumulate at electrode surfaces, resulting
in charging and discharging of an ionic double-layer. Ions can also be stored in the
channel material to electrostatically compensate opposite charges present in the
film via capacitive processes. [52]

OECTs typically operate in either accumulation mode or depletion mode. Accu-
mulation mode devices generally have a low number of intrinsic charge carriers in
the organic semiconductor channel. By applying a negative or positive gate volt-
age, anions or cations are transported into the channel and increase the number
of holes or electrons, respectively, which increases the electronic conductivity. For
depletion-mode devices, the number of intrinsic charge carriers is in general high
and a high drain current can flow even at zero gate voltage. As the gate volt-
age becomes increasingly positive or negative, ions are injected into the channel
and compensate the doping ions of the organic semiconductor. This leads to a
de-doping of the material, which decreases the number of charge carriers. [44] The
majority of published works is on depletion-mode OECTs. [52]

An important characteristic of OECTs is that changes in doping state occur
throughout the entire bulk volume of the channel, not just the top surface lay-
ers (as in FETs) where a double layer of accumulated ions can be created. This
means that low-gate voltages can lead to large changes in the drain current, making
OECTs efficient switches and useful signal amplifiers in e.g. glucose sensors. [45]

The relationship between the drain current and gate voltage is described by a trans-
fer curve. The slope of the transfer curve is known as the transconductance, gm, an
important peformance metric for transistors. A steeper transfer curve indicates a
larger change in drain current for a given gate voltage. [44] The transconductance
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of an OECT device can be predicted by the Bernards model as

gm = W

L
· d · µ · C∗ · (VT − VG) (2.1)

for devices operating in depletion mode and

gm = W

L
· d · µ · C∗ · (VG − VT ) (2.2)

for devices operating in accumulation mode where W , L and d are the width, length
and thickness of the channel, respectively, µ is the mobility of the charge carriers,
C∗ is the channel capacitance per unit volume and VT is a threshold voltage that
does not depend on the geometry of the channel. [53] This model shows that the
transconductance scales not only with the width and length of the channel, but also
with the channel thickness. Moreover, there are indications that the volumetric
capacitance, C∗, depends on the structure of the material in the channel. [53]
The hydration of the channel material is important since it describes the ability
to take up water and swell, yielding a loosely packed structure that facilitates
ion transport. [54] On the other hand, electronic charge transport in the channel
can also be improved by the presence of crystallites or dense polymer aggregates
with good intergrain connectivity because of the strong π − π interactions in such
structures. [55]

2.3.2 Materials in OECTs

The transistor channel often consists of a conducting polymer, typically PPy or
PEDOT doped with small anions or polyanions. In the case of PEDOT, the
most commonly used dopant is poly(styrene sulfonate) (PSS) which makes PE-
DOT:PSS a doped p-type semiconductor operating in the depletion mode. [44,45]
In PEDOT:PSS, holes generated in the conjugated polymer backbone are compen-
sated by the negatively charged PSS ions. By applying a positive gate voltage, VG,
cations from the electrolyte are injected into the organic semiconductor channel
and compensate the charge on the PSS ions. This decreases the hole density in
the PEDOT backbone, reducing the number of charge carriers in the conducting
polymer and lowering the drain current. Similarly, a negative gate voltage can
be applied to inject anions instead. In this manner, OECTs can be used to con-
vert ionic currents common in biological systems to electronic currents. [56] It has
been shown that using the right processing methods, the electronic conductivity
of PEDOT:PSS thin films can reach values higher than 1000 S cm−1. [57]

15



Chapter 2. Organic Electronics Used for Treatment of Neurodegenerative
Diseases

The conducting polymers used for OECTs are commonly synthesised via solution,
vapour-phase or electrochemical polymerisation allowing for facile deposition of
thin films. Vapour-phase polymerisation is often chosen over electropolymerisation
since the latter requires a conducting surface for the initiation of film growth
which can be difficult to implement. Vapour-phase polymerisation only requires
the device substrate to be coated with an oxidant that polymerises monomers
introduced in vapour form. [44] However, the most common deposition methods
rely on solvent-based techniques such as spin-coating or printing with polymer
inks. Such techniques are considered low-cost and allow for fast deposition of thin
films. Spin-coating has been extensively used for fabrication of OECT channels
and involves drop casting a polymer solution on a rotating substrate. The thickness
and morphology of the final film depends on the properties of the solution (such
as volatility, concentration and viscosity), the wetability and cleanliness of the
substrate, and the spinning speed and time. [58]

Pre-patterned Au electrodes on a glass or SiO2 substrate are commonly used for
the source and drain electrodes. For the gate electrode, a non-polarisable material
such as Ag/AgCl is typically used, but a polarisable electrode (such as Pt) can
also be implemented. The electrolyte can be a liquid, gel or solid based on the
intended application or fabrication limitations. Most commonly, aqueous solutions
of NaCl or KCl are chosen as the electrolyte. [44]

2.4 Conducting Hydrogels for Cell Cultures and
Neural Tissue Engineering

In living organisms, cells develop and act in complex three-dimensional environ-
ments that may be in the form of bone scaffolding, tissue, or the extracellular
matrix (ECM). Hydrogels are three-dimensional porous, hydrophilic networks of
cross-linked polymers that can hold large amounts of water (see illustration in
Figure 2.3). [59] They can be made with similar mechanical and biochemical prop-
erties as different types of tissue, making them prime candidates for many medical
devices. [60] Traditional hydrogels often display only low ionic conductivity and
little to no electronic conductivity, leading to short signal conduction distances.
This problem can be circumvented by incorporating electrically conducting poly-
mers into the hydrogel. Conducting hydrogels are an invaluable tool for interfacing
directly with electro-active cells or tissue since they can modulate cell responses
like cell proliferation and differentiation. This makes conducting hydrogels attrac-
tive in applications such as scaffolding in in vitro cell cultures [60], neural probes
and sensors, tissue engineering, artificial muscles, controlled drug delivery systems
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and bioinks for 3D printing. [61,62]

Figure 2.3: Illustration of a hydrogel consisting of a three-dimensional porous
network of cross-linked polymers capable of holding large amounts of water. Image
created with BioRender.com

2.4.1 The Importance of Porosity in Biological Scaffolding
and Hydrogels

An important property of biological scaffolding, such as the ECM, is its porosity
which plays a key role in the formation and function of the cells and tissue within
it. For cells to distribute homogeneously throughout the ECM and connect, a
significant amount of porosity is needed. [60] When designing artificial scaffolds
such as hydrogels, it is important to replicate this porosity. The porous network
of hydrogels in an implant increases the surface area that cells can adhere to
which enhances tissue regeneration within the hydrogel matrix. [63] A system
of interconnected pores also facilitates the diffusion of oxygen and nutrients to
cells within the matrix, which is essential for cell proliferation, migration and
survival. These functions are important to consider when developing hydrogel
scaffolds as a representation of the ECM for neural tissue engineering. In addition
to pore interconnectivity, the pore size also affects the growth and movement
of cells within the hydrogel. Moreover, the pore size determines how well the
hydrogel material can contract. The mechanical stiffness of the hydrogel typically
decreases with increasing porosity. [60] When using hydrogel scaffolds in tissue
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regeneration, the pore size should also be modified to match the type of tissue
being treated. The optimum pore size can be as small as 5 µm for growth of
new blood vessels but needs to be 100-350 µm for mammalian skin [60]. Brain
neuronal tissue grows successfully in scaffolds with pore sizes around 100 µm, but
neurons in the peripheral nervous system need pore lengths of 200-750 µm to grow
their long axons. [64] Natural regeneration of neural tissue in the brain is limited,
which is why treatment and not just symptom suppression of neurodegenerative
diseases is so difficult to accomplish. Using conducting hydrogels as scaffolds to
promote tissue regeneration and replacing defective cells is therefore of particular
importance when treating neurodegenerative diseases. [64]

2.4.2 Materials in Conducting Hydrogels
A problem with many of the common conducting polymers is that they have
poor water solubility, are non-degradable, are mechanically brittle because of rigid
π-conjugation, or require aggressive polymerisation methods. This limits their
use in bioelectronics. [65–67] A large majority of biomedical devices therefore use
PEDOT:PSS which shows excellent chemical stability, electrical properties and
biocompatibility. [61, 68] While PEDOT-based hydrogels show large potential for
use in in vitro cell cultures with neural cells, its use in tissue engineering for in vivo
applications is more limited due to difficulties in functionalising the polymer to
make it biodegradable, increase the solubility and processability, and improve the
biological response. [69, 70] PEDOT:PSS also has a considerably higher Young’s
modulus (on the order of 100 MPa [71]) than many types of biological tissue,
such as mammalian brain tissue which has a Young’s modulus on the order of
1 kPa [72], limiting its use for some bioelectronics. An alternative to using pre-
polymerised conducting polymers in hydrogels for cell cultures or tissue engineering
is to use water-soluble π-conjugated monomers that can be in situ polymerised
within the hydrogel. Conducting polymers fabricated this way benefit from the
improved solubility and processability, and offer more possibilities for material
functionalisation while maintaining the electrical characteristics of pre-polymerised
materials. [12–14] While polymers can exhibit a large variation in molecular size
within the material due to the polymer chains all having slightly different lengths,
pure monomers generally have a more defined size and structure. This enables
more uniform interactions with cells and other materials. [73] Moreover, oligomers
with up to ten monomer units have been shown to undergo material remodelling
and degradation in vivo [70] and can be eliminated by macrophages - a type of
white blood cell. [11] These functionalities are important to consider for in vivo
applications such as treatment of diseases where removal of the bioelectronics with
minimal tissue damage after disease relief is desired.
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3 Experimental Techniques,
Methods and Materials

This chapter describes the specific materials and devices studied in this thesis
along with information about the experimental techniques implemented for the
characterisation of the material microstructures. A description of the instruments
that have been used in this thesis work and necessary sample preparation steps
are also presented at the end of this chapter.

3.1 Material Systems
The majority of organic semiconductor materials studied in this thesis are based
on a derivative of PEDOT formed by the conjugated monomer backbone 2,5-
bis(2,3-dihydrothieno[3,4-b][1,4]dioxin-5-yl) thiophene (EDOT-thiophene-EDOT,
abbreviated as ETE) which can be functionalised with different side chains on the
central thiophene. The following sections describe the properties of these materials
and their use in OECT devices and conducting hydrogels investigated in this thesis.

3.1.1 ETE-S and ETE-PC
ETE monomers are thiophene-based molecules comprised of two 3,4-ethylenedioxy-
thiophene (EDOT) moieties on both sides of a thiophene ring modified with a func-
tionalised side chain. For ETE-S, the central thiophene has a negatively charged
4-ethoxy-1-butanesulfonic acid side chain whereas for ETE-PC it is a zwitteri-
onic phosphocoline side chain. The side chain acts as an intrinsic dopant for
the monomer. [14] The chemical structures of ETE-S and ETE-PC are shown in
Figure 3.1. The length of the thiophene backbone of a single monomer unit is
approximately 10-11 Å. Protocols thoroughly describing the synthesis of ETE-S
and ETE-PC can be found in the literature. [13, 14] Both ETE-S and ETE-PC
are shown to have high biocompatibility and can form highly conducting poly-
mers with electric conductivity on the order of 10 S cm−1, making them suitable
materials in many bioelectronic device applications. [8–11]
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Figure 3.1: Chemical structure of the self-doped conducting polymers a) PETE-S
in the reduced state where the sulfonate group on the side chain is compensated by
a sodium ion and b) PETE-PC with its zwitterionic side chain. The trithiophenes
represent one monomer unit of ETE-S and ETE-PC, respectively.

Electrochemical properties of ETE monomers and possible
polymerisation routes

ETE-S and ETE-PC can both be oxidatively polymerised to form p-type con-
ducting polymers. Holes induced during polymerisation create positively charged
polarons and bipolarons in the central thiophene of the backbone as main charge
carriers. [74] When polymerised, they typically form rather short chains with only
two or three monomer units, a few nanometres in length, and could thus be consid-
ered as oligomers rather than polymers. [30] The two most frequently used poly-
merisation routes for ETE-S and ETE-PC include electrochemical polymerisation
(often simply called electropolymerisation) and enzymatic polymerisation.

In order to electrochemically polymerise ETE monomers in an aqueous solution, a
positive potential above the threshold oxidation potential of the monomers needs
to be applied. Above the oxidation potential, the monomers get oxidised to a
sufficient degree that polymerisation becomes tangible and insoluble conducting
polymer molecules start to nucleate on the biased substrate. The oxidation po-
tential of the monomer is therefore often taken as the onset potential of the elec-
tropolymerisation reaction and can be determined by cyclic voltammetry (CV).
CV is a technique commonly used to study the electrochemical properties of an
analyte in solution. The setup typically consists of a liquid cell with an analyte
in an electrolyte solution in contact with a system of three electrodes: reference
electrode, working electrode and counter electrode. The potential of the work-

20



3.1. Material Systems

ing electrode, measured against the reference electrode, is swept linearly in time
in a cyclic manner between two vertices while the current between the working
electrode and counter electrode is measured. The technique is commonly used to
investigate redox processes. [75]

When determining the onset potential for ETE monomers with CV, the first ox-
idation peak of the first cycle during the anodic sweep (towards higher positive
potentials) represents the oxidation of monomers and subsequent nucleation of con-
ducting polymers on the working electrode. [14] The onset potential is determined
as the start of the peak, which can be calculated by looking at the intersection of
the tangent line of the peak and the tangent line of the flat region before the peak,
as shown in Figure 3.2. [76]

Figure 3.2: Determination of onset potential from a cyclic voltammogram of
ETE-S using a biasing setup with Pt electrodes. Linear functions are fitted to
the cyclic voltammogram before and at the slope of the first peak of the anodic
(positive) sweep of the first cycle. This peak represents oxidation of the monomers.
The onset potential is taken as the potential value at the intersection of the two
lines. The corresponding onset potential for this sample is 0.08 V.
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The onset potential depends on the monomer species, in particular on the charge
of the side chain, and potentially also on the monomer concentration and the
material of the electrodes. Electrostatic interactions can influence the distance
between the monomer and the positively biased electrode but also the thermody-
namics of the monomer oxidation. When CV of ETE monomers was carried out
on fluorine-doped tin oxide electrodes, the measured onset potential was 0.30 V
for the negatively charged ETE-S monomers and 0.47 V for zwitterionic ETE-PC
monomers. [14]

The low oxidation potentials of ETE monomers are important for their high bio-
compatibility since it ensures low electric potentials are sufficient to electrochemi-
cally polymerise the material. This is specifically important in in vivo settings with
sensitive tissue that could be damaged at higher potentials. Electropolymerisa-
tion of ETE-S and ETE-PC has been used in the development of evolvable OECTs
(EOECTs) for neuromorphic applications and synthetic synapses. [12–14] It has
also been used in the development of bioresorbable electrodes in living zebrafish by
injecting ETE-S or ETE-PC together with PEDOT-S in aqueous solution followed
by electropolymerisation in vivo [11].

An alternative route to electropolymerisation is enzyme-assisted polymerisation,
which is often more gentle to the surrounding material. It has been shown that
ETE-S can be enzymatically polymerised by peroxidases in the presence of H2O2.
This has been applied to promote spontaneous polymerisation of ETE-S into con-
ducting wires and supercapacitors in plants [8] and in invertebrate animals such
as hydras [9] by the native environment in these biological systems.

Solubility and aggregation behaviour of ETE monomers

The ETE-S and ETE-PC monomers are reported to be soluble in aqueous me-
dia up to concentrations of at least 10 mg mL−1 because of their hydrophilic side
chains. [14] However, it has been shown that ETE monomers tend to aggregate in
solution as a result of π-π stacking interactions. [16] For ETE-S, π-π stacking of
two to three oligomer chains leads to the formation of small crystallites. It only
occurs for dimer or longer polymers where the stacking distance is rπ−π = 3.5 Å.
Percolative paths do not exist for ETE-S monomers, only for dimers, trimers and
longer polymers where charge carriers can travel between π-π stacked chains and
along single polymer backbones that form electrical connections between stacked
regions. [30]

For in vivo polymerisation and fabrication of bioelectronics based on networks of
conducting polymers in brain tissue to be possible, the molecule precursors need
to be small enough to pass the blood-brain barrier (BBB). The BBB is a microvas-
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cular network that controls the transport of molecules between the central nervous
system (CNS) and the circulatory system to maintain homeostasis in the CNS and
protect the CNS from toxins and pathogens. The controlled environment in the
CNS is necessary for the proper function of the neurons inside it. The physical
wall of BBB is made up of endothelial cells. [77] Nanoparticles and other molecules
with sizes below 200 nm can permeate through the BBB but the permeability de-
creases rapidly for larger molecules. [78, 79] Substantial aggregation of monomers
into large clusters could thus limit their ability to pass through cell membranes or
enter the CNS via the BBB.

Molecular dynamics simulations have demonstrated that ETE-S and ETE-PC
monomers aggregate in water solutions at monomer concentrations above 0.3-0.4
mM. [16] The simulations also revealed that ETE-S and ETE-PC form different
types of aggregates. More short-range ordering was found in ETE-S aggregates
compared to ETE-PC aggregates as a consequence of the long, charged side chains
of ETE-S. Moreover, ETE-S was shown to form more elongated aggregates than
ETE-PC. However, these simulations were performed with a limited box volume
of 7 × 7 × 7 nm3. In comparison, the size of a single monomer unit is approxi-
mately 1 nm, so only a small number of monomers (20 monomer molecules) were
included, which does not allow the simulations to fully capture the shape and
size of large aggregates. The morphology of the aggregates is thus not completely
known and needs to be studied further to understand the self-assembly processes
and structure of the monomer solutions along with how they evolve when used in
different devices. This thesis investigates the micro- and nanoscale structures of
ETE-S and ETE-PC monomers in electrolyte solutions commonly used for device
fabrication. The aggregation behaviour of each monomer type as well as mixed
monomer solutions with equal parts ETE-S and ETE-PC are analysed using the
structural characterisation techniques presented in Section 3.2.

3.1.2 OECT Devices
Most OECT devices rely on various pre-patterning techniques such as photolitog-
raphy, printing, or spin-coating deposition of the organic semiconductor channels
before device operation. However, EOECTs are becoming increasingly attractive
because the channel can be grown in operando through electropolymerisation of
conducting polymer films as a response to external stimuli. The attractiveness of
EOECTs lies mainly in their ability to modulate the electrical transistor charac-
teristics to mimic the function of a biological synapse. In the biological synapse
analogy, the gate of the OECT acts as the presynaptic terminal, the drain acts
as the postsynaptic terminal and the channel conductance represents the synaptic
strength. The channel conductance of an EOECT can be increased by growing
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more channel material or reduced by overoxidising the channel. This allows the
device to mimic long-lasting potentiation and depression of the synaptic weight in
a neuromorphic system of artificial synapses. The ability to modulate the channel
conductance by changing the stimulus applied to the device is thus important to
capture the dynamic neuroplasticity of biological systems where the formation of
new electronic synapses is a stimulus-driven process. Transient behaviours can
also be modelled by ionic doping or dedoping of the channel, modulated by the
gate voltage. [12]

In this thesis work, electropolymerisation of ETE-S monomers dissolved in an aque-
ous solution with NaCl is utilised to form a conducting polymer transistor channel.
This is an evolvable OECT that can operate in both accumulation and depletion
mode, allowing the drain current to be modulated over a large range, both posi-
tively and negatively depending on the gate voltage. [12] The transistor channel
is grown between a set of pre-patterned Au electrodes on a surface-modified SiO2
substrate by applying an electropolymerising voltage of 0.50 V to the drain. The
chosen value of the drain voltage, VD, was assumed to be sufficient to effectively
polymerise the ETE-S monomers. [14] A schematic of the OECT device is shown
in Figure 3.3. The electronic properties of such OECT devices have been docu-
mented [12–14], but details about the micro- and nanostructure of the transistor
film are not well known. It has been suggested that the electric potential applied to
the system has an influence on the polymer film growth, yet the effects of the local
electric potential have not been fully investigated. In this thesis work, the effect
of the local potential of the substrate and electrolyte solution on the polymer film
structures such as film area and surface roughness are analysed. The structures
are correlated to associated device properties. The aggregation characteristics of
the monomers in the electrolyte solution and their impact on the structure and
properties of the polymerised film are also addressed.

Device fabrication

OECT devices were fabricated on insulating SiO2 substrates with Cr-backed Au
electrodes. The SiO2 substrates were modified with partially positive (3-aminopropyl)
triethoxysilane (APTES) to help pre-concentrate the monomers in solution close to
the substrate before polymerisation, as has been previously described [14,80]. The
metal source and drain electrodes were designed to consist of a 2 nm chromium
sticking layer under a 50 nm gold layer. The channel length, corresponding to the
distance between the electrodes. was set to 30 µm and the channel width was 1000
µm.

The electrolyte solution consisting of deionised (DI) water with 1 mg mL−1 ETE-S
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and 10 mM NaCl was contained in a 2 mm thick PDMS well placed around the
electrodes as shown in Figure 3.3. The contact pads for the electrodes were outside
the PDMS well. An Ag/AgCl pellet was dipped into the electrolyte solution.
The pellet acted as gate electrode and counter-reaction for electropolymerisation
by injecting chloride ions into the solution. The source and gate terminal were
connected to a common ground while a working electrode was connected to the
drain. Polymer film channels consisting of PETE-S were grown by applying a
constant voltage of 0.50 V to the drain for 2 s, 30 s, 60 s, or 120 s using a Keithley
2612B Source Meter. The drain current was monitored during channel growth to
assess the electric behaviour of the device. The drain voltage was chosen to be
0.20 V higher than the documented oxidation onset potential for ETE-S monomers
to ensure efficient polymerisation. [14] A voltage of 0 V was applied after the set
time for channel growth until the drain current stabilised. The channels were
then washed with DI water to remove excess electrolyte solution and dried under
ambient conditions.

Figure 3.3: Schematic of the OECT device consisting of a pair of Au source
and drain electrodes patterned on an APTES-modified SiO2 substrate. A volt-
age is applied to the drain electrode for a given amount of time to oxidatively
electropolymerise the ETE-S monomers in the electrolyte solution.

25



Chapter 3. Experimental Techniques, Methods and Materials

3.1.3 Electrically Conducting Hyaluronan Hydrogels

Conducting hyaluronan-based hydrogels with enzymatically polymerised ETE-S to
be used as a bioink for printing of cell-compatible structures have been developed
at the Laboratory of Organic Electronics and Laboratory of Molecular Materi-
als at Linköping University (Paper III). The integration of conducting nanoscale
networks of PETE-S in the hyaluronan (HA) hydrogel is intended to mimic the
conductive networks existing in neural tissue. The water-soluble monomers can
be polymerised in situ which opens up new possibilities of device formation in-
side tissue that is otherwise difficult to achieve for pre-polymerised materials. The
enzymatic polymerisation route of PETE-S also bypasses the need for suitable
electrochemistry or strong redox chemistry which is typically needed for other
conducting polymers used in tissue engineering. [8] Naturally occurring metabo-
lites in common physiological environments can be used to control the enzymatic
polymerisation, making the PETE-S loaded hydrogel attractive for use with PC12
cells and for growing conducting wires inside plants [81] or animal tissue [10].

Fabrication of hydrogel samples

HA is a polysaccharide that can be found abundantly in the ECM as well as in
connective tissue and neural tissue. It has an important role in cell proliferation
and migration, as binding sites for anchoring to cell surfaces, tissue lubrication,
and the growth of new blood vessels or skin cells. [82] Here, HA is modified with
bicyclo[6.1.0]nonyne (BCN) to form HA-BCN which is cross-linked with 4-arm
polyethylene glycol with terminal azides (PEG-Az4) by bioorthogonal click chem-
istry to form a robust hydrogel abbreviated as HA-BCN/PEG. The ratio between
azides and BCN in the hydrogel controls the amount of cross-linking and can
be tuned to achieve a desired elasticity. This type of hyaluronan hydrogels have
previously been shown to be useful in three-dimensional neuronal cell cultures. [15]

To make the HA-BCN/PEG hydrogels electrically conductive, ETE-S monomers
together with the enzyme horseradish peroxidase (HRP) at equal concentrations
of 0, 5, 10, and 20 mg mL−1 were added to the aqueous solutions of HA-BCN and
PEG-Az4 in phosphate buffered saline (PBS). After cross-linking of the hydrogels,
a 1 mL solution of H2O2 was added to initiate the enzymatic polymerisation of
ETE-S inside the hydrogels. The polymerisation could be observed as a change
in colour of the solution from very light brown to dark blue. A majority of the
conducting hydrogels were kept in a PBS solution while measurements were carried
out to assess their mechanical and electrical properties as well as cytocompatibility.
A set of hydrogels were freeze-dried to preserve the native material structures for
structural characterisation.
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Freeze drying

Freeze drying, or lyophilisation, is a dehydration process often applied to preserve
foods, pharmaceuticals and biological material. The process works by removing
water and other solvents from the material through freezing at ambient pressure
followed by sublimation of ice at low pressure. The process is often divided into
three steps: freezing, primary drying and secondary drying.

During the freezing step, a phase separation is induced by thermodynamic insta-
bilities which causes the solvent to separate from the solutes as the solvent freezes
and, in the case of water, forms ice crystals around the solutes. This step is typi-
cally carried out at ambient pressures and at temperatures necessary to completely
freeze the solvent in question by cooling it below its triple point. The rate of freez-
ing will affect the size of the ice crystals that form, with larger crystals forming
at lower freezing rates. Avoiding the formation of large ice crystals is very impor-
tant for preserving the native structure of the material, especially for structurally
sensitive materials such as cells.

After the material is completely frozen, primary drying takes place by lowering
the pressure of the chamber surrounding the sample below the vapour pressure
of the type of ice in the material (often a few millibars) and applying heat to
make the ice sublimate. The driving force for the sublimation is the pressure
gradient between the sublimation interface and the surrounding chamber. This
means that sublimation starts at the surfaces of a bulk sample and the sublimation
interface continues inwards as material gets transported away. At the end of the
primary drying process there is typically still some unfrozen water adsorbed to
the surface of the sample which can be removed in the secondary drying. The
temperature is then increased and the pressure of the chamber reduced further to
induce desorption. [83]

Pore formation in hydrogels

As discussed in Section 2.4, the porosity of hydrogels is of great importance for
their properties and performance in applications such as scaffolding in cell cultures
and for tissue engineering. The overall porosity of a hydrogel can be controlled by
solvent casting/particle leaching, freeze drying, gas foaming, and electrospinning.

Solvent casting and particle leaching involves dispersing a porogen (often salt par-
ticles, sugars, paraffin or gelatin) with known particle size into a hydrogel-forming
polymer solution which is later solidified to form a network of polymers around the
porogens. The material is then immersed in a solvent to leach away the porogens,
leaving only the porous polymer network. The porogen particle size and geometry
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can be tuned to yield a desired pore size and interconnectivity. [60]

Freeze drying is one of the most commonly used techniques for forming porous
hydrogels. Voids form in the regions that contained solvent before it was removed
from the material. Parameters such as the temperature and cooling rate during
the initial freezing of the material has a large influence on the final architecture of
the hydrogel since the kinetics of the quenching process affects the pore formation.
These parameters should be tuned to control the resulting pore size. [60,84,85]

The gas foaming method introduces gas bubbles that nucleate and grow throughout
the polymer to create a porous structure. The gas can be introduced either by a
foaming or blowing agent that is mixed into the polymer solution and generates a
gas upon decomposition, or the gas can be released from presaturated gas-polymer
mixtures. Most foaming and blowing agents produce CO2 and/or NH3, are widely
available and inexpensive while also having high cytocompatibility making this
technique well suited for inducing porosity in hydrogels for tissue engineering.

Electrospinning utilises the application of an external electric field to draw a
charged polymer solution into long thin fibers in the nano- and micrometre range.
The diameter, porosity and morphology of the polymer fibers can be controlled by
parameters such as the voltage applied to generate the electric field, the viscosity,
conductivity and temperature of the polymer solution. [60]

It has also been shown that the cross-linking step during hydrogel formation also
affects the porosity of the material. [63,86,87] The pore wall thickness can be ex-
pected to increase while the average pore size decreases as the level of cross-linking
increases. Cross-linking and freeze drying are the main pore forming processes in
the hydrogels studied in this thesis.

Effect of incorporated PETE-S

This thesis investigates the effect of the concentration of the incorporated poly-
mer PETE-S on the structure of the hydrogel. The porosity of the hydrogels is
especially important since it affects not only the mechanical properties but also
the cell migration and proliferation in the hydrogel scaffold. Both the pore size
and interconnectivity of pores have been assessed in this thesis work by looking at
surface structures and internal structures in the bulk of the materials.
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3.2 Structural Characterisation
Identifying and describing functional material structures on the micro- and nano-
scale require techniques with high spatial resolution. Electron microscopy tech-
niques are prime candidates for performing this characterisation due to their abil-
ity to resolve fine features. The high-resolution capability of electron microscopy
stems from the implementation of a focused beam of high-energy electrons which
is used to investigate a sample. Paired with the ability to analyse both surface and
bulk structures, such characterisation techniques are necessary to understand how
the material structures relate to physical properties such as electrical conductivity.

This section describes the principles of electron microscopy and other structural
characterisation techniques used in this thesis. It also highlights the importance
of implementing multiple complementary techniques in order to fully describe the
structure of a material.

3.2.1 Scanning Electron Microscopy (SEM)
Scanning electron microscopy (SEM) can be used to observe and characterise the
micro- and nanoscale structures of a wide range of materials. It is especially useful
for characterising bulk samples because of its ability to image three-dimensional
surface structures due to its large depth of field. [88] SEM is applicable to many
materials, including both organic and inorganic samples. One of the main require-
ments placed on samples for SEM is that they should have a conducting surface to
avoid charge buildup when the electron beam is interacting with the sample. Non-
conducting samples can be sputter-coated with a thin layer of gold, palladium or
chromium to form a conducting surface layer. The thickness of this layer is usually
kept to a few nanometers to avoid obscuring the topography of the sample surface.
The samples should also be stable under the vacuum conditions of the microscope.
The chamber pressure in an SEM under normal operation is typically on the order
of 10−4 Pa. Alternatively, the SEM instrument can be operated at higher pressures
by introducing a gas into the sample chamber. This technique is known as variable
pressure SEM (VPSEM) or environmental SEM (ESEM) and allows for imaging of
hydrated samples in their native state. Using these techniques, insulating samples
can also be imaged without needing to apply a conductive coating. When the
electron beam interacts with atoms in the surrounding gas, they become ionised
and form cations that help neutralise negative charge build-up on the sample sur-
face. The gas can also reduce charging by absorbing some of the electrons that
are emitted from the sample. However, the achievable resolution in VPSEM and
ESEM is typically lower than that of high vacuum SEM due to the interactions
between the beam and the gas. [88]
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A schematic of the typical components of an SEM is shown in Figure 3.4. Electrons
are emitted from a thermionic, Schottky or field-emission cathode acting as the
electron source. The electrons are then accelerated in the electric field generated
by a voltage difference between the source cathode and an anode. The voltage
difference determines the kinetic energy the electrons reach and typically ranges
from 0.1 keV up to 30 keV. [89] The electron beam is focused into a fine probe which
is scanned over a sample surface to form an image using signals generated from
the sample. The use of a high-energy electron beam allows SEM imaging to reach
spatial resolutions down to the order of 1 nm. [90] In contrast to optical microscopy,
the resolution in SEM is not diffraction-limited but instead depends on the shape
and size of the electron beam limited by diffraction and spherical aberration, the
specimen interaction volume, and the Poisson statistics of the detected signal. [90]

Figure 3.4: Schematic of the key components of an SEM. Electrons are emitted
by the electron source and accelerated to high velocities by an electric field between
the electron source (cathode) and the anode. A set of electromagnetic lenses and
apertures are used to control the beam diameter. The scan coils deflect the small
diameter beam and raster scan it across the sample surface. Signals are generated
at the different positions where the beam interacts with the sample and collected,
pixel-by-pixel in synchronisation with the beam by a set of detectors to form an
image of the analysed area.
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Image formation and signals in the SEM

To form an image of a sample, the focused electron beam is raster scanned in an
x-y pattern across an area of interest, stopping at discrete positions for a given
amount of time, usually on the order of a few µs. [88] At each position, elastic
and inelastic scattering events give rise to a set of signals that can be collected
by detectors and used to build a digital image pixel by pixel. The brightness of
each pixel represents the signal strength from the corresponding position on the
sample.

The three main signals commonly used in SEM analysis are backscattered electrons
(BSEs), secondary electrons (SEs) and characteristic X-rays. The first two signals
are mostly used for imaging purposes, whereas the last signal can be used for
chemical analysis of a sample. Other signals that can be detected and analysed in
an SEM are photons emitted via cathodoluminescence and Auger electrons.

Figure 3.5: Qualitative illustration of the effective interaction volume in SEM.
The volume from which secondary electrons, backscattered electrons and charac-
teristic X-rays can escape and be detected is different for each signal type. This
volume can be seen as the information depth and is smallest for secondary elec-
trons.

The interaction volume from which signals are generated depends on the pene-
tration depth of the electron beam. This is determined by the mean free path of
electrons in the material and is influenced by the energy of the incident electrons,
the atomic number and density of the sample material. In general, higher beam
energies and lighter elements in the sample lead to a larger penetration depth. [88]
In order to be detected, the signals need to escape the sample. The possible es-
cape volumes vary for the different signal types and therefore also their effective
interaction volumes. A qualitative illustration of the effective interaction volumes
for the three main signals is shown in Figure 3.5. As the electron beam interacts
with atoms in the sample, the beam is broadened. Because of beam broadening,
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signals that can be generated and escape from a larger depth in the material have
reduced spatial resolution due to the larger interaction volume.

Backscattered electrons

BSEs are electrons that originate from the primary beam and may have under-
gone multiple elastic and inelastic scattering from atomic nuclei in the sample.
Elastic scattering occurs when an incoming electron is deflected by the Coulomb
field of an atomic nucleus in the sample. Inelastic scattering occurs in Coulomb
interactions between incoming electrons and electrons in the sample atoms where
the incoming electrons lose part of their energy to the sample atoms. The trajec-
tory of the BSEs may change in each scattering event until they eventually escape
the sample almost anti-parallel to the incident beam. The kinetic energy of BSEs
leaving the sample ranges from approximately 50 eV to the energy of the incident
electrons [89]. Since a fairly large fraction of the BSEs retain high kinetic energies,
signals generated at large depths in the sample are able to escape and be detected,
giving this signal type a large interaction volume. The main contrast mechanism
for BSEs comes from compositional contrast since the probability of backscattering
depends strongly on the atomic number, Z, of the elements in the sample. Heavier
elements yield a higher BSE signal than lighter elements, making this signal type
useful for compositional studies. [88]

Secondary electrons

SEs are generated from the sample when the high-energy electrons in the primary
beam undergo inelastic scattering and eject weakly bound electrons from atoms in
the sample. These SEs are ejected with significantly lower kinetic energies, <50 eV,
than the incident primary electrons, which have incident energies of 1-30 keV. The
SEs can thus easily be reabsorbed by atoms in the sample as they propagate
within the material and undergo further inelastic scattering, reducing their kinetic
energy. The yield of SEs emitted relative to the number of incident electrons in the
primary beam increases as the energy of the primary beam decreases. [88] SEs are
generated throughout the whole interaction volume of the primary beam, but only
SEs created within a few nanometers from the sample surface maintain enough
energy to surpass the energy barrier of the surface and escape to the detector.
The effective interaction volume is therefore small (see Figure 3.5) and the spatial
resolution of the SE signal is high (comparable to the beam diameter). The small
SE escape volume also makes the SE signal especially useful for studying the
surface topography of a sample. [88]

In addition to the SEs created by the primary beam, SEs can also be created from
BSEs that undergo inelastic scattering in the sample. This second class of SEs
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have the same energies and angular distributions as the first class, but have a spa-
tial resolution more comparable to that of BSEs and their signal strength scales
with the backscattered signal strength.

Characteristic X-rays

Characteristic X-rays are produced from atoms that have inner shell vacancies
caused by the ejection of inner shell electrons during inelastic scattering events,
such as scattering events producing secondary electrons. The ionised atoms are at a
raised energy state that can be lowered by filling the empty inner states with outer
shell electrons. The energy difference between the shells involved is quantised and
unique for each electronic transition in each element. The transition energy is used
to create a characteristic X-ray photon with the same specific energy, which acts as
a fingerprint of the atomic species and shells involved in the transition. This makes
characteristic X-rays useful for performing elemental analysis by collecting the
photons and measuring their energies using energy dispersive X-ray spectroscopy
(EDX).

The energy made available through the inter-shell transition does not always result
in the creation of a photon but can also be used to eject an Auger electron from
the atom. The probability of X-ray emission or emission of Auger electrons is not
the same for all elements. Lighter elements are more likely to emit Auger electrons
and the probability of emitting characteristic X-rays increases rapidly with atomic
number. [88]

Characteristic X-rays are created within the whole interaction volume of the pri-
mary electron beam. They have a lower probability of reabsorption than BSEs and
SEs since the photons are massless, allowing the signal to escape from larger depths
in the sample. However, not all X-rays generated within the sample manage to
escape. Some are absorbed by other atoms in the sample through the photoelectric
effect if the energy of the X-ray photon matches the critical ionisation energy of
another atom. This makes the detection of X-rays from light elements particularly
difficult. Finally, it should be noted that X-rays with lower energies are more likely
to be reabsorbed than high-energy X-rays. X-rays are not only produced by the
primary electrons but can also be created from BSEs. [88]

Detectors used for imaging

Most SEMs are equipped with Everhart-Thornley (E-T) detectors to collect the
SE and BSE signals. The detector is usually placed above the sample, on the
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wall of the specimen chamber. The E-T detector is most commonly subject to a
positive bias with a potential of a few hundred volts, causing the low-energy SEs to
be deflected towards the detector. Even SEs emitted in a direction away from the
detector will change trajectory and get drawn into the detector. The potential is
not high enough to affect the trajectories of high-energy primary electrons or BSEs,
but BSEs already directed toward the E-T detector will still be detected. This
makes the total signal collected by the detector a mixture of SEs generated by the
primary beam, SEs generated by BSEs and small amounts of direct BSEs. Because
the majority of the signal comes from SEs, the image generated by this detector
is often described as the secondary electron image and the contrast mechanism is
mostly originating from the sample topography. [88]

The off-axis placement of the E-T detector is often inefficient for picking up suf-
ficient BSE signal to form a BSE image due to its small solid angle of detection.
An additional BSE detector is often introduced, placed directly below the final ob-
jective aperture as shown in Figure 3.4. This detector is typically a scintillator or
semiconductor type detector with a larger solid angle of signal collection. The BSE
detector efficiently collects the signal from the high-energy electrons, generating
an image with atomic number contrast.

Interpreting the topography in SEM images

Interpreting the topography in an SEM image of a three-dimensional sample is
fairly easy because of the similarities between the SE signal intensity and the
patterns of highlights and shading human eyes detect in everyday life.

The amount of secondary electrons emitted from a surface and detected is strongly
dependent on the surface inclination and orientation. Surfaces at a high inclination
with respect to the primary electron beam give rise to a larger number of SEs
since the effective volume from which the electrons can escape increases. Edges
and small objects also tend to appear bright in images generated from SEs due to
lower relative volume that would absorb the generated SE signal. [88] Flat surfaces
and valleys have smaller effective interaction volumes from which SEs can escape
and give rise to weaker SE signals. This is illustrated in Figure 3.6.

The placement of the detector relative to the sample orientation also has an effect.
If the sample surface is tilted towards the E-T detector it will appear brighter
than if it is tilted away from the detector because of the direct contribution of
BSEs. Regions on the sample which the electron beam does not interact with, e.g.
regions underneath an overhanging piece of sample, do not generate any signal
and will appear black. Figure 3.7 shows the effect of the detector placement using
the light-optical analogy to the SEM image.
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Figure 3.6: Illustration of the effect of surface topography on the SE signal
strength. The red circles show the fraction of SEs that can escape from the sam-
ple for different surface features including a flat surface (a), a sharp edge (b), a
thin structure (c), a valley (d), a thick overhang (e) and an area underneath an
overhang (f). The SE yield is highest for edges, tilted surfaces and thin protruding
structures.

Figure 3.7: Light-optical analogy to an SEM image generated with a positively
biased E-T detector. A viewer sees a landscape from above, lit with directional
light from the Sun and diffuse light scattered from an atmosphere or objects in the
landscape. The viewer’s line of sight corresponds to the incident electron beam in
the SEM. The position of the source of directional light represents the positively
biased E-T detector which collects the direct signals from BSEs and SEs. The
diffuse light corresponds to SE signals and can be seen even in places not struck
by the directional light. For this reason, some signal is detected from side (a) on
the triangular feature but the signal is weaker than from side (b) which is facing
the E-T detector (Sun). Site (c) is completely dark since it can not be reached by
the electron beam (line of sight).
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The BSE signal can also give topographic contrast since it depends on the surface
tilt. BSEs tend to move in straight trajectories and has a strong directionality
towards the normal of the sample surface [89]. As the surface tilt angle increases
away from the direction of the incident beam, the BSEs tend to follow the direction
of the incident beam. Higher tilt angles yield a larger number of BSEs. [88]

3.2.2 Transmission Electron Microscopy (TEM)

In transmission electron microscopy (TEM), the high-energy electron beam is
transmitted trough the sample and analysed beneath the sample. Because the
electron beam needs to be able to pass through the sample without too much
interaction, the sample needs to be very thin, usually around 100 nm or less in
thickness [91]. This makes TEM less suitable for analysing bulk samples without
thinning them down or extracting small volumes. On the other hand, the resolution
achievable in TEM can reach below 0.1 nm [91], with modern aberration-corrected
microscopes able to achieve resolutions down to 50 pm [92]. The atomic resolution
capability of TEM offers a unique opportunity to investigate the atomic structure
of materials.

Figure 3.8 illustrates the general components of a TEM. As in SEM, the electrons
are generated from an electron source and accelerated to high velocities by an elec-
tric field. The acceleration voltage used in TEM is typically in the range of 60-300
keV. [91] The illumination system comprised of the condenser lenses and condenser
apertures control the shape and size of the beam from the electron source. In con-
ventional TEM, the condenser lenses form a broad, parallel beam which can be
several micrometers in diameter when it encounters the sample. In scanning TEM
(STEM), the beam is instead focused into a small probe that converges at the
sample and is scanned across the sample area, similar to SEM. The electron beam
interacts with the sample as it passes through it, giving rise to multiple different
signals. The objective lens system then forms the image and diffraction patterns
(DPs) of the sample that are then magnified and projected onto a fluorescent
screen or CCD camera that allows the signals to be viewed and recorded. [91]
Many modern TEMs include scintillator cameras based on complementary metal
oxide semiconductors (CMOS), or direct electron detectors for fast, high efficiency
electron detection. As in SEM, the sample and all image forming components of
the TEM are normally kept under high vacuum conditions to minimise undesired
scattering from particles in the surrounding environment and sample contamina-
tion.
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Figure 3.8: Simplified schematic of the typical components of a TEM. Electrons
are emitted at the top of the instrument and accelerated by an electric field. The
beam is focused using electromagnetic lenses into a broad beam, parallel to the
optical axis, or focused beam that illuminates the sample. Objective lenses forms
an image of the sample and the diffraction pattern which is further magnified
and projected onto the fluorescent screen or CCD camera. Note that different
microscopes can have different amounts of lenses and apertures.

Signals in the TEM

When the electron beam interacts with the sample, SEs, BSEs, and characteris-
tic X-rays are produced and can be analysed also in TEM. The most commonly
used signals, however, are those belonging to electrons that have been transmitted
through the sample. A part of the electrons will pass through the sample without
being scattered or only scattered to small angles. This is often considered the
direct beam. Electrons can also be elastically scattered to higher angles in inter-
actions with the sample atoms. In crystalline samples, the atoms are ordered in a
periodic lattice which leads to scattering at specific angles that fulfil Bragg’s law.
This type of scattering is often referred to as electron diffraction and is very use-
ful in determining the crystal structure of a material. [91] Finally, some electrons
have undergone inelastic scattering and lost part of their energy to the sample.
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The remaining energy of the transmitted electrons can be measured in a technique
called electron energy-loss spectroscopy (EELS) which can give information about
the elemental composition and chemical state of the elements in the sample. [93]

The electrons in the unscattered, direct beam can be collected at the fluorescent
screen or CCD camera below the sample to form a bright-field (BF) image of the
sample. Such an image is bright in places where little scattering occurs and dark
in places where the electrons have been scattered to high angles, following the
diffraction contrast mechanism. Electrons scattered to high angles can be used to
form a dark-field (DF) image. [91]

An image of the sample is formed in the image plane of the objective lens below the
sample. A so-called diffraction pattern (DP) is formed in the back focal plane of
the objective lens. Electrons that undergo diffraction from the same set of parallel
atomic planes in the sample are scattered in the same direction and get focused
into one spot in the back focal plane. The unscattered (direct) part of the beam
always forms the central spot in the DP. The distance from the central spot to a
diffraction spot is inversely proportional to the distance between the corresponding
atomic planes in real life. Randomly oriented crystalline regions in a sample will
produce a pattern of concentric bright rings around the central spot rather than
discrete bright spots. [94] The strength of the intermediate lens can be adjusted
to choose whether an image or DP should be projected onto the fluorescent screen
or CCD camera.

By placing an objective aperture of adjustable size and position in the back focal
plane of the objective lens where the DP is formed, it is possible to select only the
unscattered part of the beam, corresponding to the central spot, for BF imaging
or one or more diffracted beams for DF imaging. DF imaging is especially suitable
for identifying lattice defects in crystalline samples or analysing polycrystalline
samples since it allows the user to select the signal coming from a specific set of
atomic planes as main contributors to the intensity in the image, leaving regions
with atomic planes scattering to other angles dark. [91]

Imaging in the TEM relies on three main types of contrast mechanisms: phase-
contrast, mass-thickness contrast and diffraction contrast. Phase contrast arises
from interference between the transmitted, unscattered part of the beam and one
or more scattered beam parts. Scattering of the electrons passing through the sam-
ple will give rise to small phase differences within different parts of the beam. The
analysed sample needs to be very thin so that the electrons are not significantly
absorbed in the material but only undergo phase change and a single scattering
event. By adjusting the focal length of the objective lens, also known as the
Scherzer defocus, the relative phase difference between the scattered and unscat-
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tered electron beam can be modified and converted into a change in amplitude
in the image. The amplitude variations produce an image contrast based on the
interference between the different parts of the beam. The defocus can be selected
to maximise the contrast intensity in the image. [91] Phase contrast imaging is
commonly used in the BF mode and high-resolution TEM (HRTEM).

Mass-thickness contrast is produced by incoherent (Rutherford) elastic scattering
of the electron beam. The elastic scattering increases rapidly with atomic num-
ber, density and thickness of the sample, giving rise to intensity differences in an
image of the sample. A region of higher atomic number or thickness will appear
darker in a BF image than a region with lower mass or thickness. The mass-
thickness contrast can be modified by changing the size of the objective aperture
to change the ratio of scattered to unscattered electrons that pass through the aper-
ture. Smaller objective apertures block out more scattered electrons and increase
the mass-thickness contrast. Decreasing the acceleration voltage also increases
contrast between high-mass and low-mass regions. Mass-thickness contrast is es-
pecially important for noncrystalline materials such as polymers and biological
samples. These are often stained with heavy metals to increase mass contrast. [91]

It should be kept in mind that TEM imaging can give detailed information about
the internal structure of a sample but projects three-dimensional structures onto
a two-dimensional view. Hence, thicker samples can lead to multiple overlapping
features along the same line of sight. [91] Hence, it can be beneficial to compare
results from the two different electron microscopy techniques.

3.2.3 Electron Beam Damage

Electron beam-sample interactions play a fundamental role in all electron mi-
croscopy experiments and the beam effects need to be understood to accurately
interpret any results. Electron microscopes are capable of achieving astonishingly
high resolutions through the use of a high-energy beam of electrons. In addition
to providing useful information, the electron beam can also cause unwanted radi-
ation damage which changes the structure of a material from its true state. Beam
damage can occur as a result of both elastic and inelastic scattering of electrons.
Here, the most common damage mechanisms and ways to mitigate them will be
listed, with a focus on the main types of beam damage occurring in soft materials
such as polymers.
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Damage induced by elastic scattering

Elastic scattering of incoming primary electrons with sample atoms does not alter
the total amount of energy of the particles involved in the collision. However,
energy from the incoming electrons can be transferred to the atomic nucleus as
the electron is deflected at an angle due to conservation of momentum and energy.
For high-angle scattering, such as that involved in the production of BSEs, or
head-on collisions with the nucleus, the energy transfer can be several eV. If the
transferred energy exceeds the displacement energy of the material, the sample
atoms can be displaced from their original positions. This damage process is also
known as ”knock-on damage”. The displacement energy of a material depends
on the atomic weight, bond strength to surrounding atoms, and location within
the sample. The atomic displacement effect is more prominent for atoms of lower
atomic weight and at higher beam energies since the transferred energy needs
to exceed the displacement energy. Knock-on damage can thereby be mitigated
by lowering the beam energy beneath the displacement threshold for the studied
material. [95]

The displacement effect also depends on the position within the sample. An atom
at the surface is more easily displaced than an atom in the bulk of the sample.
The removal of surface atoms by this process is called ”sputtering” and occurs
more commonly on the exit side of the beam than the entrance side. Depositing a
protective layer of high atomic number on the exit surface can minimise mass loss
from the sample. [95]

Knock-on damage is the dominant damage mechanism for conducting materials
like metals and some semiconductors. In a crystalline sample, atomic displacement
will degrade the level of crystallinity. [96]

Damage induced by inelastic scattering

Inelastic scattering can lead to a large transfer of energy from the incoming elec-
trons to the sample atoms. This energy, which can range from a few eV to hun-
dreds of eV, may cause heating or radiolysis of the sample, including excitation of
conduction or valence electrons and ionisation of inner shell electrons. The ejec-
tion of secondary electrons from the sample also leads to electrostatic charging in
poorly conducting samples. These damage mechanisms are negligible in conduct-
ing specimens such as metals but are the major sources of damage in insulators
and some semiconductors. They are especially important to consider for organic
materials. [95]

Radiolysis (ionisation damage) originates from the creation of vacancies in the
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valence band or inner electron shells of sample atoms, resulting in an excited
electronic state. If these excitations are long-lived, the atoms may move while still
in the excited state. This causes permanent changes in the atomic or molecular
structure as a result of the breaking of chemical bonds or cross-linking within
organic compounds. C-H bonds common in organic samples are prone to breakage
by radiolysis. The hydrogen atom can easily diffuse away, thus hindering the bond
from reforming and causing mass-loss of the sample. C-C bonds are not as easily
broken and aromatic compounds tend to be less radiation sensitive than aliphatic
compounds due to the stability of the conjugated π-electrons. [96] The resonancy
between π-electrons allows the energy from inelastic scattering to be distributed
between many electrons, leading to less bond breakage. [95] Although knock-on
damage also takes place in organic compounds, radiolysis is responsible for most
of the damage. Unlike knock-on damage, there is no energy threshold at which
radiolysis decreases considerably until the effect becomes essentially unimportant.
Instead, there is a gradual reduction in damage effects from radiolysis as the energy
of the incident electrons increases. So for organic materials, it can be beneficial to
operate the TEM at a higher acceleration voltage to minimise the beam damage
effects. [96]

Lowering the temperature of the sample is another way to reduce the damage
sensitivity and mass loss in organic compounds since it reduces atomic mobility.
Coating the surfaces of the sample with a metal or carbon layer also reduces
mass loss since it creates a diffusion barrier which prevents light elements from
escaping. [95]

Heating of the sample material is another effect of inelastic scattering which can
be especially problematic in many polymer samples since they tend to have low
thermal conductivity as well as low softening temperatures. This can lead to a
disruption in the specimen caused by the temperature rise not only in the part of
the sample directly irradiated by the beam but also in neighbouring areas because
of the radial heat conduction. Heating effects can be reduced by reducing the
beam current. [96] Similarly, electrostatic charge build-up in poorly conducting
materials can cause structural changes or mass transport in the sample as a result
of ion drift in the electrostatic field that forms. If the surface potential becomes
high enough, it can lead to dielectric breakdown. Large electrostatic forces may
even cause mechanical breaking of the sample. [96] Inserting an objective aperture
can reduce charging effects in a sample because the secondary electrons generated
by the primary electrons hitting the aperture help neutralise the positive charge
accumulating in the sample. [97] Adjusting the beam energy so that the number of
incoming electrons is the same as the number of emitted electrons (SEs and BSEs)
is another way to mitigate charging and is particularly useful in the SEM. [88]
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Damage dependency on dose or dose rate

Beam sensitive materials are often divided into two classes based on whether the
dominating damage mechanisms are dependent on the electron dose or the dose
rate. [98] Dose sensitive materials depend on the total accumulated electron dose,
which is the product of the beam-current density, J , and the irradiation time,
∆t. [99] A high beam-current density combined with a short recording time could
produce similar beam damage as a low current density acting over a long time.
There is often a critical dose threshold, Dc, beyond which material structures starts
to degrade considerably. The rate of damage can be considered in terms of the
fraction of undamaged material along the beam path. Suppose the initial strength
of some useful signal (e.g. image contrast) from the complete undamaged sample
is S0. The remaining signal from undamaged material, SD, after beam damage at
dose D, is given in terms of Dc by SD = S0 exp (−D/Dc). The time, tc, it takes
for the studied signal to reach 1/e of its initial value can be used to determine the
critical dose according to Dc = tc/J . The critical dose is also material dependent.
For polyethylene it is 6.0 e/Å2 while for polycarbonate it is 300 e/Å2, both mea-
sured at room temperature, at an acceleration voltage of 100 keV. [99] Radiolysis
and knock-on damage are both dose dependent damage mechanisms. [95] Polymers
and many other organic materials are often dose dependent. For materials that
are dose dependent, the rate at which beam damage occurs is often much larger
than the rate of structural recovery. [98]

Dose rate dependent materials, on the other hand, do not depend on the total
electron dose but on the energy deposited per unit time. Such materials often
suffer damage because of poor conductivity leading to local charging and heating.
Better conductive properties would allow the material to recover as these effects
can be dissipated. Moreover, this class of materials can be further divided into
two groups based on whether the damage increases or decreases with the dose
rate. Heating and charging effects are dominant in materials with a direct dose
rate effect, such as poorly conducting materials, where the damage per unit dose
increases with the dose rate. There is often an associated dose rate threshold
beyond which beam damage effects overwhelm relaxation effects, similar to the
critical dose discussed for dose dependent materials. Reducing the dose rate below
this threshold can make the damage from these effects negligible. Slow diffusion-
limited mass loss and precipitation are dominant in materials with inverse dose
rate effect, where the damage per unit dose decreases with increasing dose rate.
For the second type of materials, it is often beneficial to image the sample with
a focused electron probe of higher dose rate, such as in STEM mode, to minimise
structural damage. This would not be as beneficial for materials with direct dose
rate dependency. [98]
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It was recently reported that the critical dose for some conjugated polymers first in-
creases with the dose rate and then decreases. This trend is attributed to diffusion-
limited processes. At low dose rates, radiolysis may break off species of free radicals
from the side chains that start to diffuse slowly and react with surrounding ma-
terial. Such slow damage processes show an inverse dose rate dependency and
could be outrun by increasing the dose rate. However, as the dose rate increases
beyond some threshold value, the damage effects start to follow a direct dose rate
dependency. Sample heating leads to a rise in temperature which causes increased
diffusion rates that lead to faster damage propagation. By incorporating antioxi-
dants in the sample, the effect of beam damage can be minimised. [100]

3.2.4 Liquid Phase Transmission Electron Microscopy
(LPTEM)

Electron microscopy is generally only performed on solid samples because of the
difficulties with handling gasses or liquids such as water inside the microscope vac-
uum. [101] The vacuum levels at the specimen stage in a typical TEM is ∼10−5 Pa
while the electron gun area should be kept at ∼10−5 Pa for a LaB6 source down to
∼10−8 Pa for a FEG to ensure good operation of the electron source. [102] Liquid
phase transmission electron microscopy (LPTEM) enables the study of liquid sam-
ples in the TEM by using a specialised open-cell system with differential pumping
or a closed-cell system, such as the ones shown in Figure 3.9, to seal the liquid
from the vacuum environment. [101] Open-cell systems require special environmen-
tal TEM (ETEM) instruments fitted with a series of pumps and apertures to keep
the specimen chamber at a higher pressure than the rest of the instrument. Even
though pressures up to 2 kPa can be achieved [103], this is still too low for many
common high-vapour-pressure liquids such as water which evaporates at 2.3 kPa -
4.2 kPa at temperatures in the range of 20 ◦C to 30 ◦C [104]. Closed-cell systems
encapsulates the sample between two electron-transparent windows, bypassing the
limitations on the vacuum pressure. This makes the LPTEM technique available
for a wider range of liquids. Using liquid cells fitted to standard TEM holders or
special TEM holders, the closed-cell approach can be applied to any conventional
TEM. [101]

The two most common liquid cell systems are based on silicon (Si) microchips
(Figure 3.9a) or graphene microencapsulation (Figure 3.9b). In the Si microchip
system, a thin layer of the sample liquid with typical thickness between tens of
nanometres up to a few micrometres is confined between two Si microchips sepa-
rated by spacers and sealed with O-rings. A thin membrane of amorphous silicon
nitride (SiN) forms the electron-transparent window. Graphene liquid cells consist
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of enclosing a small volume, less than 0.01 pL, of sample liquid between sheets of
graphene or amorphous carbon films of a few nanometres. Microfabrication on the
Si microchip system allows for liquid flow to study kinematic processes and replen-
ishing the available reactants in the solution, controlling the temperature of the
sample via heating or cooling, and applying electrical bias to patterned electrodes
on the Si chips. These types of microfabrication opportunities are currently not
compatible with graphene liquid cells. [105]

Figure 3.9: Schematic of two types of closed liquid cells for TEM. a) Cross section
of a silicon microchip system where a liquid sample is placed between two silicon
chips with electron beam transparent silicon nitride windows. b) Graphene liquid
cell where the liquid sample is encapsulated between two thin sheets of graphene.

The in-situ imaging capabilities of the LPTEM method can provide important
insights into the dynamic processes occurring in liquids and allows observation of
phenomena such as nanomaterial synthesis [106–109] and corrosion [110], imaging
of biological cells [111–114], solid-liquid interfaces in battery electrolytes [115–117]
and assembly of hydrated soft matter and polymeric materials [118–121]. This the-
sis work focuses on using LPTEM to study the morphology of polymeric materials
in solutions and the growth of organic nanostructures. Soft matter such as liquids,
polymers, gels and biological materials have until recently been particularly chal-
lenging to analyse using normal electron microscopy at high vacuum conditions
because of the complex interactions between the materials and their surround-
ings [122]. Cryo-electron microscopy has been used extensively to safely image the
structure of these materials, but the technique requires taking the materials out
of their native state. The technique also requires freezing of the sample which can
introduce damage to the sample or other unwanted artefacts. [105] LPTEM, on the
other hand, allows both preservation of the native state and in-situ observation of
reactions in the materials with high spatial and temporal resolution. [101]
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Challenges

There are three main challenges to consider when performing LPTEM experiments:
resolution, electron beam-induced effects and damage, and representativeness.

Resolution

LPTEM often suffers from poorer resolution than TEM of solids because of the
thick samples used. The electron beam needs to pass through two layers of pro-
tective membranes as well as the liquid sample itself. Chromatic aberration of
the objective lens caused by inelastic scattering of electrons in the sample is the
main limiting factor for the resolution. A thinner liquid layer and thinner SiN win-
dows improves the achievable resolution since scattering is minimised. However,
when the liquid cell is placed in a vacuum environment, the pressure difference
between the inside and outside of the liquid cell makes the thin windows bulge
outwards in the center of the window, increasing the thickness of the liquid layer.
Thinner windows are typically less stiff and tend to bulge more. Reducing the
size of the window is a more effective way of reducing bulging than changing the
thickness of the window material even if it means the viewable area of the sample
becomes smaller. [123] Graphene cells can typically achieve better resolution than
microchip cells because there is less scattering from the window membrane which
can be made thinner, and the liquid thickness is often smaller. However, the liquid
volume that can be analysed in a graphene cell is much smaller and the cells are
not compatible with functions like electric biasing or liquid flow. [105]

The placement of an object of interest, e.g. nanoparticles, within the liquid also
plays a role when it comes to resolution. In TEM, the highest resolution is achieved
if the object is placed in the part of the sample where the beam exits the liquid cell.
Then the beam will not broaden much more in elastic scattering after interacting
with the object. [123]

Beam damage

LPTEM experiments suffer from the same beam damage effects as other TEM
experiments, as described in Section 3.2.3, including effects from elastic and in-
elastic electron scattering in the sample. The most critical beam damage mecha-
nism in LPTEM is radiolysis which can lead to bubble formation and undesired
reactions in the sample. Liquids are particularly sensitive to radiolysis which de-
composes sample molecules into new radiolytic products that continue to interact
with the sample itself or the sample environment in a cascade of reactions. [101]
In the case of water, within the first 10 ps of exposure to ionising radiation, the
water molecules decompose into solvated electrons (e−

h ), hydrogen radicals (H•),
hydroxyl radicals (OH•) and hydrogen gas (H2). Within 1 µs, these initial species
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have participated in further reactions to also produce hydrogen peroxide (H2O2),
hydronium (H3O+) and hydroperoxyl (HO2

•) [124–127]. This can lead to further
changes in the chemistry and structure of the sample and variations in the local
pH. [101]

It is often challenging to completely remove the influence of the electron beam on
the electrochemistry of the analysed sample, making a desired chemical reactions
more difficult to control. At the same time, electron-beam induced radiolysis could
be actively used to drive certain chemical reactions. This method has commonly
been exploited to study the nucleation and growth of nanoparticles. [101]

The total accumulated electron dose is important in LPTEM since it determines
how large a dose the sample can withstand before the sample degradation becomes
so large that no reliable structure information can be extracted. The dose rate is
also of high significance since it influences the local formation of reactive species
through radiolysis. The concentration of radiolytic products increases with dose
rate until a steady state is reached. [128]

Beam-induced heating effects are relatively small in LPTEM, but electrostatic
charging may occur, especially at the insulating SiN membranes. The charge
build-up at the membranes can cause attraction or repulsion of charged species in
the sample, inducing particle movement within in the sample liquid. [105]

Since inelastic scattering is the dominant source of beam damage in LPTEM ex-
periments, it is a good idea to operate the microscope at high beam energies in
combination with a low dose rate to increase the mean free path in the sample
material and reduce scattering. [105]

Representativeness

As previously mentioned, a common issue in LPTEM is the formation of gas bub-
bles in the liquid layer. This can be caused by interactions with the electron beam
at high beam dose or by electrochemical reactions taking place at the electrodes in
a biasing experiment. Bubbles can be detrimental since they cause the liquid cell
to fill with gas, changing physical surroundings of the sample of interest and alters
diffusion pathways. They can also be beneficial since the liquid gets pushed away
in regions, leaving only a thin wetting layer on the two membranes which allows
for higher resolution imaging. [101] Bubbles can be removed by displacing them
away from the viewing area in a system that allows for liquid flow or dissolving
the bubbles by increasing the pressure inside the liquid [129]. Bubble formation
can also be alleviated by allowing liquid flow which removes free electrons, radicals
and excessive heat formed by the electron beam. [130]

Finally, the use of a small, confined volume of solution sets some constraints on
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the representativeness of LPTEM measurements. The limited solution volume
leads to a limited availability of reactants, in particular in cases where a static
volume is used. This can cause the outcome of in situ chemical reactions to be
quite different from their large-scale counterparts. [105] The physical confinement
constraints set by the electron transparent membranes also has an influence since it
limits particle growth and maximal sizes achievable compared to particles growing
in free space. It can hinder the diffusion of liquid and particles inside the liquid
cell. Build-up of surface charge on the inside of the membranes may produce an
ordered liquid layer capable increasing the viscosity of the liquid. This can slow
down nanoparticle diffusion to nine orders slower than diffusion rates expected in
bulk solutions. [131]

3.2.5 Focused Ion Beam - Scanning Electron Microscopy
(FIB-SEM)

A focused ion beam (FIB)-SEM is an instrument that can be used to reveal and
image the internal structure of materials. It is a dual beam instrument implement-
ing both an electron beam column and an ion beam column focused separately.
The typical components of a FIB-SEM instrument are shown in Figure 3.10.

Figure 3.10: Schematic illustration of the typical components in a FIB-SEM.
The sample stage is tilted to an angle θ ≈ 50° − 55° so that the ion beam has
normal incidence to the sample surface. The FIB column and SEM column are
also placed at angle θ relative to each other. This allows the ion beam to perform
milling simultaneous to imaging with the electron beam without having to tilt the
sample in between operations. A GIS consisting of needles can be used to inject a
gas into the specimen chamber.
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Electromagnetic lenses are implemented to shape both the ion beam and the elec-
tron beam into fine probes that can be scanned across a sample. The ion beam
typically consists of heavy ions accelerated to high energies, often using an accel-
eration voltage of ∼30 keV. If the ions have sufficient kinetic energy to overcome
the surface binding energy of sample atoms they can be used to sputter away,
or ”mill”, atoms from the sample. This allows unwanted material to be removed
from the sample to reveal internal structures by cross-sectioning, preparing thin
lamellae for TEM analysis, or perform patterning at the nanoscale. A liquid metal
ion source (LMIS), commonly consisting of gallium (Ga), is used to generate the
focused ion beam. The LMIS can produce an ion beam ∼5 nm in diameter en-
abling site specific operation of the FIB with very high spatial resolution. [132] As
the ions interact with the sample, they produce secondary electrons that can be
detected to form an image of the sample. This image can be compared to the one
generated by the electron beam. The FIB and SEM columns are typically tilted at
an angle ∼ 50° − 55° with respect to each other, as illustrated in Figure 3.10. The
precise angle depends on the instrument used. The geometry allows for operating
the ion beam and the electron beam simultaneously so that SEM imaging can be
performed during FIB milling. [133]

Most FIB-SEM instruments also have a gas injection system (GIS). A precursor
gas often consisting of tungsten, platinum, carbon or water vapour is injected via
capillary needles placed ∼100 µm from the sample surface to perform site specific
deposition of metals or insulators. The gas molecules are adsorbed on the sample
surface everywhere in the vicinity of the GIS needle inlet but the molecules only
decompose where the ion beam or electron beam strike the sample. This results in
the build-up of material in the region scanned by either the ion beam or electron
beam, depending on which one is chosen for deposition. In ion beam assisted
chemical vapour deposition, the ion beam current needs to be set carefully to
a relatively low value so that sputtering processes do not overtake deposition.
Beam currents of 50-100 pA are often sufficient to allow effective deposition without
sputtering. [132]

Artefacts and beam damage in the FIB-SEM

Ion-solid interactions are responsible for sputtering, redeposition, ion-induced de-
position, resolution and contrast in imaging. These interactions need to be under-
stood to optimise the FIB-SEM operation for each unique sample. The ion beam
may introduce artefacts during milling. Common artefacts include curtaining, re-
deposition of removed material still in the chamber, and charging. Curtaining
occurs when a material exhibits different hardness or thickness leading to varia-
tions in the ion milling rate. This can be seen as vertical lines in a cross-section
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surface. Another common issue is that Ga+ ions from the beam are implanted
in the sample and can generate defects such as amorphisation of crystalline sam-
ples. [132] In biological and polymeric sample, the radiolysis and heating caused
by the ion beam can lead to changes in phase, chemical composition, morphol-
ogy and mechanical strength of the sample material including melt-like damage or
stiffening of some polymers. Reducing the ion beam current (from 1 nA down to
300 pA) can help minimise these effects. [134–136] However, a lower current means
slower milling, so the ion beam current should be chosen to allow for effective
milling while avoiding the introduction of artefacts. A common approach to mak-
ing cross-sections in soft materials is to first perform rapid milling using a high
beam current and voltage (up to about 7 nA and 30 keV, respectively) followed by
polishing milling at low beam current (∼0.5 nA) and/or low beam voltage (500 eV
to 5 keV) to remove any damaged layer. [134, 136, 137] Heating can be minimised
by reducing the beam overlap to avoid cascade collisions. [137]

Deposition of a 1-2 µm thick protective layer of platinum on the surface of the
sample prior to FIB milling can also be used to reduce curtaining effects, ion
implantation and charging [134, 136, 138]. Often, a thin protective layer (up to
∼500 nm thick) is first deposited using the electron beam prior to ion beam depo-
sition since the former process is less harsh and does not induce ion implantation.
Non-conducting samples may also benefit from sputter coating with 10-20 nm of
gold before introduction to the FIB-SEM to avoid sample charging during imag-
ing. [137]

3.2.6 Atomic Force Microscopy (AFM)

Atomic force microscopy (AFM) is a type of scanning probe microscopy that gath-
ers information about the surface of a sample by scanning over it with a mechanical
probe. The probe is equipped with a sharp tip often made from Si or Si3N4, ap-
proximately 10-20 nm in diameter, attached to a cantilever (see Figure 3.11). The
tip traces the surface contour of a sample to image the topography. This makes
the AFM a very useful high-resolution profilometer. AFM can also be used to
measure properties such as adhesion strength, mechanical strength and stiffness,
magnetic and electric force gradients, surface potentials, or the conductivity of a
sample. In addition, AFM can be used for nanomanipulation by changing sample
properties in a controlled way. AFM can be used to image most types of mate-
rials, including metals, semiconductors, polymers, ceramics, glass, and biological
samples. [139,140]

The working principle of an AFM is that the nanometer sharp tip is raster scanned
over the surface of a sample. Alternatively, the sample can also be moved under
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a stationary tip. At close proximity to the surface, the tip will be affected by
forces from the sample which deflect the cantilever a certain distance from its
equilibrium position given by Hooke’s law F = −kz, where F is the force, k is the
stiffness of the cantilever and z is the distance the probe is deflected. The force
between sample and tip can therefore be calculated by measuring the deflection
of the cantilever. Attractive forces cause a deflection towards the sample whereas
repulsive forces deflect the probe away from the sample. Note that if the probe is
too far away, the force from the sample becomes negligible. The movement of the
cantilever is measured by reflecting a laser beam on the back of the cantilever and
collecting the reflected beam with a photodetector as shown in Figure 3.11.

Figure 3.11: Schematic illustration of an AFM. The tip and cantilever is scanned
over the surface of a sample. Forces between the sample and tip deflects the
cantilever in the vertical direction. A laser is reflected off the back of the cantilever
into a photodetector to measure the amplitude of the deflection.

Operation modes of AFM

There are two main modes of operation for AFM: contact mode and dynamic
mode. In contact mode, the AFM tip is in contact with the sample surface and
”dragged” across it during scanning. The deflection of the cantilever is kept con-
stant (corresponding to constant force) by adjusting the relative height between
tip and sample in a feedback loop. The measured deflection of the cantilever as a
result of a change in topographic height in the sample is compensated by adjusting
the tip-sample distance so that contact is maintained. Soft materials may easily
be damaged as the tip is dragged across the surface, so contact mode is mostly
used for hard materials. Dynamic mode uses a vibrating cantilever oscillating at
a certain frequency close to resonance, placed just above the sample surface. The
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sample topography produces changes in the oscillation frequency or amplitude of
the cantilever, which is used to adjust the distance between tip and sample. Dy-
namic mode is further divided into non-contact mode and dynamic force mode.
In non-contact mode, the tip never touches the sample. In dynamic force mode,
also known as ”tapping mode”, the tip intermittently touches the sample at the
lowest point in the oscillation. Changes in the amplitude, frequency and phase
of the oscillation give information about sample topography and material proper-
ties causing phase shifts. Tapping mode minimises the friction and force applied
between the tip and the sample and is often preferred for soft, fragile materials
or samples weakly adsorbed to a substrate, especially if the surface roughness is
high. [140,141]

Resolution and comparison to other techniques

The resolution in AFM is usually defined in the vertical and lateral direction
separately. Resolution along the vertical axis can be as high as 100 pm and is
determined by the AFM noise floor measured as the motion of the probe when
the AFM is not scanning. The resolution along the lateral axis can reach approx-
imately 1 nm and is mainly limited by the diameter of the tip. [140]

Unlike electron microscopes, AFM provides direct information about the three-
dimensional profile of a sample surface. It is also able to analyse non-conducting
samples without the need for a conducting metal coating that may alter the sample
and does not need to operate under high vacuum. However, AFM is more limited
than SEM when it comes to the area and height variations that can be imaged.
The maximum heights that can be imaged in AFM is on the order of micrometers
whereas SEM has a millimetre sized depth of field. SEM can also image areas of
square millimetres in size but the maximum scanning area of an AFM is roughly
150 µm by 150 µm. [142]

3.2.7 Sample Preparation for Electron Microscopy

OECTs

OECTs were prepared for SEM imaging of the surface morphology by placing
silicon chips with fabricated devices onto aluminium SEM stubs with double-sided
conducting carbon tape. Conducting copper tape was placed between the contact
pads on the chips and the aluminium stub to ensure proper conductive pathways
from the sample to ground.

OECT samples that would be used for cross-sectioning with a FIB-SEM instrument
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to reveal the internal microstructure were sputter-coated with 30 nm of gold to to
increase the conductivity and minimise damage to the surface of the polymer film
during milling. The gold layer was deposited with a Leica EM ACE600 sputter
coater.

Monomer solutions

To study the aggregation behaviour of ETE monomers, three sets of ETE monomer
solutions consisting of pure ETE-S (ETE-S 100%), pure ETE-PC (ETE-PC 100%),
or ETE-S and ETE-PC mixed at equal ratios (ETE-S:PC 50:50) at a concentration
of 5 mM were prepared by dissolving dry monomer powders into DI water with 10
mM NaCl.

The electrochemical properties of the prepared solutions were analysed with CV to
ensure the representativeness of the samples. For structural characterisation with
LPTEM, a static volume of each solution was introduced into the TEM instrument
by dropcasting 0.6 µL of the solution into the Nano-Cell of a DENSsolutions Stream
Liquid Biasing holder.

After TEM experiments, the Nano-Cell with the studied monomer solution - ETE-
S 100%, ETE-PC 100% or ETE-S:PC 50:50) - was removed from the TEM holder
and opened, allowing the the water to evaporate at ambient conditions. The bot-
tom chips of the Nano-Cells with the dried monomer solutions were then secured
to an SEM holder for SEM imaging of the dried solutions.

Hydrogels

Freeze dried HA-BCN/PEG hydrogel samples with 0, 5, 10, and 20 mg mL−1

PETE-S were placed on conducting double-sided copper tape on aluminium stubs
for SEM imaging. The non-conductive HA-BCN/PEG hydrogel with no PETE-S
was sputter coated with a 5 nm thick gold film to prevent charging during imaging
with secondary electrons in the SEM. The hydrogels with added PETE-S polymer
were intrinsically conductive and did not require sputter coating for SEM imaging
of surface structures.

After SEM imaging, an additional 200 nm thick sputter-coated gold layer was
deposited on all hydrogel samples to enhance the conductivity of the surface before
introduction to the FIB-SEM instrument that was used to reveal the internal
microstructure.
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3.2.8 Detailed Information About the Instruments and
Techniques Applied in This Thesis

All structural characterisation was performed at the Chalmers Materials Analysis
Laboratory and Myfab LIMS - Nanofabrication Laboratory at Chalmers.

SEM

Structural characterisation with SEM of dried monomer solutions, OECTs and
hydrogels was performed using a JEOL JSM 7800F Prime operating at acceleration
voltages in the range 1-20 keV at high vacuum conditions. The SEM is equipped
with a Schottky type field-emission gun as electron source.

TEM

LPTEM imaging of ETE monomers in solution was performed on an aberration
corrected FEI Titan 80-300 operating at 300 keV equipped with a Schottky field-
emission gun. TEM analysis was carried out primarily using BF imaging comple-
mented by inspection of DPs to identify the presence of crystalline regions in a
sample.

A DENSsolutions Stream Liquid Biasing holder for FEI instruments was used
for all LPTEM studies. The holder uses a Si microchip system consisting of a
pair of Si chips called the "Nano-Cell" to hold liquid samples. The holder sup-
ports pressure-driven flow of liquid into the Nano-Cell which allows the user to
control the thickness of the liquid layer as well as drop-casting a static volume
into the Nano-Cell prior to assembly. The drop-casting method was used for all
LPTEM work in this thesis. The bottom chip of the Nano-Cell is patterned with
Pt electrodes for biasing in a three-electrode configuration to mimic a typical elec-
trochemical cell. The thickness of each amorphous SiN membrane in the window
region is 50 nm. The thickness was chosen to maximise the achievable resolution,
down to nanometre-scale resolution, by minimising scattering from the membranes
while also maintaining good stiffness to reduce window bulging and thereby min-
imising the liquid thickness. At 1 bar pressure, the liquid thickness contribution
owing to bulging of the windows is expected to be maximum 300 nm. [129]

Alignment of the microscope was carried out using a standard TEM holder with
a sample of dried ETE-PC monomer solution on a TEM grid with holey carbon.
After proper alignment, the holder was switched to the DENSsolutions holder
with the liquid sample of interest. This was performed for each analysed sample
to minimise electron beam exposure on the liquid sample.
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CV

CV measurements on monomer solutions were carried out by drop-casting 0.6 µL
of the relevant solution onto a micro-electromechanical system (MEMS) device
consisting of a SiO2 chip fabricated to have the same dimensions as the bottom
chip of a DENSsolutions Nano-Cell with Pt electrodes in the same geometry. This
MEMS chip could be fitted in the tip of the DENSsolutions Stream Liquid Biasing
holder and contacted with the electrical probes of the holder.

CV measurements were carried out in the voltage range from -0.3 V to +0.7 V
using a potential step size of 0.2 mV and a scan rate of 100 mV s−1 for a total of
five cycles. The parameters of the CV measurements were controlled and data
acquired using the software IviumSoft.

FIB-SEM

FIB cross-sectioning of OECTs and hydrogels to reveal the internal microstructures
and information about sample thickness was carried out using FEI Versa3D and
Tescan GAIA3 FIB-SEM instruments. The ion current and voltage was selected
for efficient milling while also minimising the damage to the sample material as
described in Section 3.2.5.

Prior to FIB milling of OECT transistor channels, a 2 µm thick protective strip
(45 µm x 2 µm) of platinum was deposited on top of the gold layer at the selected
milling site. The Pt layer was deposited by electron beam deposition followed
by ion beam assisted chemical vapour deposition using the GIS of the FIB-SEM
instrument. The Pt layer was deposited in multiple shorter steps to minimise
damage to the sample and avoid drift effects during long depositions. A first thin
(∼200 nm) Pt layer was deposited by the electron beam operating at 1 kV, 1.9 nA.
Another 500 nm of Pt was deposited after changing the electron beam conditions
to 1 kV, 4.0 nA. Finally, ∼300 nm of Pt was deposited with an electron beam at
2 kV, 4.0 nA. This was followed by approximately 1 µm of Pt deposited with an
ion beam operating at 30 kV, 50 pA, yielding a final Pt thickness of roughly 2
µm. This layer is deemed sufficient to protect the surface structure as previously
discussed in Section 3.2.5. Cross-sectioning of OECTs was carried out by milling
an initial trench 42 µm long and 10 µm wide along the length of the transistor
channel. The length of the cross-section was chosen to contain both Au electrodes
and the gap between the electrodes. Rough milling was carried out with an ion
beam operating at 30 kV, 3.0 nA. This was followed by cleaning cross sections at
30 kV, 0.5 nA and 16 kV, 0.5 nA. Final polishing was carried out at 10 kV, 0.5 nA.

Hydrogel samples were also protected by 2 µm thick strips of Pt, analogous to the
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OECT samples, before FIB milling. Cross-sectioning of freeze-dried hydrogels was
performed by milling an initial trench, ca 500 µm long using rough milling at 30
kV and 7 nA. This was followed by milling at successively lower beam energies, at
15 kV, 10 kV and 5 kV and decreasing beam currents from 4.0 nA down to 0.5 nA
to obtain a final polished cross-section with minimal artefacts.

AFM

AFM measurements on OECT surfaces were performed on a Bruker Dimension
Icon AFM operating in tapping mode. Image data was acquired using the latest
NanoScope software and analysed with Gwyddion 2.66.

55





4 Results and Discussion

In this chapter, the results from the structural characterisation with electron mi-
croscopy and AFM of organic electronics for neuro-pharmaceuticals are presented
and discussed. The structures of these materials and devices are shown and cor-
related to relevant device properties along with implications for their use in in
vivo manufacturing of bioelectronics in brain tissue. Three principal systems have
been studied, each one represented in a separate research paper included in this
thesis. Section 4.1 investigates the nanostructure evolution of electropolymerised
transistor channels in OECTs. Section 4.2 investigates the aggregation behaviour
of ETE monomers in electrolyte solutions used in the fabrication of OECT devices
and conducting hydrogels. Finally, the microstructure of the conducting hydrogels
is discussed in Section 4.4.

4.1 Structural Evolution of Conducting Polymer
Films in OECTs

The micro- and nanoscale structures of thin polymer films acting as transistor
channels in OECTs have been investigated in this thesis. Conducting polymer
films grown from 1 mM ETE-S solutions via electrochemical polymerisation were
characterised using SEM secondary electron imaging and AFM techniques. An
electric voltage of 0.50 V was applied to the drain electrode for different amounts
of time (2 s, 30 s, 60 s or 120 s) to polymerise the monomers in the NaCl electrolyte
solutions during film fabrication. The voltage was chosen to be approximately
0.20 V above the reported oxidation threshold for ETE-S monomers [14] to ensure
efficient polymerisation. The structure and properties of these devices are reported
in Paper I and presented here.

57



Chapter 4. Results and Discussion

4.1.1 Nucleation of the Polymer Film
SEM imaging of the surface morphology of the PETE-S films in the OECT devices
reveals that nucleation of material starts at the positively biased drain electrode
(white arrows in Figure 4.1). In contrast, no nucleation is found on the grounded
source electrode.

Figure 4.1: Spreading behaviour of PETE-S films for OECT transistor channels.
SEM images recorded at 2 kV of PETE-S films polymerised by a drain voltage of
0.50 V applied to the top electrode in each image for a) 2 s, b) 30 s, c) 60 s, d)
120 s. Nucleation of the polymer film starts on top of the drain electrode (white
arrows). The polymer film extends laterally (red arrows) from the drain with time.
The source electrode (black arrow) was kept grounded. No polymer film growth
is found on the source electrode. The insets on the left show the morphology on
top of the drain electrode and source electrode at a higher magnification.

When the ETE-S monomers at the drain electrode surface in the electrolyte so-
lution are subjected to a polymerising electric voltage of 0.50 V they get oxidised
and start to form polymer chains. The negatively charged polymer chains adhere
to the positively biased electrode surface. Monomers in the surrounding solution
are also subject to a polymerising bias given that they are close enough to the bi-
ased electrode. The distance above the electrode surface where the local potential
is high enough to oxidise the monomers is influenced by the Ohmic drop in the
electrolyte. After the initial nucleation of the first layer of polymer film, monomers
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in the electrolyte solution above this layer also undergo oxidation. As the polymer
chains in the solution get longer, they eventually become insoluble and adhere to
the already deposited polymer film. This results in a both lateral and vertical film
growth.

4.1.2 Film Evolution
Lateral spreading of the film

Figure 4.1 demonstrates how the film evolves after the initial nucleation stages.
Growth of the polymer film starts at the drain electrode (white arrows), spreads out
laterally (red arrows) and continues towards the grounded source electrode (black
arrows) as the growing channel closes the gap. This behaviour of film growth
extending from the positively biased electrode towards a grounded electrode has
previously been reported for PETE-S films grown by electropolymerisation on
APTES treated substrates. [14] The relative area covered by the PETE-S polymer
film increases with time, as shown in Figure 4.2. The polymer film areas are
calculated from the SEM images in the same figure.

Figure 4.2: Area covered by the PETE-S film. a) Relative film area as a function
of time. The relative areas in the graph are the ratio between the areas covered by
the polymer film and the area of the drain electrode. At time zero there is no film
growth yet. The area covered by the polymer film for each time was calculated
from the SEM images on the right. b)-e) SEM images recorded at 1kV of PETE-S
film at b) 2 s, c) 30 s, d) 60 s, e) 120 s. Each image shows a 1600 µm x 1100 µm
region containing the source electrode (black arrows), drain electrode with grown
polymer film (red arrows) and surrounding substrate (blue arrows).
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The increase in polymer film area mainly comes from lateral spreading on top of
the APTES treated SiO2 substrate. Minimal film formation takes place on the
grounded source electrode, as can be inferred from the SEM images in Figure 4.1
and Figure 4.3 that shows a higher magnification view of the gap region.

Figure 4.3: Time evolution of the PETE-S film in the OECT transistor channel.
SEM images at 1 kV showing the surface morphology of the film in the gap between
the two electrodes. The images show the film after a) 2 s, b) 30 s, c) 60 s, and d)
120 s. The approximate position of the drain edge is marked by the dashed line in
each image. The source electrode is grounded. Two distinct surface morphologies
can be observed: a smooth surface in the upper half of the film by the drain
electrode and a rough surface in the lower half of the film, closer to the source
electrode. Areas of bright contrast (white arrows) in the rough part of the film
originate from clusters of particles at or near the film surface.

The APTES surface modification of the SiO2 substrate plays an important role
in the lateral spreading of the polymer film along the substrate. The APTES
treatment yields a slightly positively charged surface that promotes accumulation
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of negatively charged ETE-S monomers near the substrate surface in the elec-
trolyte solution. This has previously been demonstrated by molecular dynamics
simulations. [14] A dense layer of higher local monomer concentration likely forms
in proximity to the modified substrate. The concentration of monomers near the
surface facilitates mass transfer and lateral film growth. Polymer spreading on un-
treated SiO2 surfaces or plasma cleaned negatively charged surfaces, on the other
hand, is minimal. This is likely due to electrostatic repulsion between the neg-
atively charged substrate surface and the negatively charged side chains of the
monomers.

After polymerising the monomer solution for 2 s, the PETE-S film has grown
approximately halfway across the 30 µm long channel (Figure 4.3a). At this time
the conducting polymer film has not yet created electric contact between the two
electrodes. At 30 s, the film has spread all the way to the ground electrode, which
can be seen in Figure 4.3b. These observation are in line with the drain currents,
ID, measured at the four different film growth times during device fabrication (see
Figure 4.4).

Since VG = 0 V during the fabrication of the polymer films, ID is determined by
the intrinsic conductance of the transistor channel. The drain current begins to
increase significantly after approximately 4-7 s. The rise in drain current at this
time signifies that the polymer film has created a conductive pathway between the
source and drain. Namely, electrical contact between the two electrodes is first
established at a time between the 2 s and 30 s film morphologies shown in Figure
4.3. The exact time when the current starts to increase varies a bit between
different devices with the same fabrication parameters. This is a result of the
reproducibility problem for these OECT devices caused by both the unpredictable
nature of the electropolymerisation reaction and the quality of the APTES surface
treatment. It can also be noted that ID is not initially zero (at t = 0 s) which
indicates that the substrate is not completely insulating. Moreover, there is a
sharp drop in the ID at the end of the allotted time for polymerising bias. This
change in current is a result of a capacitive negative current caused by the sharp
change in potential of the drain electrode when the drain voltage is switched from
VD = 0.50 V to VD = 0 V.

After 4-7 s (red arrows in Figure 4.4), the drain current increases with time in a
logarithmic manner until the polymerising bias is turned off. In comparison, the
increase in the area covered by the film during the same time is more linear in
nature. The percentage increase of the two properties relative to their values at
time t = 2 s is shown in Figure 4.5. The mean drain current is approximately
25 times higher at t = 120 s compared to the current at t = 2 s, whereas the
area covered by the polymer film has only increased by a factor of three. The
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discrepancy between these results suggests that the growing area of the polymer
film is not the only contributor to the rising drain current. The drain current is also
influenced by the contact area between the polymer film and the source electrode,
the film thickness and surface roughness, and the density of charge carriers in the
film.

Figure 4.4: Electrical characterisation of OECT devices. Measured drain current,
ID, as a function of time during device fabrication. In the graphs, a drain voltage
VD = 0.50 V is applied for a total time of a) 2 s, b) 30 s, c) 60 s and d) 120 s. This
was followed by VD = 0 V until the current stabilised. The drain current starts
to increase significantly after approximately 4-7 s, marked by red arrows. This
indicates the point where the conducting polymer film makes electrical contact with
the grounded electrode. Triplicates of each sample were fabricated to investigate
the reproducibility.
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Figure 4.5: Percentage increase of drain current and polymer area as a function
of time. The percentages are calculated relative to the values at the time 2 s.
The mean (blue line) and standard deviation (shaded area) of the drain current
measured for three devices are shown. The drain current increases much more
rapidly than the area covered by the polymer film.

To gather more information on the film thickness and the contact area between
the polymer film and the source electrode, cross sections of the polymer films
were prepared using a FIB-SEM instrument. These cross sections were cut along
the length of the transistor channel to observe variations in film thickness along
the channel and to determine how far the polymer film extends onto the source
electrode. After 30 s of growth, the film extends roughly 300 nm beyond the
electrode edge before terminating abruptly, see Figure 4.6. Even after 60 and 120
s, the polymer film still only reaches about 300 nm over the electrode edge. This
means that the contact area between the PETE-S film and the source electrode
remains constant over the studied growth periods.

Thickness and surface roughness of the polymer film

As described in Section 2.3.1, the electrical properties of the OECT device depend
not only on the surface area of the transistor channel, but also on the thickness and
uniformity of the polymer film in the channel since all the material can participate
in ionic and electronic conduction. The cross-sectional view of the 30 s channel
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Figure 4.6: Cross sectional view of the polymer film grown for 30 s. a) SEM
image recorded at 1 kV showing a FIB cross section. The thin, dark layer in the
middle of the image is the polymer film. The film thickness varies along the length
of the gap. The average film thickness is estimated to be 80 nm and the maximum
thickness is measured as 210 nm in the gap region. The edge of the ground elec-
trode (left arrow), positive electrode edge (right arrow), and approximate position
of the threshold line (middle arrow) where the surface morphology starts to show
a significant increase in roughness are all marked. b) Higher magnification image
of the polymer film by the source electrode edge. c) Schematic illustration of the
different regions of the FIB cross section (not to scale) identifiable by changes
in contrast in the SEM image. d) Schematic showing the placement of the cross
section in the OECT device.

in Figure 4.6 can be used to determine the thickness and surface roughness of the
polymer film. It is evident that the thickness of the polymer film is not uniform
but varies along the length of the transistor gap due to a high surface roughness.
The polymer films grown for 60 s and 120 s showed similar features. The surface
of the polymer film grown for 2 s, on the other hand, was much more smooth
and the thickness of the film decreased with distance from the drain electrode.
A more uniform film was observed on top of the drain electrode compared to
the film in the gap region for all samples. A uniform film thickness on the biased
drain electrode can be expected since the electric potential in this region should be
uniform at 0.50 V. The film thickness reached its highest values in the gap region,
with a maximum thickness of approximately 200 nm after 120 s of growth. This
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4.1. Structural Evolution of Conducting Polymer Films in OECTs

maximum thickness of the film is small in comparison to the lateral extension of
the film. After 120 s, the film had spread several hundred micrometers horizontally
beyond the drain electrode edge. This preferential lateral growth is attributed to
the APTES treatment of the surface.

It should be noted that the FIB cross sections only provide single line profiles of
the polymer film along the length of the channel. To extract information about the
two-dimensional surface topography of the whole polymer channels, AFM imaging
was performed. The AFM images are presented in Figure 4.7.

Figure 4.7: AFM images of the PETE-S channels grown for a) 2, b) 30, c) 60,
and d) 120 s. The images show height information. The scan size is 55 µm x 40
µm. The gap region is marked between the two dashed lines at the electrode edges.
The height of the source electrode (furthest left part in each image) is set to 0 nm
through data levelling by mean plane subtraction on the electrode and setting the
plane to zero. The same colour scale bar is applied to all images except a).

The film thicknesses can be extrapolated from the results in Figure 4.8. The graph
shows the sample heights measured by AFM, with the zero-level set at the SiO2
substrate. The sample height is reported as the height of the top surface layer
relative to the zero-level. For the film growing directly on the SiO2 substrate, the
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film thickness and reported sample height are thus exactly the same. For the film
growing on top of the electrodes, the height of the electrode needs to be subtracted
to find the absolute film thickness.

Figure 4.8: Average sample height measured by AFM as a function of distance
from the edge of the source electrode for OECT channels at four different times.
Large variations in polymer film thickness are found in the gap region between the
electrodes, highlighted in yellow. The zero-level is set at the height of the SiO2
substrate. The edges of the source and drain electrodes are marked with dashed
lines. The threshold line marks the position where the surface morphology changes
from smooth to rough, similarly to Figure 4.10.

The thickness of the electrodes can be determined from the topographic informa-
tion of the 2 s channel by the source electrode edge in Figure 4.8. In this region,
the sample height decreases from 51.5 nm to 0 nm with a plateau at 20 nm sug-
gesting that the electrode is comprised of two layers with thickness 20 nm and
31.5 nm, respectively. The two levels of the source electrode can also be seen
in the SEM images of Figure 4.3 and are assumed to originate from imperfect
alignment of the evaporation mask used during the metal electrode fabrication.
In Figure 4.8, the edge of the source electrode is set at the edge of the top layer.
Both the source electrode and the drain electrode are assumed to have the same
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thickness of approximately 50 nm. Based on this assumption, the thickness of the
polymer film on top of the positively biased drain electrode is found to be in the
range of 20 nm to 60 nm at all four times. The film thickness in this region does
not change substantially with time. The RMS roughness measured by AFM (see
Figure 4.9) of the film on the drain electrode is 10 nm after 2 s of film growth
and increases to approximately 30 nm after 30 s and longer growth times. The
variations in film thickness show that the sample surface is not entirely smooth de-
spite the application of a uniform electric potential. In general, the film thickness
values measured by AFM (Figure 4.8) are in accordance with the ones measured
in the FIB cross section in Figure 4.6, indicating that the FIB has not introduced
artefacts or damaged the top layer of the material.

Figure 4.9: RMS roughness determined by AFM as a function of time and lo-
cation. The mean value of the surface roughness are displayed for the source
electrode, the polymer film in the smooth and rough part of the gap region and
the polymer film on the drain electrode. The error bars represent the standard
deviation of the value.
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Thickness of the polymer film in the gap region and the shape of the
electric field

The film thickness in the gap region between the electrodes (yellow highlight in
Figure 4.8) show more pronounced variations compared to the film on the drain
electrode. The film thickness changes with distance from the drain electrode and
increases with time at each position. At short biasing times (2 s), when the polymer
film has not grown all the way across the gap, the film thickness decreases with
distance from the drain edge.

Two types of surface morphologies can be identified in the gap region. Firstly, a
film with smooth surface morphology adjacent to the drain electrode. This part of
the film has a similar RMS roughness as the film on the drain electrode. Secondly,
at a distance of about 10 µm from the drain electrode edge, the film has a rough
surface morphology. The RMS roughness in this part of the film reaches up to 60
nm after 120 s. The two surface morphologies are obvious in the SEM images in
Figure 4.3b-d and Figure 4.10. Note that the rough surface morphology is observed
for films grown for at least 30 s.

The conducting polymer film functions as an extension of the biased drain elec-
trode. As the film spreads laterally towards the grounded source electrode, the
effective position of the drain electrode edge shifts closer to the grounded source
electrode. This movement alters the electric field distribution in the device channel
as the film advances. While the film is growing towards the grounded electrode,
the electric potential within the conducting polymer remains equal to that of the
drain electrode. However, once the film spans the entire channel and contacts the
source electrode, an electric current will flow through the film. This causes the
potential to vary within the film, ranging from 0.50 V at the drain electrode to 0
V at the source electrode.

At a certain distance from the drain electrode, the local potential within the film
drops below the 0.30 V threshold required to polymerise the ETE-S monomers.
This threshold potential is associated to the observed change in surface morphology
approximately 10 µm from the drain edge. In areas where the local potential falls
below 0.30 V (to the left of the threshold line in Figure 4.8) the channels at 30,
60, and 120 s all exhibit large variations in film thickness. The rough surface
morphology in this region is likely due to the local potential falling below the
oxidation threshold.

In the region where the local potential is presumed to be below the threshold, the
polymer film is speckled with aggregates that range in size from a few hundred
nanometres to a few microns. These aggregates can be seen in Figure 4.3b-d and
Figure 4.10 where they are indicated by white arrows.
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Figure 4.10: Surface morphology in different parts of the PETE-S channel. SEM
images at 1kV of the PETE-S channel grown between source and drain electrodes
for 30 s. The inset images to the right show different regions of the polymer film at
a higher magnification. Dashed lines mark the position of the drain edge and the
approximate distance from the drain electrode where the film morphology starts
to change. White arrows point to fibrous structures within the clusters of material
in the film.

4.1.3 A Layered Structure of the Polymer Film
After 2 s of growth, two types of film structures can be discerned in the PETE-S
film in the region between the electrodes. First, a smooth film growing in direct
contact with the substrate, as can be seen near the leading edge of the polymer
film in Figure 4.11 (white arrow). Secondly, a more course film (marked by the
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red arrow) growing on top of the smooth film. AFM measurements showed that
the thickness of the first, smooth film is approximately 25-35 nm with an RMS
roughness of about 3 nm. The total film thickness in the course region (red arrow)
is roughly 35-45 nm, with an RMS roughness of about 10 nm, similarly to the film
on top of the drain electrode after 2 s.

Figure 4.11: Higher magnification images of the PETE-S film after 2 s of poly-
merising bias. SEM images recorded at 1 kV of the leading edge of the polymer
film. The polymer film consists of two parts: a smooth film growing in direct con-
tact with the substrate (white arrow) and a more course film on top (red arrow).
b) shows a higher magnification image of the course film in the dashed region in
Figure a).

The observations from the 2 s film, which only partially covers the channel, com-
bined with observations from the films grown for longer durations, suggest that a
smooth film initially forms during the nucleation and early growth stages on the
biased drain electrode and modified SiO2 substrate. This is followed by film growth
that leads to a more rough surface morphology. Both the smooth and rough films
are clearly visible in the 2 s film in Figure 4.11. As growth time increases, the
surface roughness becomes more pronounced, particularly in areas where the local
potential is expected to be low and aggregates of fibrous structures are present.

4.1.4 Origin of the Aggregates in the Rough Surface
Morphology of the Film

The micrometer-sized aggregates that were found in the rough parts of the films
can be observed in detail in the insets of Figure 4.10. The aggregates are made up
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of elongated features roughly 20 nm in thickness and a few hundred nanometres
in length.

We hypothesise that these aggregates are formed in the electrolyte solution sur-
rounding the polymer film before or during polymerisation. The solution acts as
the reservoir for the ETE-S monomers that partake in the formation of the poly-
mer film. Previous studies using molecular dynamics simulations have shown that
ETE monomers in aqueous solutions are not always fully dispersed but may ag-
gregate into clusters. [16] The morphology of such clusters, however, is not well
known. Therefore, a dedicated study was performed to determine the aggregation
characteristics of ETE monomers. The results of the study are presented in the
following section.

4.2 Monomer Aggregation in Solution
In this thesis, ETE monomer solutions have been analysed using LPTEM and
SEM to characterise the aggregation behaviour of pure ETE-S, pure ETE-PC
and a mixture of equal parts ETE-S and ETE-PC (ETE-S:PC 50:50) in aqueous
NaCl solutions. LPTEM imaging of the monomer solutions (Figure 4.12a-c) and
complementary SEM imaging of dried solutions (Figure 4.12d-f and Figure 4.13)
show the presence of aggregated monomers distributed in the solutions. The results
are published in Paper II.

4.2.1 Morphology of ETE Monomer Clusters
The morphology of the ETE-S clusters can be described as thin platelets. These
platelets are 15-30 nm in thickness and 50-300 nm in diameter. The platelets
which are oriented edge-on with respect to the substrate (red arrows in Figure
4.12a and 4.12d) are more easily distinguished in the LPTEM images because
there is more material in the beam path scattering the electrons compared to the
platelets lying down (blue arrows). The ETE-PC 100% monomer solution contains
both round clusters with average diameters of 30-70 nm and elongated fiber-like
clusters with widths of 15-30 nm and lengths of 50-150 nm. On closer inspection,
these fiber-like clusters resemble a line of round clusters, like pearls on a string.
The ETE-S:PC 50:50 solution contains a mixture of round clusters, 30-50 nm in
diameter, and elongated structures, 15-30 nm in width and 50-150 nm in length
which are similar to the fiber-like clusters in the ETE-PC 100% solution. SEM
images of the clusters in ETE-S:PC 50:50 show that they are more similar in size
and shape to the clusters in ETE-PC 100% than ETE-S 100%. The observed
cluster sizes for all three monomer solutions fall in the permeable range of the
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Figure 4.12: Morphology of ETE monomer clusters. Top row: Bright field
LPTEM images recorded at 300 kV. Bottom row: SEM secondary electron (SE)
images recorded at 1 kV of the same solutions after drying. a) and d) 5 mM ETE-S
100%, b) and e) 5 mM ETE-S:PC 50:50 and c) and f) 5 mM ETE-PC 100% in
DI water with 10 mM NaCl. The dark features in the LPTEM images and bright
features in the SEM images correspond to monomers aggregated into clusters (ar-
rowed), which are present in all three solutions. Red arrows in figure a) and d)
mark ETE-S platelet clusters which are seen edge-on. Blue arrows mark platelet
clusters that are more parallel to the substrate.

Figure 4.13: Overview of cluster distributions. SEM SE images recorded at 1 kV
taken at a low magnification of dried solutions of DI water with 0.01 M NaCl and
5mM a) ETE-S 100%, b) ETE-S:PC 50:50 mix and c) ETE-PC 100%.
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BBB, with the exception of the largest ETE-S clusters. This suggests that despite
the aggregation tendencies, the material in all three monomer solutions still shows
promise for use in in vivo device fabrication in the brain.

Moreover, the SEM images of ETE-S:PC 50:50 indicate that there is a cluster
density variation within the solution (see Figures 4.12e and 4.13b). The regions
with higher cluster density are about 0.5-3 µm in size. The ETE-S 100% and
ETE-S 100% show more homogeneous distributions of clusters in their respective
solutions. The morphology of the monomer aggregates and their distribution may
undergo slight changes during the drying process. Nonetheless, the morphologies
observed in the LPTEM and SEM images for each sample are similar.

4.2.2 Polymerisation Properties and Aggregation Behaviour

CV measurements were carried out on the monomer solutions to ensure the sam-
ples were still pristine and had not undergone oxidation or degradation prior to
imaging with LPTEM. The cyclic voltammograms shown in Figure 4.14 all re-
veal the presence of a distinct oxidation peak that can be expected in an intact
ETE monomer solution sample. Moreover, it can be seen that the oxidation peak
is shifted to higher potentials for ETE-PC compared to pure ETE-S, which has
previously been reported and is due to the difference in charge density given by
the side chains. [14] Of note is that the oxidation peak of the ETE-S:PC 50:50
solution is positioned between the peaks of the pure solutions. Moreover, two
separate peaks can be distinguished in the mixed ETE-S:PC 50:50 solution rather
than a smooth transition. This indicates a phase separation between the ETE-S
and ETE-PC monomers in the clusters. Homogeneous aggregates consisting of
molecules with only one of the side chains (i.e. either only ETE-S or only ETE-
PC) exist along with uniformly distributed ETE-S and ETE-PC within individual
clusters.

In Paper II it was again reported that π-π stacking is more prominent in ETE-S,
producing linear aggregates, whereas ETE-PC develops more amorphous aggre-
gates. The presence of ETE-PC in a solution of both monomer types repeatedly
disrupts the structure of ETE-S aggregates. This explains why the morphology
of the clusters found in the ETE-S:PC 50:50 solution in Figure 4.12b and 4.12e
do not seem to be a direct mix of the morphologies found in the ETE-S 100%
and ETE-PC 100% solutions, since no large clusters resembling those in Figure
4.12a and 4.12d of ETE-S could be found. This important finding strengthens
the theory that when the two types of monomer are mixed, they do not maintain
their individual properties such as monomer cluster morphology or oxidation po-
tential. Instead, these properties take on a value corresponding more closely to the
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Figure 4.14: Cyclic voltammograms showing the oxidation peak in the first part
of the anodic trace in the first scan cycle for the three monomer solutions. The
position and shape of the oxidation peak is different for all three samples. The
ETE-S:PC 50:50 sample shows evidence of two separate oxidation peaks (black
arrows). Scan rate: 0.1 V s−1. The working electrode, counter electrode and refer-
ence electrode are all Pt.

weighted average of the two components. This can be used to tune the intrinsic
doping level, polymer film growth and properties of OECT channels as discussed
in Paper II. Adding ETE-PC monomers to the ETE-S electrolyte solution used
for electropolymerisation of transistor channels in OECTs could also help mitigate
the incorporation of aggregates in the polymer film.

4.2.3 Monomer Aggregates in Solution and in OECT Films

The size and morphology of the elongated features inside the aggregates in the
OECT films (see e.g. Figure 4.10) are in accordance with the structure of the
ETE-S aggregates found in the aqueous NaCl solution in Figure 4.12. Aggregated
monomers are therefore believed to be the origin of the clusters observed in the
OECT channels.
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4.2.4 Comparison Between Electron Microscopy
Characterisation and Alternative Techniques

Dynamic light scattering (DLS) is another technique that has been used in at-
tempts to determine the size distribution of individual monomers or monomer
aggregates in solution. [16] While analysis of DLS data can give a qualitative esti-
mation of particle sizes, it is not suitable for quantitative descriptions of the aggre-
gation behaviour. Multiple scattering events, orientation effects and the choice of
detector angle are all factors that make DLS measurements difficult to set up and
interpret. Furthermore, the size of a scattering particle calculated from DLS mea-
surements will be the hydrodynamic radius of a sphere moving in the same way as
the scatterer. Assuming that the particle size given by DLS measurements is the
actual size of the particle can therefore be misleading, especially for non-spherical
objects. The results in Figure 4.12 and Figure 4.13 clearly show the anisotropic
geometry of the monomer clusters, motivating the importance of treating them
as non-spherical objects. In Paper II the cluster sizes determined from electron
microscopy imaging are compared to average particle size distributions from DLS.
Evaluation of the DLS measurements revealed a bimodal distribution of particles
with the hydrodynamic radius of one population in the range of 3-4 nm and the
other population in the range of 190-225 nm. Similar distributions were found for
all three monomer solutions at two different concentrations (1 mM and 5 mM).
Interestingly, no population of particles was found in the size range from 10-100
nm for any of the monomers, which is where many of the clusters are found in the
LPTEM and SEM images. The explanation for this is that the DLS sizes do not
correspond to the dimensions of the individual monomers or clusters but rather
their rotational and translational diffusion constants. Thus, reliable quantitative
information about the size and shape of the aggregates is here recommended to
be obtained from structural characterisation techniques such as TEM rather than
DLS.

4.3 Correlation Between the Structure of OECT
Polymer Films and Their Electronic Properties

The drain current is limited by the weakest link in the polymer channel between
the electrodes. Key factors influencing the conduction include the contact area
between the polymer film and the electrodes on both sides, as well as the smallest
cross-sectional area of the polymer film within the channel. While the lateral
spreading of the film increases its total area, it did not enlarge the contact area
with the biased drain electrode. Additionally, lateral spreading did not increase
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the contact area with the source electrode, as the film extended only about 300 nm
past the edge of the source electrode, even after 120 s of film growth. The increase
in drain current over time is instead a result of an increase in cross-sectional area
of the polymer film in the gap between the electrodes as more material is added
to the film.

The aggregates found in the polymer channel can also impact the conductivity of
the device. If these aggregates contain unpolymerised monomers, they may act
as defects, disrupting the formation of continuous conductive pathways across the
channel and thereby reducing the conductivity.

4.4 Structure of Conducting Hydrogels

This thesis work also explores the complex architecture of electroactive HA-BCN/
PEG hydrogel scaffolds with incorporated PETE-S. The surface microstructure of
HA-BCN/PEG hydrogels functionalised with 0, 5, 10, and 20 mg mL−1 PETE-S
has been investigated using SEM. The results are published in Paper III. SEM
imaging of the pure, non-conductive HA-BCN/PEG hydrogel shown in Figure
4.15 reveals a porous film. Hereafter the abbreviation Gel refers to the pure HA-
BCN/PEG hydrogel and e.g. 5 mg/ml PETE-S Gel refers to a HA-BCN/PEG hy-
drogel functionalised by in situ enzymatic polymerisation in a solution of 5 mg mL−1

ETE-S.

4.4.1 Structure of Hydrogel Surfaces - Decription and Origin
of Porous Morphologies

The structure of the investigated hydrogels in Figure 4.15 can be described as pores
separated by fibrous walls. The porosity of these hydrogels is dependent on the
ratio between the cross-linking agent PEG-Az4 and BCN since the level of cross-
linking affects the initial porous structures formed in the hydrogel. The porosity
seen in the SEM images of the freeze-dried hydrogels is likely also affected by
freeze drying process. Hydrogels typically have a very high water content in their
native state, reaching values above 90 %, and tend to shrink when dried. This
suggests that the drying process can have a significant impact on the structure
of the hydrogel network. Freeze drying, however, has been shown to induce less
shrinkage than other drying methods [87] and the porous structures shown in
Figure 4.15 can still be indicative of differences in material properties.
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Figure 4.15: Surface morphology of freeze-dried hydrogels. SEM SE images at
1 kV of hydrogel samples showing the morphology of a) Gel sample, b) 5 mg/ml
PETE-S Gel sample, c) 10 mg/ml PETE-S Gel sample, and d) 20 mg/ml PETE-S
Gel sample. The structure consists of pores separated by walls. The walls become
more continuous as the PETE-S concentration increases.

The pore sizes range from 1-50 µm in the pure Gel without polymer. There is a
trend of increasing pore size from 1-50 µm in the Gel sample up to 20-100 µm in the
20 mg/ml PETE-S Gel, suggesting that the pore sizes become better optimised for
large neural cells and tissue at higher polymer concentrations. Previous studies
on similar HA hydrogel systems have shown that pores in the 50 - 100 µm size
range are well suited to facilitate cell migration, contact between cells, as well as
diffusion of oxygen and nutrients which are critical for cell survival and proliferation
if the pores are interconnected. [15] The SEM images of the surface structures
show that the pore walls in the hydrogels with incorporated PETE-S polymer
are more continuous with less fibrillar structures than the pure Gel sample. As
the polymer concentration increases from 5 mg/ml PETE-S to 20 mg/ml PETE-S
(Figure 4.15b-d) the fibrillar structure transforms into a more and more continuous
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morphology. However, as can be seen in Figure 4.15d, the 20 mg/ml PETE-S Gel
still has small holes that are 0.5-5 µm in size in the pore walls. The amount of
small holes decreases with increasing concentration of PETE-S in the 5-20 mg/ml
range, suggesting that the interconnectivity and mass transport between pores also
decreases. This could limit the ability of cells to grow, move and connect to form
tissue.

SEM imaging of the hydrogel surfaces at higher magnifications reveals more in-
formation about the morphology. In the 10 mg/ml PETE-S Gel, there are still
regions where the tendency of the hydrogel to form long filaments in web-like
structures acting as scaffolding for the PETE-S film can be seen (Figure 4.16a).
The presence of a rough surface morphology can also be seen in both Figure 4.16a
and 4.16b, although there is no evidence of large monomer aggregates in the mate-
rial, which could be seen for the electropolymerised OECT samples. These results
suggests that this method of enzymatic polymerisation is effective at completely
polymerising the potentially aggregated ETE-S monomer solutions.

Figure 4.16: Higher magnification images of surface structures in freeze-dried
hydrogels. SEM SE images at 1 kV of hydrogel samples showing a) the web-like
network of the HA-BCN/PEG hydrogel acting as scaffolding for the 10 mg/ml
PETE-S polymer and b) the rough surface texture of a 20 mg/ml PETE-S Gel
sample.
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4.4.2 Internal Structure of the Hydrogels
The analysis of surface structures was complemented by an analysis of bulk struc-
tures in the hydrogels. The internal microstructures were revealed by milling away
material to create cross-sections in the hydrogel samples with a focused ion beam,
as shown in Figure 4.17.

Figure 4.17: Illustration of how the internal structure of a hydrogel sample is
revealed. A focused ion beam is used to mill away material from the bulk hydrogel
sample which exposes a cross-section inside the hydrogel.

SEM imaging of the prepared cross-sections shows that the network of pores ex-
tends into the bulk structure (Figure 4.18). The pore wall thickness increases with
increasing concentration of PETE-S incorporated in the hydrogels. The pore wall
thicknesses were 0.5-1.5 µm, 0.5-2.0 µm, 0.7-3.0 µm, and 1.0-10 µm for the 0, 5,
10, and 20 mg/ml PETE-S Gels respectively.

The microstructure inside the hydrogel also changes with distance from the surface.
The hydrogel material is more compact at increasing distance from the top surface.
The wall thickness increases and the walls are more continuous, as can be seen in
Figure 4.18. The increasingly compact walls with decreasing number of holes
connecting the pores and creating pathways from the surface of the hydrogel can
pose a challenge for oxygen and nutrient transport to deeper compartments of
the hydrogel. In turn, this puts a limit on the maximal useful thickness of the
hydrogel if cells cannot survive in the deeper sections of the structure. These
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findings highlights the importance of also assessing the microstructure inside the
bulk of a material since this may differ from the structures close to the surface.

Figure 4.18: Internal structure of freeze-dried hydrogels. SEM SE images at 1 kV
of cross-sectioned freeze-dried hydrogel samples showing the internal microstruc-
ture of a) Gel sample, b) 5 mg/ml PETE-S Gel sample, c) 10 mg/ml PETE-S Gel
sample, and d) 20 mg/ml PETE-S Gel sample. The images show the pore structure
within the bulk materials. The wall thickness of the pores increases as the amount
of PETE-S increases. The walls become more continuous with increasing distance
from the sample surface (top part of the images) when PETE-S is incorporated in
the hydrogel.

It should be pointed out that the cross-sections in Figure 4.18 show two-dimensional
slices of three-dimensional structures inside the bulk material. It is assumed that
the slicing direction relative to the orientation of the pores is such that the pore
walls are sliced orthogonally. Non-orthogonal slicing of the walls would result in
a larger apparent wall thickness in the cross-sections. The two-dimensional imag-
ing provides a qualitative measurement of the difference in wall thickness between
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samples with different polymer concentrations. A quantitative evaluation of the
thickness of the pore walls requires three-dimensional imaging that can be achieved
by different tomography and reconstruction techniques. This would also reveal
further information about the interconnectivity of the pores throughout hydrogel
network, as has previously been described for similar materials. [138,143,144]

4.4.3 The Influence of the Material Structures on the
Mechanical and Electrical Properties of the Hydrogels
and Their Biocompatibility

The rheological properties of hydrogels are often evaluated in terms of their dy-
namic complex modulus. This modulus is divided into the storage modulus, G′,
which describes the ability of the material to store energy under elastic stress
when an oscillating force is applied, and the loss modulus, G′′, which describes the
ability to dissipate stress through heat. The storage modulus is often equated to
the Young’s modulus as a measure of stiffness, although the two are not exactly
the same. A higher storage modulus typically means that the material cannot un-
dergo swelling or contraction as easily as a material with lower storage modulus.
This is often influenced by the degree of cross-linking in the material since this
will restrict swelling or compression. [145] The storage modulus of neural tissue is
G′ ≈ 100−1000 Pa. [146,147] Rheological assessment of HA-BCN/PEG hydrogels
with 0, 5, 10, and 20 mg mL−1 PETE-S showed that the storage modulus for all
four polymer concentrations where in the range of 500 to 1000 Pa, which is similar
to that of neural tissue with minimal variation between the samples. This indi-
cates that the amount of polymer in the material and the size or interconnectivity
of pores in the hydrogel matrix do not have a considerable impact on the storage
modulus. Alternatively, the contributions from the pore size and wall morphology
cancel out each other. Only when the amount of PETE-S in the hydrogel reached
40 mg mL−1 did the storage modulus increase significantly to G′ ≈ 1500 − 1800
Pa, implying a drastic increase in stiffness. Structural characterisation with SEM
has not been carried out for this polymer concentration, but it is expected that
the structure evolution follows the same trend of increasingly compact structure
with increasing concentration of PETE-S.

The electrical properties of the hydrogels were also investigated and shown to be
affected by the amount of PETE-S in the hydrogel. Both the conductivity and
capacitance increased with the PETE-S content up to 20 mg mL−1. This can be
linked to the higher content of electrically conducting material in the hydrogel as
well as longer continuous conductive pathways throughout the network with less
holes. Moreover, the cytocompatibility of the hydrogels was assessed by adding
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PC12 cells in the HA-BCN solution during cross-linking and polymerization of
ETE-S monomers. The relative cell proliferation of the embedded cells was found
to have improved for 1, 5 and 10 mg/ml PETE-S Gels compared to pure Gels
after seven days. Higher PETE-S concentrations were less favourable, which can
be explained by the increasingly compact structure of the hydrogels as the poly-
mer concentration increases. This compact structure may hinder nutrients from
reaching the cells inside the hydrogel matrix making it difficult for the cells to
grow or even survive.
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5 Conclusions and Outlook

In this thesis work, electron microscopy was used to study the micro- and nanos-
tructure of polymeric systems for electronic neuro-pharmaceuticals. The material
systems in this thesis are developed as model systems for pharmaceuticals intended
to target neurodegenerative diseases, as devices to study signalling in cells, or as
scaffolding in three-dimensional cell cultures. The material systems are all based
on different varieties of the ETE monomer functionalised with two different side
chains to form conducting conjugated polymers.

This work sheds light on the structure evolution of transistor channels in OECTs
formed by electropolymerisation of ETE-S monomers. It was discovered that a
smooth polymer film forms during the initial stages of film growth on an APTES
treated SiO2 substrate and drain electrode kept at a polymerising potential. Sub-
sequent polymer film formation on top of the first polymer film leads to an increas-
ingly rough surface morphology. The time evolution of the surface morphology is
thus important to consider when choosing a film growth time during fabrication of
OECT devices. The influence of the local electric potential on the formation and
structure of the polymer channel in OECTs is also discussed in this work. Microm-
eter sized aggregates with nanometer sized features were observed in parts of the
polymer film where the local potential is expected to be below the threshold value
for polymerisation, something that has not been reported before. LPTEM imaging
of electrolyte solutions containing ETE-S monomers showed that the monomers in
solution are not always fully dispersed but tend to form aggregates. The size and
morphology of the aggregates observed in solution are in accordance with the size
of the aggregates observed in the OECT polymer films. Monomer aggregation in
solution is therefore believed to be responsible for the aggregates observed in the
electropolymerised films.

The aggregation characteristics depend on the type of monomer. Therefore, the ag-
gregation behaviour of ETE-S is compared to that of ETE-PC monomers. LPTEM
imaging of ETE-S and ETE-PC monomer solutions in their native liquid state
combined with SEM imaging of dried monomer solutions showed that the typical
sizes of ETE monomer clusters are in the range from approximately 15 nm to
300 nm. It was discovered that ETE-S forms larger clusters than ETE-PC. In
solutions where both monomer species are present, ETE-PC continuously breaks
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up the cluster structure of ETE-S so that mainly smaller clusters form. This is
an indication that mixing in small amounts of ETE-PC in ETE-S solutions prior
to electropolymerisation could mitigate the formation of large cluster defects in
OECT transistor channels. The presence of unpolymerised material in the film is
expected to reduce the electrical performance of the device, limiting its usefulness
in bioelectronics applications. In addition to influencing the morphology of the
monomer clusters, the ratio between the different monomer species in monomer
blend solutions was also found to affect the onset potential for electropolymerisa-
tion. Monomer blends thus opens up new ways of tuning the device properties of
electropolymerised films, for example in OECTs.

There is still no complete picture of what happens to the monomer clusters during
polymerisation and why the clusters sometimes occur in the final polymer film.
LPTEM can provide important insights into the dynamic processes in liquid sam-
ples and the growth of organic nanostructures. As a continuation of this work,
polymerisation reactions can be studied in situ in the LPTEM setup to follow the
structure evolution of monomer aggregates in solution. This can be performed
with the biasing capabilities of the DENSsolutions Liquid Stream holder.

Furthermore, more information about the effects of the electric potential on the
morphology of the polymer film in OECTs and the performance of the final device
is needed for the ability to predict how a similar device would function in vivo in
biological tissue. A detailed study including modelling of the electric field in OECT
devices during channel growth could help shed more light on how the shape of the
electric field changes during the different stages of film growth. The influence of the
monomer aggregates on the electrical conductivity of the polymer film should also
be investigated. Such a study would benefit from combining the SEM, LPTEM
and AFM methodology applied in this work with molecular dynamics simulations.

Finally, this thesis work also explores the complex architecture of electroactive
HA-BCN/PEG hydrogel scaffolds with incorporated PETE-S. The surface and
bulk microstructure of the conducting hydrogels, revealed by a combination of
SEM imaging and FIB cross-sectioning, could be described as pores separated by
walls. The amount of ETE-S monomers present during fabrication of the hydro-
gels was found to affect the porous structure. The pore size increased with higher
concentrations of PETE-S while the interconnectivity of the pores decreased. At
intermediate PETE-S concentrations of 10-20 mg mL−1 pore sizes in the range of
20-100 µm were observed. These dimensions are suitable for three-dimensional
cell cultures of neuronal cell lines. However, the increasingly compact pore walls
at higher PETE-S concentrations are suggested to be detrimental to cell prolif-
eration as they hamper the transport of nutrients through the polymer hydrogel
network. Moreover, the compact structure also makes the hydrogel increasingly
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rigid, thereby reducing its mechanical compatibility with neuronal tissue. Optimal
mechanical and electrical properties were achieved when small amounts of PETE-S
were added to the HA-BCN/PEG hydrogel mix.

Moreover, in contrast to the electropolymerised films in OECT devices, large clus-
ters of monomers were not found in the enzymatically polymerised hydrogels.
Consequently, the enzymatic polymerisation route may be favourable over elec-
tropolymerisation if it is less affected by monomer clustering. Enzymatic poly-
merisation is also deemed to be a more mild strategy as it is not dependent on
electrochemistry or strong redox chemistry and can be modulated by endogenous
metabolites. This holds great promise for in vivo fabrication of organic electronics
in physiological environments.
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