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ABSTRACT

We present the second data release of the MeerKAT Absorption Line Survey (MALS), consisting of wideband continuum catalogues
of 391 pointings observed at L band. The full wideband catalogue covers 4344 deg2 of sky, reaches a depth of 10 µJy beam−1, and
contains 971 980 sources. With its balance between survey depth and sky coverage, MALS DR2 covers five orders of magnitude of
flux density, presenting a robust view of the extragalactic radio source population down to 200 µJy. Using this catalogue, we perform a
measurement of the cosmic radio dipole, an anisotropy in the number counts of radio sources with respect to the cosmic background,
analogous to the dipole found in the cosmic microwave background (CMB). For this measurement, we present the characterisation
of completeness and noise properties of the catalogue, and show that a declination-dependent systematic affects the number density
of faint sources. In the dipole measurement on the MALS catalogue, we recover reasonable dipole measurements once we model the
declination systematic with a linear fit between the size of the major axis of the restoring beam and the amount of sources of each
pointing. The final results are consistent with the CMB dipole in terms of direction and amplitude, unlike many recent measurements
of the cosmic radio dipole made with other centimetre wavelength catalogues, which generally show a significantly larger amplitude.
This result demonstrates the value of dipole measurements with deeper and more sparse radio surveys, as the population of faint sources
probed may have had a significant impact on the measured dipole.

Key words. surveys – galaxies: statistics – large-scale structure of Universe – radio continuum: galaxies

1. Introduction

The continuum radio sky at centimetre wavelengths offers a
dust-unbiased view of the Universe, allowing for the study of
black holes, galaxy evolution, magnetic fields and star forma-
tion at cosmic scales. Specific scientific interests have informed

⋆ The MALS wideband catalogues and images are publicly available
at https://mals.iucaa.in
⋆⋆ Corresponding author; wagenveld@mpifr-bonn.mpg.de

the design of centimetre wavelength radio surveys, as the bright-
est sources in the radio sky are typically associated with active
galactic nuclei (AGN), while a fainter population of sources rep-
resent actively star-forming galaxies (SFGs). Large area radio
surveys, such as the National Radio Astronomy Observatory
(NRAO) Sky Survey (NVSS, Condon et al. 1998), or the recent
Rapid Australian Square Kilometre Array Pathfinder (ASKAP)
Continuum Surveys (RACS-low and -mid, McConnell et al.
2020; Duchesne et al. 2023) and VLA Sky Survey (VLASS,
Lacy et al. 2020), represent a near complete view of the bright
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radio population, but do not reach the depth required to probe the
population of faint SFGs. To reach this population, deep obser-
vations of small areas are performed, such as VLA-COSMOS
(2 deg2, Smolčić et al. 2017). A few of the more recent studies
have been enabled by the depth provided by MeerKAT (Jonas
2016). At L band (900–1670 MHz), MeerKAT can reach a depth
of 10 µJy beam−1 with an hour of observing time and, owing
to its core-dominated array configuration, is extremely sensitive
to diffuse emission. This has led to deep views of the single
MeerKAT DEEP2 pointing (Mauch et al. 2020) and the 20 deg2

covered by the four deep fields studied by the MeerKAT Interna-
tional GHz Tiered Extragalactic Exploration (MIGHTEE, Jarvis
et al. 2016). These deep surveys present a dust-unbiased view of
cosmic star formation (e.g. Matthews et al. 2021), and allow for
new insights into other faint or low surface brightness sources
of emission that are revealed in these deep fields (e.g. giant
radio galaxies, Delhaize et al. 2021). Due to the small sky cov-
erage of these deep surveys however, cosmic variance presents
a significant source of uncertainty of studies of the faint radio
population.

The MeerKAT Absorption Line Survey (MALS, Gupta et al.
2016) has observed 391 pointings centred on bright radio AGN
(>200 mJy at 1.4 GHz, Gupta et al. 2022) to perform blind search
for hydrogen (HI, 21 cm) and hydroxyl (OH, 18 cm) absorption
lines at redshifts 0 < z < 2. This has led to improved or new
absorption line detections at these redshifts (Combes et al. 2021;
Srianand et al. 2022; Maina et al. 2022; Combes et al. 2023;
Deka et al. 2024a) as well as the first detection of radio recom-
bination lines at cosmological distances (Emig et al. 2023).
Besides the search for absorption lines, the aforementioned con-
tinuum capabilities of MeerKAT can deliver deep pointings with
only an hour of observing time. Given that the primary beam of
MeerKAT has a full width at half maximum (FWHM) of 67′
at L band, pointings are expected to contain up to thousands of
sources. The first data release of MALS (MALS DR1) contains
images and catalogues extracted from the 15 L band spectral
windows (SPWs), each covering 60 MHz of the total effective
800 MHz bandwidth. Deka et al. (2024b) presented the cata-
logues of around 500 000 and 240 000 sources extracted from
SPWs 2 (1.0 GHz) and 9 (1.4 GHz), respectively. Using the full
800 MHz bandwidth, around a million sources are expected to be
detected in the resulting images. Its balance between depth and
sky coverage puts it in a unique position for statistical studies
of source populations, some of which usually remain undetected
in shallower surveys. Furthermore, with pointing selection only
requiring a strong central source, the view of these populations
remains relatively unbiased.

To demonstrate the potential of statistical population studies
with MALS continuum, we aim here to use MALS to perform
a measurement of the cosmic radio dipole, an anisotropy in the
number counts of extragalactic radio sources. Analogous to the
dipole seen in the cosmic microwave background (CMB), it is
predicted to be a result of the motion of the observer with respect
to the background (Ellis & Baldwin 1984). Measurements of
the cosmic radio dipole find that although there is agreement
with the CMB dipole in terms of direction, the amplitude of
the dipole vector is much higher than expected (e.g. Singal
2011; Rubart & Schwarz 2013; Siewert et al. 2021). These
measurements were made using large sky surveys such as
NVSS, as many sources as well as good coverage of the dipole
axis are required for a significant measurement of the dipole.
More recently, measurements have been made with VLASS
and RACS, with most, but not all (see Darling 2022), measure-
ments affirming an anomalously high dipole amplitude (e.g.

Singal 2023; Wagenveld et al. 2023b). Recently, measurements
of the dipole have been extended to different wavelengths,
explicitly selecting for AGN to obtain a background sample.
Infrared measurements show a highly significant departure
from the CMB expectation (Secrest et al. 2021, 2022; Dam
et al. 2023), with a recent optical measurement also showing an
increased amplitude (Mittal et al. 2024b)1. With measurements
at different wavelengths, we now have completely independent
samples indicating an anomalously high dipole amplitude,
which seems to suggest a large scale anisotropy present in the
data. If this is indeed the case, this breaks with the assump-
tions of the cosmological principle, posing a serious problem
for cosmologies such as Λ-CDM that are built upon these
assumptions.

Though a number of significant measurements of the radio
dipole have now been made, a limiting factor of these measure-
ments have been the homogeneity requirements of the samples.
As the effect on the number counts is at the percentage level,
sub-percent level homogeneity is required from the utilised cat-
alogue. This is usually achieved with stringent flux density cuts
far above the completeness limit of the survey, as even subtle
systematic effects adversely affect or bias a dipole estimate. As
a result, the dipole has only been measured with the brightest
sources (S > 10 mJy), which are entirely dominated by AGN.
While this is desirable in some sense as we can be sure that these
sources trace the background, it is not known what the dipole
effect is on the population of fainter AGN and SFGs. Especially
for SFGs, a purely kinematic interpretation sees these lower red-
shift sources as a contaminating factor (Bengaly et al. 2019),
however whether the kinematic assumption is justified remains
to be seen. Given the observed anomalously high dipole ampli-
tude, a dipole measurement on this specific population of sources
could yield more insight on where this effect is coming from.

Given the expected depth of MALS, a dipole measurement
will be performed using a much fainter source population than
ever done previously. To fully utilise MALS and the depth it
provides, we have characterised systematic effects present in
the pointings with a deep analysis of the calibration, imaging,
source extraction, and cataloguing of ten MALS pointings in
Wagenveld et al. (2023a, hereafter referred to as Paper I). As
MALS sky coverage is more sparse than most surveys on which
dipole measurements have been performed, we furthermore
define a set of Bayesian estimators that are unbiased by the
sparse structure of the MALS sky coverage.

This paper is organised as follows. In Section 2, we describe
the MALS data processing and the creation of wideband contin-
uum catalogues. In Section 3, we discuss the systematic variation
in source density as a function of declination. In Section 4, we
describe the steps we take to prepare the MALS catalogue for a
dipole measurement, including the dipole estimators we use for
the measurement and the creation of simulated data sets to test
the dipole estimators for biases. Results of the dipole estimates
of MALS are described in Section 5. In Section 6, we discuss
these results, and we conclude in Section 7.

2. MALS data

The sky distribution of the 391 pointings of MALS observed in
L band is shown in Figure 1. These pointings were observed

1 While the initial work found a dipole amplitude consistent with the
CMB dipole, a later correction to the paper reduced the expected ampli-
tude of the CMB dipole, increasing the tension once again (Mittal et al.
2024a).
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Fig. 1. Sky distribution of 391 MALS
pointings that have been observed and pro-
cessed in L band, in equatorial coordi-
nates. The colouring indicates the num-
ber of sources in each pointing, excluding
false detections and sources further than
1.1◦ from the pointing centre. The dotted
lines indicate the galactic latitude range
|b| = 10◦.

between April 1, 2020 and January 18, 2021. Observations
were carried out in 32K mode, splitting the total bandwidth of
856 MHz into 32 768 spectral channels, with a channel width
of 26.123 kHz. Typical observation runs include three target
pointings, which are observed consecutively for ∼20 minutes
at a time, going back to the first target after the final target is
observed. Repeating this three times yields a total of 56 min-
utes of integration time for each target. Additionally, a nearby
complex gain calibrator is observed for a few minutes shortly
before and after each target observation, and flux density scale
and bandpass calibrators are observed at the beginning, mid-
dle, and end of each observation run for 10 minutes. The flux
density scale calibrators used by MALS are 3C 286, 3C 138,
PKS 1939-638, and PKS 0408-658.

More details of MALS observations and calibration using the
Automated Radio Telescope Imaging Pipeline (ARTIP, Gupta
et al. 2021) are described in Paper I and Deka et al. (2024b).
To briefly summarise, each of these pointings has been cali-
brated, self-calibrated and imaged in ARTIP. Frequencies with
known radio frequency interference as well as the edges of the
band are flagged before calibration, reducing the total bandwidth
to 802.5 MHz. For continuum imaging, the data are averaged
over 32 channels and divided into 15 SPWs. Several imaging
products are produced from these data sets, including wideband
continuum images and images of each SPW separately. The con-
tinuum imaging of SPWs 2 and 9 is described in Deka et al.
(2024b). Wideband imaging is performed in much the same way,
but uses multi-term multi-frequency synthesis (MTMFS) with
nterms=2. This fits a first order Taylor polynomial to the fre-
quency evolution of the emission, creating zeroth and first order
Taylor term images. The zeroth order Taylor term image repre-
sents the total intensity at the central frequency, 1.27 GHz, while
the first order Taylor term image can be used to derive a spectral
index image. After imaging, the wideband images are primary
beam corrected following the procedure described in Paper I, by
modeling the frequency dependence of the primary beam with
a first order Taylor polynomial. For the full set of pointings,
katbeam2 primary beam models are used. No primary beam cut
off is applied, such that a full 6000 × 6000 pixel image is retained
even after primary beam correction. With a pixel size of 2′′, the
images are 3.3◦ on a side. The restoring beams of the images
vary, with the average beam being 8.9′′ × 6.6′′.

As described in Paper I, we evaluate the logs produced dur-
ing processing by ARTIP to assess and look for errors and
2 https://github.com/ska-sa/katbeam
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Fig. 2. Flux density of gain calibrators as determined during calibration
compared to the reference flux density values of the same gain calibra-
tors from Taylor & Legodi (2021). Most gain calibrators have been used
for multiple targets, but on each occasion has a slightly different mea-
sured flux density.

warnings in the pipeline. An important quality to assess here is
the flux density scale, which is set by the corresponding calibra-
tors and subsequently applied to the complex gain calibrators.
Systematic errors in the flux density scale can easily carry on
through to the dipole estimate, so a good check is to compare
the flux density of the gain calibrators determined during cal-
ibration with a reference catalogue. Figure 2 shows precisely
this, comparing the flux densities of gain calibrators measured
during calibration with the flux densities from the MeerKAT ref-
erence catalogue (Taylor & Legodi 2021). Most gain calibrators
are used for multiple targets, showing that there is some variation
present in the measured flux densities of these calibrators. This
is likely caused by the intrinsic variability of the compact AGN
used as gain calibrators. More important is the overall agreement
between these flux densities, which traces the consistency of the
flux density scale calibration. With a median flux density ratio
of 1.03 ± 0.07, there is no evidence of a systematic impacting
the flux density scale. Compared to the result obtained from the
first ten pointings, the median ratio is closer to unity, while the
uncertainty remains the same, showing that this is the intrinsic
variance caused by the aforementioned variability.
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2.1. Wideband continuum catalogues

Source extraction in these images is carried out using the Python
Blob Detection and Source Finder (PYBDSF, Mohan & Rafferty
2015). The PYBDSF setup used for the wideband MALS images
matches the one used for MALS DR1 described in Deka et al.
(2024b). This differs from the setup used in Paper I by let-
ting PYBDSF determine the size of the root mean square (rms)
smoothing box around bright sources, rather than setting the size
manually. The wideband continuum catalogues created from the
initial set of PYBDSF catalogues follow the catalogue structure
of MALS DR1, detailed in Deka et al. (2024b). This cata-
logue structure has several columns in addition to the catalogue
columns obtained from PYBDSF. Here, we briefly describe
where the column values differ from MALS DR1.

2.1.1. Spectral indices

During wideband imaging the emission is fit with a first order
Taylor polynomial. Spectral index images can be produced by
dividing the first order Taylor term image, I1, by the zeroth order
Taylor term or full intensity image, I0. The pixel values in the
spectral index images represent values of α, which describes
the frequency evolution of the emission as S ν ∝ να. To prevent
values from diverging and to increase the robustness of spectral
index estimates, we masked the spectral index images where
the total intensity is below 50 µJy beam−1. This is equal to five
times the lower sensitivity limit of MALS (10 µJy beam−1). We
then measured the spectral index of each source in an elliptical
region defined by the measured major axis, minor axis and
position angle of that source as

α =

∑
i I0,iαi∑

i I0,i
, (1)

σα =

√∑
i I0,i(αi − α)2

n−1
n

∑
i I0,i

. (2)

In the source region, we thus obtain the intensity weighted
mean of the spectral index values, α, and the intensity weighted
standard deviation σα.

Though the spectral index images have already been cor-
rected for primary beam effects with the wideband primary beam
correction, higher order effects due to the large bandwidth are
still present and affect the observed spectral indices. To correct
for these, we calculated a correction to the spectral index which
is dependent on distance from the pointing centre ρ. We did this
by considering the spectral index primary beam, the main lobe
of which is well approximated by

Pα = −8 log(2)
[
ρ

θpb

]2 [
ν

ν0

]2

. (3)

Here, θpb represents the FWHM of the primary beam. The spec-
tral index correction is then computed as the difference between
Pα at the central frequency, ν0 = 1.27 GHz, and Pα integrated
over the full frequency range covered by the data. We used this
to correct the spectral index values in the catalogue as

α = α +

[∫
∆ν

Pα(ρ, ν)dν − Pα(ρ, ν0)
]
. (4)

Here α is the mean spectral index measured from the spec-
tral index image. This corrected spectral index α is stored in

the Spectral_index column of the source catalogue, and the
uncertainty σα is stored in the Spectral_index_E column.
Given that Pα is an approximation for the main lobe of the pri-
mary beam, these corrections are only expected to hold where
that approximation is valid. Caution is therefore advised when
using spectral indices for sources that are further than about a
degree, or θpb, from the pointing centre. We note that as the
emission is only fit with a first order Taylor polynomial, higher
order variations in frequency are not captured, nor are features
such as spectral turnovers. These spectral indices serve as an
complementary measure to the spectral indices determined from
fitting between SPWs 2 and 9 presented in MALS DR1, which
we compare to in Section 2.1.5.

2.1.2. Accuracy and precision of flux densities

In Paper I, simulations were performed to assess the perfor-
mance of PYBDSF, inserting mock sources from the Square
Kilometre Array (SKA) Design Study (SKADS) simulated skies
catalogue (S 3, Wilman et al. 2008) into residual images and
performing source extraction. These results were used to assess
the completeness of the catalogues as well as the ability of
PYBDSF to recover the correct flux density. We use these mea-
sures here again to assess the accuracy and precision of the flux
density measurements of both compact and extended sources in
the MALS catalogues. This differs from the method employed
for MALS DR1 in Deka et al. (2024b), where these quanti-
ties were determined by comparing flux density measurements
between sources in fields that were observed multiple times.
Figure 3 shows the flux density ratio between the measured
and input flux densities from these simulations, which were per-
formed with both resolved and unresolved sources, along with
the median flux density ratio and associated uncertainty (light
grey errorbars) derived from the median absolute deviation. The
flux density ratio is expected to evolve as a function of signal-to-
noise (S/N), which we define as the ratio of the peak flux density
(Peak_flux) of the source to the local rms noise (Isl_rms).
In Figure 3, we investigate this relation for both the flux density
obtained by Gaussian fitting of the source (Total_flux in the
catalogue) and the flux density obtained from integrating over
the island of emission associated to the source (containing all
pixels above 3σ, Isl_Total_flux in the catalogue).

As PYBDSF quantifies only the fitting errors on the obtained
flux densities of the sources, these are likely underestimating the
true uncertainty on these measurements. The uncertainties on
the flux density ratio shown in Figure 3 are expected to repre-
sent both the fitting uncertainties on the sources, as well as any
additional systematic uncertainties. Therefore, we fit a relation of
the form a · (S/N)−b on the uncertainties shown by the light grey
errorbars. The uncertainties on the flux density ratios are best
fit by σ ftot = 1.87 · (S/N)−0.94 and σ fisl = 1.41 · (S/N)−0.77 for
Total_flux and Isl_Total_flux, respectively. The fits are
shown by the blue dashed lines in Figure 3. For the catalogue,
we use the fit on the Total_flux uncertainties, and obtain the
uncertainty on each individual source σS where σS = σ ftot · S

3.
This value is stored in the Total_flux_E column in the cata-
logue. The systematic uncertainties and fitting uncertainties are
then stored in the Total_flux_E_sys and Total_flux_E_fit
columns respectively, and are obtained using the relation

σ2
S = σ

2
S , f it + σ

2
S ,sys. (5)

3 Note the difference between S (in S/N) derived from peak flux density
and S , which is the total flux density.
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Fig. 3. Two-dimensional histogram of the flux density recovery of sources as a function of S/N, for Total_flux (left) and Isl_Total_flux
(right), measured from the completeness simulations from Paper I. The colour in the histogram indicates the number of sources in each bin,
darker meaning more sources. The median and standard deviation on the recovered flux density are calculated in coarser S/N bins, shown with the
light grey errorbars. These quantities are both fit separately, the blue dashed lines indicating the best fit to the uncertainties, the green dotted line
indicating the best fit to the median flux ratio. We see that at low S/N, total flux is biased high, while island flux is biased low.

The contributions of the systematic and fitting uncertainties to
the overall flux density uncertainty are similar, showing that the
systematic uncertainty accounts for a significant fraction of the
overall uncertainty.

In Paper I, it was shown that overall the flux density from
Total_flux was generally higher than the input flux den-
sity, while the flux density from Isl_Total_flux appeared
to more accurately retrieve the flux density of the source.
Figure 3 shows this first effect once again, but also shows that
Isl_Total_flux is in fact biased to somewhat lower values,
such that both measurements diverge from unity at low S/N. We
characterised this by fitting the relation between S/N and the
median flux density ratio with a · (S/N)−b. These ratios are best
fit by f̃tot = 1 + 2.40 · (S/N)−1.48 and f̃isl = 1 − 2.34 · (S/N)−1.80,
for Total_flux and Isl_Total_flux, respectively. These fits
are shown by the green dotted lines in Figure 3. The offsets
exceed 5% at S/N < 14 for Total_flux, and at S/N < 8.5
for Isl_Total_flux. Though the offsets in the flux density
measurements of the catalogue are noteworthy, we leave the
measurements in the catalogue as is. If need be, flux densities
may be corrected with the given fitted relations. Overall, these
results suggest that the value obtained from the island is the
more reliable measure of source flux densities, so for further
analysis, unless otherwise specified, we use Isl_Total_flux
from the catalogue. Note that when using Isl_Total_flux,
Isl_Total_flux_E represents only the fitting uncertainty. The
total uncertainty on Isl_Total_flux may be estimated using
the previously derived relation of σ fisl = 1.41 · (S/N)−0.77, or by
combining Isl_Total_flux_E and Total_flux_E_sys using
Equation (5).

2.1.3. Resolved and unresolved sources

In the absence of uncertainties on measured sources’ sizes and
flux densities, sources can simply be considered resolved if
the ratio of their total flux density to their peak flux density
exceeds unity. However due to statistical uncertainties in these

measurements, unresolved sources and resolved sources can
get mixed up. To still get a measure of which sources may be
considered resolved or not, we consider that unresolved sources
follow a log-normal distribution in S/S peak (Franzen et al.
2015; Wagenveld et al. 2023a). The standard deviation of this
distribution is described by the sum in quadrature of the relative
uncertainties on S and S peak,

σR =

√(
σS

S

)2
+

(
σS peak

S peak

)2

. (6)

Both of these uncertainties are described by the sum in quadra-
ture of their fit uncertainties from PYBDSF and a calibration
error, which we set to 3%. Resolved sources are then identified
as sources for which

ln
(

S
S peak

)
> fσR, (7)

where f is a factor used to optimise the envelope. To confidently
identify resolved sources, the envelope should contain 95%
percent of unresolved sources. Given that the distribution is
log-normal, the expectation would be that 95% of unresolved
sources are contained with f = 2, however for the MALS cata-
logue we see that f = 1.4 is sufficient. We reiterate here that for
the total flux density we use Isl_Total_flux, as when using
Total_flux S/S peak does not follow a log-normal distribution,
with only 2% of sources being at S/S peak < 1. As such, we use
Isl_Total_flux and f = 1.4 to determine whether sources
are resolved, and store the result in the Resolved column in
the catalogue. With this metric, around 46% of sources are
considered resolved. We note that the effects of smearing are
not considered in this metric, which can cause an increase in
the amount of sources that are classified as resolved, especially
further from the pointing centre. A quick calculation shows that
at a distance of a degree from the pointing centre, bandwidth
and time average smearing are on the order of 6% and 3%,
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respectively, for 800 MHz bandwidth and 8 second integration
time (Bridle & Schwab 1999). We can see the effect of this, and
potentially other sources of smearing, as at ρ < 1.1◦, 41% of
sources are considered resolved, while for sources with ρ > 1.1◦,
75% are considered resolved.

2.1.4. False detections

As the sensitivity decreases and direction-dependent effects
increase further away from the pointing centre, we see a decrease
in sources paired with an increased number of artefacts around
bright sources, which are mistakenly identified as sources by the
automatic source extraction from PYBDSF. To identify these
false detections, we expanded the artefact flagging method from
Paper I, and identified all sources in the image for which

S
N

(
ρ

ρ0

)2

> 100, (8)

where ρ0 represents a distance of 1◦ from the pointing centre.
Around these bright sources, we flagged all sources that are
located within 10 times the major axis of the restoring beam that
have a peak flux density of less than 5% that of the bright source.
These sources are then considered false detections, reflected by
a negative entry in the Real_source column. Using this met-
ric, 6% of sources in the full catalogue are flagged as false
detections, with 76% of false detections at S/N < 8.

2.1.5. Comparison with MALS DR1

In order to create the wideband images, multi-frequency syn-
thesis, wideband primary beams, and additional spectral index
corrections were applied. To assess whether these corrections
have introduced any systematics, we checked for consistency
with MALS DR1 catalogues (described in Deka et al. 2024b).
We did this by selecting sources from the wideband catalogue
that are considered unresolved (Resolved = False) and real
(Real_source = True). Using a matching radius of 5′′, we
matched these to sources in the SPW catalogues that have
S/N > 8, out to a distance of 0.95◦ from the pointing cen-
tre. To compare flux densities, we transformed the flux den-
sities in the SPW catalogues to the central frequency of the
wideband catalogues (1.27 GHz) using a spectral index. The
spectral index used is from the Spectral_index_spwfit col-
umn in MALS DR1, which represents the spectral indices
obtained by fitting between SPWs 2 (1.0 GHz) and 9 (1.4 GHz).
For sources where this value is not available, the value was
set to α = −0.75. Due to fitting errors, some values in the
Spectral_index_spwfit column take on unphysical values
(either around +20 or –20). These can be identified by their fit-
ting uncertainty Spectral_index_spwfit_E, which in these
cases is set to –999. For the purpose of flux density comparison,
these were set to α = −0.75 as well. Figure 4 shows the compar-
ison between 64,623 sources matched to SPW 2, both in terms
of flux density and spectral index as a function of both distance
to the pointing centre ρ and S/N.

The left panels of Figure 4 show the comparison of flux den-
sity between Total_flux of the wideband catalogue and the
SPW2 catalogue. We see that there is a small but persistent flux
density offset, showing that wideband sources have about a 4%
higher flux density than sources in the SPW catalogues. This
offset is independent of both distance to the pointing centre as
well as S/N. The blue errorbars show the comparison between
Isl_Total_flux of the wideband catalogue and Total_flux

of the SPW2 catalogue. In the high S/N limit this shows the same
4% offset, but at lower S/N the offset falls off, such that overall
the flux densities agree, as can be seen in the comparison with
respect to distance from the pointing centre. Here we only show
a comparison with respect to SPW2, however similar results are
obtained for the other SPWs, as shown in Appendix A.

The right panels of Figure 4 show the comparison between
the wideband spectral indices and the spectral indices obtained
by fitting between SPWs 2 and 9. As a result of the correc-
tion applied to the wideband spectral indices, these are largely
consistent, down to a S/N of around 50, below which the
wideband measurements are steeper. The blue errorbars show
that without the corrections, wideband spectral indices would
be significantly biased. Furthermore, due to the steepening of
wideband spectral indices at lower S/N, there is a similar steep-
ening observed away from the pointing centre. Given these
results, the recommended spectral index measure at S/N < 50
to use is the one obtained from fitting between SPWs 2 and 9,
which will also be available in the wideband catalogue in the
Spectral_index_spwfit column. However, when this value
suffers from fitting errors, the value from Spectral_index is
likely more reliable. These cases are easily identifiable by the
value of -999 in the Spectral_index_spwfit_E column, also
available in the wideband catalogue.

2.1.6. Complete wideband catalogue

With all 391 pointings combined, the MALS wideband contin-
uum catalogue contains 971,980 sources, of which 58,122 (6%)
are flagged as false detections. The sky coverage per pointing
is 11.1 deg2, making the total sky coverage of the catalogue
4344 deg2. With a lower sensitivity limit of 10 µJy beam−1,
the faintest sources detected in the survey have a flux density
of 50 µJy. The catalogue structure matches the one defined for
MALS DR1 (Deka et al. 2024b), an example of which can be
found in Appendix B. In terms of sheer numbers, it is compa-
rable in size to the largest radio catalogues currently available,
such as NVSS (1.8 × 106), RACS-mid and -low (2.2 × 106), and
VLASS (3.4 × 106). This amount of sources is largely owed to
the depth of MALS, as it has much smaller sky coverage than
these catalogues.

Differential number counts of the catalogue are shown and
compared to other surveys in Appendix C, showing that we can
obtain robust differential number counts covering nearly five
orders of magnitude of flux density. Down to 200 µJy, these
number counts show good agreement with other surveys. At the
highest flux densities however (S ≳ 100 mJy), MALS number
counts are significantly higher than the NVSS number counts
from Matthews et al. (2021). This likely indicates that the selec-
tion of bright AGN in the pointing centres causes MALS to
cover overdensities, increasing the number of bright sources in
the field of view compared to a random field.Due to the selection
of bright central sources (and the overabundance of other bright
sources in the pointings), self-calibration could be consistently
performed, which might have influenced source counts as well.
Another effect may be due to resolution, causing sources to be
more resolved on average and if sufficiently large to be counted
as multiple sources. This effect was quantified and shown in
Table 3 of Paper I, showing that due to this effect we can count
individual components of bright sources as individual sources.
This can cause us to count up to twice as many sources as are
actually present, though this is likely an upper limit as it is not
considered whether these sources have connecting emission, in
which case individual components would be connected properly.
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Fig. 4. Comparison between the wideband catalogues and the MALS DR1 catalogues of flux densities (left) and spectral indices (right) as a
function of distance from the pointing centre (top) and S/N (bottom). Wideband flux densities are compared with those of SPW2, while wideband
spectral indices are compared with the spectral indices obtained from fitting between SPWs 2 and 9. Where the density of points is too high (more
than five per bin), data is binned with the colour of the bin reflecting the amount of data points. A binned median and standard deviation is shown
by the black errorbars in all plots. In the flux density comparison plots the binned median and standard deviation using the island flux are indicated
by the blue errorbars. In the spectral index comparison plots, the blue errorbars show the binned median and standard deviation of the uncorrected
values of αWB.

Considering that at the maximum the MALS number counts are
a factor of two higher than the NVSS number counts, this can be
a plausible explanation for this difference.

2.2. Noise properties

To assess the noise properties of the images, we use the rms
map produced by PYBDSF of each image. We performed a
similar analysis in Paper I with a primary beam cutoff of 5%,
corresponding to a distance of 1.1◦ from the pointing centre. To
ensure consistency with the analysis performed there, we apply
the same limit here. This also removes effects that are present
further away from the pointing centre, such as the primary beam
and direction-dependent effects becoming less well constrained.
The rms maps for these MALS images cover the full 3.3◦ x 3.3◦
image size, but we cut them off at a distance of 1.1◦ from the
pointing centre.

In Paper I, we defined the rms coverage of the image as the
cumulative distribution of pixel values in the rms map. Most

pointings show very similar rms coverage curves, the only dif-
ference often being an offset in overall noise level. To describe
the offset between the pointings, we previously defined σ20 as
the rms value at 20% of the cumulative rms coverage, which is
also stored in the sigma_20 column of the catalogue. We note
here that we have derived σ20 using the rms maps that have been
cut off at a radius of 1.1◦. If we were to use the full rms maps,
a large area with increased noise would be added to the total
rms coverage, which would likely increase the estimate of σ20
significantly.

We obtain a smoothed rms map by median stacking the
PYBDSF rms maps, normalised by their σ20 values, of all
391 pointings. This median rms map is shown in Figure 5, in
terms of σ20, showing the overall structure of the MALS point-
ings. The presence of a bright central source in each pointing
increases the noise in the centre of the image, and towards the
edges of the image the noise also increases following the pri-
mary beam response. Differences between individual pointings,
such as bright off-axis sources, are washed away in the median
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image. The contour lines show the levels (1, 2, 4) × σ20 in the image.
For the pointing with the lowest σ20, J2339-5523, the range 1–5σ20 cor-
responds to 12–60 µJy beam−1. For the pointing with the highest σ20,
J1244-0446, the range 1–5σ20 corresponds to 0.4–2 mJy beam−1.
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Fig. 6. Number of sources in each pointing (filled circles), as well as
the amount of artefacts flagged in each pointing (empty squares), as a
function of σ20. The best fit power law to both distributions is shown by
the black line, excluding all pointings with σ20 > 45 µJy beam−1, which
are indicated by the red points.

stacked image. As would be expected, this median rms map is
much smoother compared to the one created with only ten point-
ings, shown in Figure 3 of Paper I. The noise structure associated
with the central source is slightly elongated in the north-south
direction, which is likely a result of the (averaged) shape of the
restoring beam.

Figure 6 shows the number of (real) sources in each pointing
as well as the number of flagged false detections as a function of
σ20, within 1.1◦ from the pointing centre. Both of these follow
a power law relation, which for the source counts we will aim
to exploit in the dipole estimation. The power law for number of
false detections shows a shallower slope than that of the source
counts, indicating that the relative number of false detections
increases with higher noise. Interestingly, the scatter in the num-
ber of false detections also increases for pointings with higher

noise. As a result, a number of pointings have very low source
counts (≲1000 sources per pointing) and highly variable num-
ber of false detections. The high noise in these pointings usually
stems from strong sources being either in the pointing centre or
elsewhere in the field, adversely affecting dynamic range. Due to
the low source counts and uncertain number of false detections,
the quality of these pointings is suspect for the purposes of robust
source counts. As such, pointings with σ20 > 45µJy beam−1, a
total of 41 pointings, are considered low quality pointings.

3. A declination systematic

Figure 1 shows the location and number of sources for all MALS
pointings. It is apparent that there is a significant variation in
source density as a function of declination which bears closer
inspection. Figure 7 displays the number of sources per pointing
as a function of declination for different flux density cuts, both
for each pointing separately (left plot) and averaged in declina-
tion bins (right plot). The binned counts show that although the
effect is most apparent when no flux density cuts are applied, it
persists at higher flux density cuts. Though the noise structure
of the survey follows a similar trend in declination and is likely
caused by the same effect, the effect in source counts persists
well above the completeness limit of the survey. This systematic
variation in source density can dominate the dipole signal if it
cannot be accounted for. An anisotropy in declination strongly
suggests an observational effect, as the coordinate system is only
significant for earth based observations. Given that the effect is
biasing results in terms of declination (right ascension seems
only minimally affected), the most likely effects have to do with
the projection of the array.

The (u, v)-coverage for a specific observation describes the
baselines of the array as seen from the observing target, over the
observation time. The position on the sky of the target will deter-
mine the projection of the baselines onto the (u, v) plane. This
will depend on the time of observation and declination of the
target, as the declination will determine the maximum elevation
ϕ the target can reach,

ϕmax = 90◦ − |δarray − δtarget |. (9)

The elevation angle describes then the angle between the horizon
and the target at the location of the array, and thus also the angle
which the array is rotated by as seen from the target. In the (u, v)
plane, the array is projected to two dimensions, which results in
baselines being shortened along the v direction, while baseline
lengths increase in the third dimension, w, both as a factor of
cos(ϕ).

The projection of the array and consequent change in (u, v)-
coverage for observations at different elevations (and by exten-
sion, declinations) carries through to the shape of the restoring
beam of the image. As the baselines are shortened in the
projected array in one direction, the spatial resolution in that
direction is decreased. This can be quantified by taking the max-
imum baseline length in the v direction, vmax, which is inversely
proportional to the size of the major axis of the restoring beam
of the image, θB,ma j. As vmax decreases at lower elevations, the
maximum baseline length in w, wmax increases, increasing the
non-coplanarity of the baselines. While imaging is performed
with w-projection to account for this effect, the chosen number
of projection planes (128) might not be enough to completely
mitigate the effect, especially at lower elevations.

More direct measures of (u, v)-coverage are not commonly
used to quantify radio observations, as it depends on the details
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Fig. 8. Quantities from (u, v)-coverages of simulated MALS point-
ings as a function of declination. Both maximum baseline length in
the v direction (black) as well as (u, v)-coverage factor fuv (red) are
shown, both showing a (absolute) cosine shape relation with respect to
declination.

of imaging. We here additionally define the (u, v)-coverage fac-
tor, fuv, as the fraction of pixels in the (u, v)-grid that contain at
least one measured visibility. The pixel size of the (u, v)-grid is
determined by the size of the image, as

δu = δv =
1
θ f ov
. (10)

In the case of our MALS images, with a field of view of 3.3◦, the
corresponding pixel size in the (u, v)-grid is 18 λ.

In order to determine both fuv and vmax for the MALS point-
ings, we simulated (u, v)-coverages, assuming that all pointings
are observed three times in the span of three hours, 20 minutes
at a time, emulating the original observing setup. For simplicity,
we furthermore assumed that the central target reaches zenith in
the middle of the observations. The associated properties of the
(u, v)-coverages and how they relate to declination of the target
are shown in Figure 8. The relation to declination seen in both
these quantities resemble a(n) (absolute) cosine function with
respect to declination. While both have a similar shape, they peak

at different declinations. Advantageously, vmax is inversely pro-
portional, and wmax directly proportional, to a measured quantity
in the size of the major axis of the restoring beam, θB,ma j, which
is known already for each pointing and can thus be used as a
proxy for this value if we wish to fit for the effect. The fuv is
not directly related to any measured value, so if it is responsible
for the variation in source counts, we can only fit for the cosine
relation with respect to declination or elevation. Though these
quantities represent some of the possible causes for a systematic
source density effect, any number of effects could influence this,
which we can’t all quantify and thus are beyond the scope of this
paper. For now however, the quantities we explored provide some
avenues for modeling the effect.

4. Preparing for a dipole measurement

Unlike most surveys used for measurement of the number count
dipole, MALS sparsely populates the sky with deep pointings,
rather than contiguously covering the sky with more shallow
observations. This means that in order to measure the dipole
with MALS, dipole estimators are required which are unbiased
by gaps in the data. Advantageously, MALS does not require pix-
elisation, as every pointing covers the same amount of sky area.
As such, number counts can be obtained simply by counting the
number of sources in each pointing.

4.1. MALS data

As mentioned previously, to apply the analysis from Paper I,
and to minimise (residual) primary beam and other direction-
dependent effects, we limit the inclusion of sources out to a
radius of 1.1◦ from each MALS pointing centre. With this cutoff,
each pointing covers a sky area of 3.8 deg2, for a total sky cov-
erage of 1486 deg2. Though this is a significant reduction in sky
area, due to reduced sensitivity far away from the pointing cen-
tre the loss of sources is disproportionally low. With the radius
cutoff, 825 193 sources are left in the catalogue, of which 5%
(44 969) are false detections, while of the excluded sources 9%
are flagged as false detections. Paired with the observation in
Section 2.1.3 that hints toward increased source smearing further
away from the pointing centre, making this cut in the data should
increase the overall reliability of source measurements. With
this cut and false detections removed, we are left with 780 224
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sources. A number of pointings have high noise and therefore
low number counts, as shown in Figure 6. For the dipole mea-
surement, we discarded all of these pointings. Though there are
41 high noise pointings, this removed only a small fraction of
all sources (∼5%). To avoid counting Galactic sources or be
adversely affected by large scale Galactic emission, we removed
five pointings at low galactic latitudes (|b| < 10◦). This leaves
345 pointings for a dipole estimate, with a total of 7.5 × 105

sources.
In Paper I we showed that the 100% completeness limit

required for a homogeneous catalogue is only reached around
1 mJy. Considering the noise properties we have seen for the full
set of MALS pointings, we can expect a similar limit here. As
less than 2 × 105 sources are present in the full catalogue above
1 mJy, the catalogue has insufficient source counts for a dipole
measurement. Thus we need to use completeness corrections in
order to make the catalogue homogeneous down to much lower
flux densities. The efficacy of such corrections are shown for
the differential number counts in Appendix C, where they hold
down to around 200 µJy. Down to this flux density, the catalogue
contains around 4 × 105 sources, which should be sufficient for
a significant measurement of the dipole (Ellis & Baldwin 1984).

Thus, in order to reach the required depth and number counts
to measure the dipole, we apply completeness corrections to
the source counts to generate a homogeneous sample. We com-
puted the completeness of sources in two different ways, both
based on the completeness simulations carried out for Paper I.
Figure 15 of Paper I shows that the completeness curves of the
first ten MALS pointings as a function of σ20 of the pointing all
match each other to a high degree. As we have measured σ20 for
all MALS pointings, we used this universal completeness rela-
tion to correct for source completeness. This method only works
because all MALS pointings are rather similar and we have cho-
sen only to include sources out to the primary beam cutoff radius
used in Paper I (1.1◦). From here on out we will refer to this
completeness measure as the ‘simulation completeness’ (Csim).

To generalise the above method, we measured the complete-
ness of sources only as a function of signal-to-noise ratio. This
purely measures the detection probability of a source indepen-
dent from noise structures in the pointing, and is therefore more
generally applicable with no need for extensive completeness
simulations. In order to measure this, we went back to the com-
pleteness simulations carried out in Paper I. We extracted the
peak flux densities of the simulated sources as well as the local
noise in the image they were inserted in, and checked whether
the sources were detected or not. Here we differentiated between
point sources (sources with no intrinsic size), unresolved sources
(with size smaller than the restoring beam of the image), and
resolved sources (with size larger than the restoring beam of the
image). The detection probabilities as a function of S/N of these
source types are shown in Figure 9. Alongside are plotted the
best-fit logistic functions of the form

f (x) =
c

1 + ea·(x−b) + d. (11)

Here a controls the steepness of the curve, b the mid-point, and
c and d the upper and lower limits of the curve respectively.
The most noteworthy aspect of these completeness curves is that
they do not reach zero in the lower limit, or one in the upper
limit. In fact the lower limit for detection of all of these source
types is d ≈ 0.02, while the upper limit varies per source type.
As expected, the mid-points are at b ≈ 5 (although for resolved
sources it is closer to b ≈ 4.7), corresponding to the 5σ detection
threshold employed by PYBDSF. Since these logistic functions

101 102

S/N

0.0

0.2

0.4

0.6

0.8

1.0

D
et

ec
ti

on
p

ro
b

ab
il

it
y

Point

Unresolved

Resolved

Fig. 9. Detection probability of different source types as a function of
S/N, using the completeness simulations performed in Paper I. Solid
lines represent the measured detection probability, while the dotted lines
represent the best fit of Equation (11).

are by definition symmetric, the observed steepness of the curves
allows us to approximate them with a simple step function at the
detection limit of 5σ. We maintain the lower limit of d = 0.02
to prevent the completeness from potentially diverging, but we
set the upper limit at c = 0.98, such that cumulative detection
probability of any source is equal to unity. To apply this new
measure of completeness, the detection probability was com-
bined with the rms coverage of the pointings. We define the rms
coverage Ωrms for a source as the rms coverage at the peak flux
density of the source divided by five. This value represents the
area in which a source can be detected at 5σ significance. The
completeness of the source is then calculated as

Crms = 0.98 ·Ωrms + 0.02 · (1 −Ωrms). (12)

This equation corresponds to Equation (16) from Paper I. The
simulations here were only used to map the detection probability
as a function of S/N once, after which only the rms coverage of
an image is required to figure out the completeness of a source.
As such, from here on out we will refer to this completeness
measure the ‘rms completeness’ (Crms).

The two above described measures of completeness can
be used to correct the number counts in the pointings4. This
was done simply by summing up the total number of sources
in each pointing, but weighting each source i according to its
completeness as

Neff =

N∑
i

1
Ci
. (13)

Which gives an effective number of sources Neff for each point-
ing. We note that this will disproportionately weight lower
flux density sources, which may affect the dipole measurement.
Other effects on the number counts can also be accounted for in
this way. In Paper I some of these effects, in particular purity and
source separation, were investigated. Source separation, where
individual components of the source are counted as separate

4 Both completeness measures can be generated for each individual
source in the MALS DR2 catalogue using the scripts and data found at
10.5281/zenodo.13220600
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source, seems only to affect the brightest subset of sources
(≳ 100 mJy). In terms of purity, though an analysis was per-
formed in Paper I, change of PYBDSF parameters and image
size have had a measurable influence on purity, as demon-
strated by the need to update the algorithm for flagging of false
detections. Assuming that the majority of false detections stem-
ming from artefacts around bright sources are properly flagged,
remaining false detections stem from isolated noise peaks. As
detailed in Paper I, no clear relation between overall point-
ing quality and the amount of false detections was found. As
such, we will assume for now that neither effect influences the
homogeneity of the sample.

4.2. The kinematic dipole

The dipole seen in the number counts of radio sources is
expected to arise from relativistic effects induced by the velocity
of the observer with respect to the observed source popula-
tion. These affect both the observed flux densities and positions
of sources. In terms of the flux densities of sources, they are
affected by both a Doppler shift and a Doppler boost. These
affect the observed flux densities as

S obs = (1 + β cos θ)1−αS rest, (14)

where θ is the angular distance from the direction of motion,
β = v/c is the velocity of the observer, and α the spectral index
of the source. As a result, more sources appear above the mini-
mum observable flux in the direction of the motion, and less will
appear in the opposite direction in a flux-limited survey of radio
sources. Additionally, relativistic aberration shifts the positions
of sources towards the direction of motion as

tan θobs =
sin θrest

β − cos θrest
. (15)

This further increases source density in the direction of motion,
while decreasing source density away from it. Combining both
to first order in β yields the expected kinematic dipole effect for
a given survey as

d = D cos θ, (16)
D = [2 + x(1 − α)]β. (17)

Here, D is the dipole amplitude, which depends on velocity β,
spectral index α, and the power law index of the flux density
distribution of sources x.

Using Equation (17), we can determine the expected dipole
amplitude for MALS. Though not all sources will have the same
spectral index, the distribution of spectral indices at v ∼ 1 GHz
peaks at –0.75 (e.g. Condon 1984). The same is true for MALS,
as both here and in Deka et al. (2024b) the mean spectral
index is ⟨α⟩ ≈ −0.75. Figure 10 shows the flux density distri-
bution of MALS, where for values in the range 0.25 ≤ S ≤
100 mJy, the distribution is well described by a power law
with index x = 0.69. Assuming then a fiducial velocity equal
to that measured from the CMB dipole (v = 370 km/s, Planck
Collaboration I 2020) sets the expectation of a kinematic dipole
amplitude measurement toD = 0.40 × 10−2.

4.3. Estimators

Wagenveld et al. (2023b) defined a set of Bayesian estimators
based on Poisson statistics that should be insensitive to gaps in
the data and will thus work with the sparse structure of MALS.
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Fig. 10. Flux density distribution of MALS sources above 250 µJy,
along with fitted power law. The power law fits the flux density dis-
tribution well up to 100 mJy.

These estimators assume that the number of sources in the point-
ings will follow a Poisson distribution. The associated Poisson
likelihood is

L(n) =
∏

i

λni e−λ

ni!
, (18)

where ni is the amount of sources in pointing i and λ describes
the mean and variance of the distribution. For the basic Poisson
estimator, which includes the effect of the dipole on the source
density,

λ(d,M) =M(1 + d · n̂). (19)

HereM is the monopole, roughly equivalent to the mean amount
of sources per pointing, and the dipole is described by the dipole
vector d. The effect of the dipole is based on the location on the
sky, d · n̂ = D cos(θ) with θ the angular distance between the
dipole direction and the direction of the pointing.

Figure 6 shows the number of sources in each pointing as a
function ofσ20, reflecting a large variation in noise level between
the pointings. Though we have defined completeness corrections
to cancel out these inhomogeneities, the overall noise of the
pointing can also be used as a predictor for the amount of sources
in the pointing. The fit in Figure 6 shows that this relation can be
modeled with a power law. We thus also define a Poisson-rms
estimator, which aims to model the relation between the local
noise to the source density, removing the necessity for a cut in
flux density. The relation between source density and noise that
is assumed by the Poisson-rms estimator is given by

λ(d,M, σ, x) =M
(
σ

σ0

)−x

(1 + d · n̂). (20)

Here, σ is the noise associated with the pointing, x is the power
law index, and σ0 is the normalisation factor for the noise. We
determine σ0 as the median σ20 of the used pointings, which sets
it to 25.8 µJy beam−1.

The above example of the Poisson-rms estimator shows
that our estimators can be easily extended to model different
effects on the source density. Such estimators have the flexi-
bility to include any model, though we must be mindful that
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any additional fitting parameter increases the complexity and
computational cost. The final estimator we use here is a flexi-
ble estimator which fits a linear relation of source density with
respect to a chosen parameter z, given by

λ(d,M, ε, z) =M[1 − ε · z](1 + d · n̂). (21)

Here, one additional parameter ε is defined as the slope of the
linear relation. We will use this estimator later in Section 5 to
fit for a linear relation between the size of the major axis of the
restoring beam, z = θB,ma j, and source counts.

For all of the fitting parameters, we aim to choose unin-
formed priors as much as possible. For the dipole amplitude, we
expect small values (10−2), but larger values are allowed with
π(D) ∼ u, where u = U[0, 1] represents a uniform distribution
between 0 and 1. We uniformly sample for the dipole direc-
tion on the sky, which corresponds to priors in right ascension
and declination as π(RA) ∼ 360 · u and π(Dec) ∼ sin−1[2u − 1].
The monopole M is likely close to the mean source density
n, so we choose π(M) ∼ 2n · u. For the Poisson-rms estima-
tor we additionally fit the power law index x, for which we set
π(x) ∼ 3 ·u. Lastly, the linear Poisson estimator includes ε, which
can be negative but should not produce negative source counts.
As such, the prior is proportional to the maximum value of z,
π(ε) ∼ (2u − 1)/zmax.

The Bayesian estimators described here have been imple-
mented using the Bayesian inference library BILBY (Ashton
et al. 2019). Through BILBY, we maximise the likelihood with
MCMC sampling using EMCEE (Foreman-Mackey et al. 2013).
After sampling, the best-fit parameters are obtained by taking
the median of the posterior distribution, with the uncertainties
represented by the 16% (lower) and 84% (upper) quantiles of
the distribution. The scripts where these have been implemented
are available on GitHub5 and an immutable copy is archived in
Zenodo (Wagenveld 2024).

4.4. Simulations and estimator performance

To examine how our estimators perform on a catalogue such as
MALS, we simulated a set of catalogues with the same sky dis-
tribution of MALS. To generate source positions we uniformly
distributed sources within a radius of ρ = 1.1◦ of all MALS
pointing centres. We generated rest flux densities S rest according
to the power law

S rest = S low(1 − u)−1/x, (22)

where u again represents a uniform distribution between 0 and
1, S low is the lower flux density limit at which sources are gener-
ated, and x the power-law index of the flux density distribution.
All simulated sources were assigned a spectral index of 0.75,
and the power law index of the flux density distribution was set
to x = 1.

On this generated source population, we simulated a dipole
effect. To transform rest flux densities to the frame of the mov-
ing observer, we applied a Doppler shift and a Doppler boost
as described in Equation (14). We applied relativistic aber-
ration to transform the source positions to the frame of the
moving observer as expressed in Equation (15). We set the direc-
tion of movement close to the direction of the CMB dipole,
(RA,Dec) = (170◦,−10◦). We applied these effects with an
increased velocity of v = 1200 km/s (β = 4 × 10−3) in order to
more closely match previously measured amplitudes of the radio
5 https://github.com/JonahDW/Bayesian-dipole

dipole, and to require less sources for a significant measurement.
Following Equation (17), this sets the expected dipole amplitude
toD = 1.5× 10−2. To create the observed catalogues, we applied
Gaussian noise to the flux densities and only retain sources
with S/N > 5. In order to disentangle potential effects affecting
the dipole measurement, we created three simulated catalogues
with different noise properties. The noise properties of these
catalogues are (i) the same rms noise (σ = 20 µJy beam−1)
for all pointings, (ii) the measured σ20 noise level throughout
each pointing, (iii) noise to each source according to its posi-
tion within the pointing, using the median rms map shown in
Figure 5, scaled to the σ20 value of that pointing.

The results of the dipole estimates on the simulated cata-
logues are summarised in Table 1. Due to the different noise
structures in the simulated catalogues, not all estimators and cor-
rections can be applied to all of them. In summary, the estimates
that are affected by the incompleteness of the survey are highly
biased towards the south pole, where the noise is lower due to
the declination effect described in Section 3. These estimates
also have much higher amplitude, indicating the strength of the
effect. For the estimates where the correct direction is recovered
within 3σ, the correct amplitude is also recovered.

The most realistic representation of the noise structure in the
survey is simulation (iii), where we use the median rms map
from Figure 5 to generate the local noise. Shown in Table 1,
these results indicate that the Poisson-rms estimator correctly
estimates the dipole. For different flux density cuts, we see that
incompleteness causes estimates without completeness correc-
tions to be biased towards the south pole. For the estimates
including simulation completeness corrections, the results con-
verge on the correct solution. The rms completeness corrections
actually seem to overcompensate for the incompleteness, slightly
biasing the dipole estimate to the north, and overestimating the
dipole amplitude. These simulations show that the Poisson-rms
and regular estimator with simulated completeness corrections
should most reliably yield the correct dipole direction. A flux
density cut of 1 mJy without completeness corrections would
yield a similar estimate, however as mentioned before, less than
2 × 105 sources are present above this flux density in the MALS
catalogue. We note that in all cases, the right ascension esti-
mates match the input value within 3σ, showing that there is
no inherent bias due to incompleteness in right ascension.

5. Results

With the cuts in the data specified in Section 4, removing high
noise pointings and pointings with low galactic latitude, we now
perform dipole estimates on the MALS catalogue. A selection
of results with different estimates is given in Table 2, from
which it is clear that these are heavily affected by the system-
atic variation in source density as a function of declination. This
effect dominates the dipole estimation for MALS on both the
Poisson and Poisson-rms estimators. Different flux density cuts
and completeness correction do not alleviate this effect. Though
the Poisson-rms estimator was not affected by the noise struc-
ture in the simulated data sets, on the MALS data it, along
with the other estimators, consistently yields biased results. Even
the estimates with rms completeness corrections, which in the
simulations overcompensated and biased results north do not
adequately compensate for the effect.

As the basic Poisson and Poisson-rms estimators all yield
results in which the dipole direction is heavily biased towards
the south pole, we employ the linear Poisson estimator from
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Table 1. Dipole estimates using the various estimators on the simulated catalogues.

Simulation Estimator Correction S 0 N M x D R A Dec
(µJy) counts/pointing (×10−2) (deg) (deg)

i Poisson – 300 1 613 195 4607 ± 4 – 1.43 ± 0.11 174 ± 5 −1 ± 9
– 500 964 349 2753 ± 3 – 1.57 ± 0.15 175 ± 6 −6 ± 10

ii Poisson-rms – – 4 172 421 11 522 ± 8 0.999 ± 0.002 1.54 ± 0.08 174 ± 3 −3 ± 6
Poisson – 300 1 617 330 4625 ± 4 – 1.68 ± 0.13 171 ± 5 20 ± 8

– 500 965 628 2757 ± 3 – 1.57 ± 0.14 171 ± 7 −5 ± 11

iii Poisson-rms – – 2 742 253 7575 ± 6 1.001 ± 0.003 1.49 ± 0.09 174 ± 4 3 ± 9
Poisson – 300 1 443 408 4004 ± 4 – 12.3 ± 0.3 166 ± 6 −84 ± 1

– 500 949 038 2685 ± 3 – 4.1 ± 0.3 179 ± 8 −71 ± 2
– 1000 483 697 1383 ± 2 – 1.64 ± 0.22 184 ± 9 17 ± 13

Poisson Csim 300 1 443 408 4758 ± 4 – 1.54 ± 0.12 173 ± 5 −11 ± 8
Csim 500 949 038 2868 ± 4 – 1.62 ± 0.16 178 ± 7 24 ± 10

Poisson Crms 300 1 443 408 4850 ± 4 – 1.97 ± 0.16 177 ± 5 39 ± 6
Crms 500 949 038 2873 ± 3 – 2.20 ± 0.23 176 ± 6 47 ± 6

Notes. Unless otherwise specified, the injected dipole has a direction corresponding to that of the CMB dipole, (RA,Dec) = (170◦,−10◦), and has
an amplitude ofD = 1.5 × 10−2.

Table 2. Dipole estimates using the various estimators and flux density thresholds for different subsets of the MALS data.

Estimator Correction S 0 N M x D RA Dec
(µJy) counts/pointing (×10−2) (deg) (deg)

Poisson-rms – – 719 760 1902 ± 3 1.077 ± 0.006 17.98 ± 0.50 130 ± 4 −81 ± 1
Poisson Csim 300 384 810 1399 ± 3 – 11.38 ± 0.44 149 ± 8 −82 ± 1

Csim 500 263 148 867 ± 2 – 7.73 ± 0.57 132 ± 10 −78 ± 2
Poisson Crms 300 384 810 1601 ± 3 – 2.58 ± 0.36 164 ± 10 −61 ± 6

Crms 500 263 148 906 ± 2 – 2.21 ± 0.54 140 ± 20 −67 ± 8

ε
(×10−3)

Poisson-linear Crms 250 437 072 1988 ± 20 −0.1 ± 1.0 3.44 ± 0.45 146 ± 8 −67 ± 4
Crms 300 384 810 1656 ± 18 3.5 ± 1.1 1.68+0.45

−0.39 167 ± 12 −47±+15
−10

Crms 350 343 929 1416 ± 14 6.0 ± 1.0 0.88+0.29
−0.25 163 ± 18 −8 ± 28

Crms 400 311 419 1227 ± 14 6.7 ± 1.1 0.67+0.31
−0.29 176 ± 30 20+32

−40

Crms 500 263 148 990 ± 11 9.0 ± 1.1 0.59+0.39
−0.34 151+41

−32 20+36
−43

Crms 600 228 371 829 ± 11 9.4 ± 1.3 0.86+0.38
−0.36 154+30

−24 10+35
−37

Crms 700 202 657 715 ± 10 9.5 ± 1.3 0.65+0.42
−0.37 175+44

−39 15+38
−44

Notes. Estimates that did not converge on a solution have been omitted.

Equation (21) to take a declination effect into account. Though
we can fit with respect to several parameters which could be
correlated with the systematic effect, such as elevation or dec-
lination, we previously identified the size of the major axis of
the restoring beam, θB,ma j, as a potential tracer of the effect.
Table 2 shows the results of the dipole estimation including a
linear fit of source density as a function of θB,ma j. This fit is per-
formed for several different cuts in flux density, which shows a
decreasing trend in dipole amplitude as we go to higher flux den-
sities, also shown in Figure 11. At the same time, as seen in the
right plot of Figure 11, the dipole direction seems to converge
on a location north of the celestial equator. Though the dipole
direction is further north (27◦) than that of the CMB, they are
still consistent within the uncertainties. Given these facts, we
assume that this convergence points to the ‘true’ dipole in the
MALS data. A similar convergence is seen in the left panel of

Figure 11. Thus, assuming that for flux density cut of 400 µJy or
higher have converged, the most significant measurement of the
dipole amplitude is at 400 µJy withD = 0.67+0.31

−0.29×10−2. Within
the uncertainties, this amplitude is consistent with the expected
amplitude from the CMB. This result is at odds with many pre-
vious measurements of the radio dipole, which generally show
a much higher dipole amplitude than the CMB expectation.
We note here that because the dipole amplitude is close to the
CMB dipole amplitude, the estimates are not able to rule out a
non-existent dipole within 3σ.

6. Discussion

With its high depth and sparse sky coverage, MALS is far from
the typical survey with which measurements of the cosmic radio
dipole are usually made. While this creates a unique opportunity

A163, page 13 of 23



Wagenveld, J. D., et al.: A&A, 690, A163 (2024)

250 300 350 400 500 600 700

Flux density cut (µJy)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

D
(×

10
−

2
)

CMB

Measurements

RA-75°
-60°

-45°

-30°

-15°

0°

15°

30°

45°
60°

75°

D
E

C

CMB

250 µJy

300 µJy

350 µJy

400 µJy

500 µJy

600 µJy

700 µJy

Fig. 11. Measurements of the MALS dipole amplitude (left) and direction (right) from Table 2 for different flux density cuts. The expected dipole
amplitude from CMB measurements is indicated by the grey line (left) and CMB position by the dot in circle (right). Though lower flux density
cuts are ostensibly still affected by the declination systematic, at higher flux densities the fits seems to converge towards a spot close to the direction
of the CMB dipole. Similarly, the amplitudes also converge to an amplitude that is close to the CMB amplitude.

0 1 2 3 4 5

D/DCMB

P
ro

b
ab

il
it

y
d

en
si

ty

Quaia

CatWISE

NVSS

RACS

NVSS+RACS

MALS
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(green), compared several dipole measurements from the literature.
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are from Wagenveld et al. (2023b). The CatWISE (yellow) measurement
is from Secrest et al. (2022), and the Quaia (turquoise) measurement is
from Mittal et al. (2024b). The CMB dipole amplitude is indicated with
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for new results, it also has the potential to create new unexpected
problems, or for known problems to be exacerbated. Precisely
this however highlights the importance of the measures taken
to assess and mitigate these biases, and of the work previously
done to ensure homogeneity of the catalogue. If for the moment
we take these results at face value, we have a dipole which both
in terms of direction and amplitude agrees with the direction
of motion derived from the CMB dipole. Though higher dipole
amplitudes are not excluded, there is a mild disagreement (2σ)
with other dipole measurements at centimetre wavelengths,
which generally show a higher dipole amplitude, such as
NVSS and RACS-low (e.g. Singal 2011; Rubart & Schwarz
2013; Siewert et al. 2021; Wagenveld et al. 2023b). This can
be appreciated in Figure 12, where the probability density
distributions of several recent dipole measurements are shown.

The radio dipole measurements with NVSS, RACS-low and
NVSS+RACS-low combined from Wagenveld et al. (2023b)
are shown to broadly disagree with the MALS measurement
as well as the CMB dipole in terms of amplitude. For mea-
surements at other wavelengths, this discrepancy is not so
clear. The CatWISE infrared dipole measurement from Secrest
et al. (2022) agrees more closely with the NVSS and RACS
measurements in terms of absolute dipole amplitude with
D = (1.47 ± 0.15) × 10−2. However as the expected amplitude
from the CMB is DCMB = 0.73 × 10−2, in terms of relative
dipole amplitude to the expected amplitude from the CMB,
there is no disagreement with MALS. Comparing to the recent
Quaia measurement by Mittal et al. (2024b), measurements are
consistent mainly due to the relatively broad posteriors.

6.1. Systematic effects

As dipole estimates are extremely sensitive to small anisotropies
in the data, it is not uncommon to encounter subtle system-
atic effects that influence source density. These effects usually
impact the faint source population, such that cutting these faint
sources alleviates the effect. However, as we are relying on the
faint source population to reach the required number counts for
a dipole measurement, this is one of the first works to actively
tackle such a systematic. The declination effect seen in the
MALS data dominates the dipole signal and introduces an artifi-
cial dipole effect which points towards the south pole with high
amplitude.

Though different parameters could be used to trace this
effect, it was ultimately an additional linear fit to the major axis
of the restoring beam, θB,ma j, of the pointings that yielded a
solution. Though this can indicate that the systematic is directly
related or even caused by the variation in θB,ma j, we can only
conclusively say that the two are correlated. It is however not
unreasonable to assume that a variation in the size of the restor-
ing beam can cause a systematic variation in observed source
density. One way to lift the ambiguity is to reprocess the data
to remove this effect, by making all images have a common res-
olution. During imaging this can be achieved by tapering in the
(u, v) plane, or post imaging by smoothing of the existing images.
Whether these solutions can mitigate the anisotropy however
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remains to be seen. NVSS, being smoothed to a common res-
olution, has a well studied anisotropy introduced by the use of
different array configurations at different declinations (e.g. Blake
& Wall 2002; Wagenveld et al. 2023b). In RACS-low, the source
density can be seen to peak at a declination of -75 while being at
its lowest at a declination of zero (Hale et al. 2021), showing a
variation remarkably similar to the relation between declination
and fuv shown in Figure 8. This effect, and perhaps a similar one
in VLASS affect the dipole measurements performed by Singal
(2023), with both estimates being biased towards the pole of the
hemisphere they predominantly cover. These instances are worth
mentioning, as these effects are still present in these catalogues
despite them being imaged and smoothed properly. In fact, some
of these effects similarly persist far above the completeness limit
of these catalogues. We can conclude that even with great care
taken in data processing and analysis, such systematics can be
extremely persistent, and the best approach is to mitigate any
systematics as much as to allow a unbiased dipole estimate.

It may be tempting to say that we can use systematics to
understand the discrepancy between the MALS measurement
and other radio dipole measurements. The systematic that was
encountered in MALS had such a strong effect that it was eas-
ily identifiable, while other such effects might be more subtle,
especially if they align more closely with the expected dipole
direction. While this may be a reasonable assumption for any
given catalogue, this is hard to sustain for the range of cata-
logues at multiple wavelengths with which the dipole has now
been measured (see Figure 12), unless the effect is present in the
observed source population itself. In fact, a similar systematics
argument can be made against this MALS result, as a dipole with
a lower amplitude may be artificially created by having several
competing effects pointing in different directions on the sky.

6.2. The sub-mJy source population

Alternatively, we may consider a physical cause of the differ-
ence between the MALS dipole and other radio dipoles. As the
MALS catalogue goes far deeper in terms of flux density than
other radio catalogues on which a dipole measurement has been
made, we expect to probe into the population of SFGs. This
is a region of parameter space never before explored by dipole
studies, and therefore may have had an influence on our results.
The redshift distribution of sources in the SKADS catalogue
(Wilman et al. 2008) above a flux density of 350 µJy in Figure 13
shows that a significant fraction of these SFGs are at lower red-
shifts (z < 0.5). In the kinematic interpretation of the dipole,
lower redshift sources serve as a contaminant, especially those
at z ≲ 0.1 (Bengaly et al. 2019). However, the amount of SFGs
present at these flux densities is a contested quantity, with dif-
ferent simulations providing different answers. Figure 14 shows
both the fraction of SFGs as well as the fraction of sources
at z < 0.5 at different flux densities, both for SKADS and for
the Tiered Radio Extragalactic Continuum Simulation (T-RECS
Bonaldi et al. 2019). T-RECS shows a significantly higher frac-
tion of SFGs than SKADS at the flux densities probed by MALS,
which makes it rather uncertain how much SFGs have influenced
the dipole measurement. In both cases however, the fraction of
sources at z < 0.5 is around 0.3, indicating that most sources seen
at these flux densities should still be part of the background.

At the moment, we do not have enough information to say
what kind of contribution the population of SFGs has on the
dipole measurement. It may be that these sources evolve dif-
ferently in terms of their spectral index and magnification bias,
which Dalang & Bonvin (2022) claim to influence the measured
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Fig. 13. Redshift distribution for sources in SKADS above 350 µJy,
showing the potential redshift distribution of sources used for the MALS
dipole estimates. In this sample there is already a significant population
of nearby SFGs present, which can influence a dipole measurement.
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dipole amplitude (although this assertion this is contested in von
Hausegger 2024). One might also wonder what the contribution
is of local sources, given the significant fraction of sources at
z < 0.5. This was recently looked at in Oayda et al. (2024), where
local sources were explicitly removed before performing a dipole
measurement. It was found that local structure contributed pos-
itively to the dipole amplitude, although the differences were
minor. To reach a consensus on this measurement, there is a clear
need for additional measurements of the dipole using this faint
source population. This effort has shown that a pointing based
approach to a dipole measurement is a valid one, showing poten-
tial for future measurements using similar strategies. Though
there are at the moment no other large catalogues that reach the
depth of MALS, a future data release of MALS with UHF band
observations is planned, which can provide an additional mea-
surement with similar depth. Beyond that, future surveys with the
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SKA can reach this depth while covering a much larger fraction
of the sky.

7. Conclusion

In this work we have presented the second data release of the
MALS, consisting of wideband catalogues of the 391 observed
MALS pointings at L band. The MALS data is publicly avail-
able6, and includes source and Gaussian component catalogues
as well as primary beam corrected Stokes I and spectral index
images. The complete catalogue covers a sky area of 4344 deg2

and contains 971,980 sources. Comparing between the wide-
band and spectral window catalogues from MALS DR1 (Deka
et al. 2024b), we find overall that the wideband flux densities
are slightly higher (3–4%), while spectral indices are consistent
down to S/N = 50, below which the wideband spectral indices
are steeper. In terms of sheer numbers, it is comparable in size
to the largest radio catalogues currently available, like NVSS
(1.8 × 106), RACS-low (2.2 × 106), and VLASS (3.4 × 106).
Due to its balance between depth and sky coverage, MALS has
a robust view of the extragalactic source population down to
200 µJy. Therefore it also has enough sky coverage and depth
for a significant measurement of the cosmic radio dipole. We
construct a catalogue for a dipole measurement by including all
sources within a radius of 1.1◦ of each MALS pointings centre,
and flagging sources that are likely to be imaging artefacts. This
leaves us with a survey coverage of 1486 deg2 and a catalogue
containing 780 224 sources.

In the data we see a systematic variation in source density
which varies as a function of declination. This effect goes beyond
just a noise variation, and persists above the completeness limit
of the survey. We therefore introduce an additional dipole esti-
mator, which aims to account for the variation in source density
with this function. Performing the dipole estimates on the MALS
data, these are adversely affected by the systematic source vari-
ation in declination and yield only biased results. Including a
linear fit between the size of the major axis of the restoring
beam, θB,ma j, and source counts produces results that are less
affected by this declination effect. This fit shows that the effect
produces a difference in source density of up to 5% between dif-
ferent parts of the survey. With this fit included, the result we
obtain agrees well with the CMB dipole, both in terms of direc-
tion and amplitude, which is at odds with dipole measurements
from other centimetre wavelength radio surveys. Due to its depth,
a subset of sources is expected to be SFGs, which might have
had a significant impact on this result. With this result, we may
look forward to other dipole measurement utilising the popula-
tion of faint sources, either with MALS UHF band data in the
near future, or SKA surveys in the more distant future.

Data availability

A copy of the catalogues is available at the CDS via
anonymous ftp to cdsarc.cds.unistra.fr (130.79.128.5)
or via https://cdsarc.cds.unistra.fr/viz-bin/cat/J/
A+A/690/A163
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Appendix A: Comparison between wideband and SPW catalogues
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Fig. A.1. Comparison of flux densities between the MALS wideband catalogue and the SPW catalogues from MALS DR1, as a function of S/N. The
median flux density ratio is indicated with the black errorbars. The blue errorbars indicate the median flux density ratio using Isl_Total_flux
from the wideband catalogue. In nearly all cases the median flux density ratio is around 1.03, but is higher for SPWs 5,6, and 7, which are badly
affected by RFI and have significant amounts of data flagged.
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Fig. A.1. continued
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Appendix C: Euclidean normalised differential source counts
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Hale+2023 (XMM-LSS, 1.4 GHz)

Fig. C.1. Differential source counts of
MALS DR2 at 1.27 GHz. We show
both the raw (uncorrected) counts (empty
green squares) as well as the counts cor-
rected for the sky area in which sources
in each bin can be detected above 5σ of
the local noise (filled green squares). This
area was derived using the rms images
produced by PYBDSF. We additionally
show corrected source counts for the cat-
alogue used for the dipole measurement,
which only contains sources within 1.1◦ of
each pointing centre (light green circles).
For comparison, we show the 1.28 GHz
source counts derived from SKADS (grey,
Wilman et al. 2008), the combined
DEEP2 and NVSS source counts from
Matthews et al. (2021) in blue, and the
MIGHTEE modified SKADS corrected
source counts for the COSMOS (red) and
XMM-LSS (yellow) fields from Hale et al.
(2023). At the faint end, the sky coverage
corrections produce reliable source counts
down to 200 µJy.
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Table C.1. Differential source counts of MALS DR2 at 1.27 GHz.

S S mid N Coverage S 5/2 dN
dS Corrected S 5/2 dN

dS

(mJy) (mJy) (deg2) (Jy3/2 sr−1) (Jy3/2 sr−1)
0.1 - 0.13 0.11 50543 ± 224 282 0.184 ± 0.001 2.83 ± 0.01
0.13 - 0.17 0.15 69936 ± 264 441 0.374 ± 0.001 3.68 ± 0.01
0.17 - 0.22 0.19 79288 ± 281 606 0.622 ± 0.002 4.46 ± 0.02
0.22 - 0.28 0.25 77828 ± 278 771 0.896 ± 0.003 5.05 ± 0.02
0.28 - 0.36 0.32 71001 ± 266 939 1.20 ± 0.004 5.55 ± 0.02
0.36 - 0.46 0.41 62069 ± 249 1110 1.54 ± 0.01 6.03 ± 0.02
0.46 - 0.6 0.53 53288 ± 230 1285 1.94 ± 0.01 6.56 ± 0.03
0.6 - 0.77 0.69 45220 ± 212 1464 2.42 ± 0.01 7.17 ± 0.03
0.77 - 1 0.89 38936 ± 197 1649 3.06 ± 0.02 8.05 ± 0.04
1 - 1.3 1.1 34116 ± 184 1841 3.93 ± 0.02 9.27 ± 0.05
1.3 - 1.7 1.5 29742 ± 172 2039 5.03 ± 0.03 10.7 ± 0.06
1.7 - 2.2 1.9 27032 ± 164 2245 6.71 ± 0.04 13.0 ± 0.1
2.2 - 2.8 2.5 24429 ± 156 2455 8.90 ± 0.06 15.7 ± 0.1
2.8 - 3.6 3.2 22459 ± 149 2670 12.0 ± 0.1 19.5 ± 0.1
3.6 - 4.6 4.1 20587 ± 143 2890 16.2 ± 0.1 24.3 ± 0.2
4.6 - 6 5.3 18999 ± 137 3111 21.9 ± 0.2 30.6 ± 0.2
6 - 7.7 6.9 17418 ± 131 3324 29.4 ± 0.2 38.5 ± 0.3
7.7 - 10 8.9 16040 ± 126 3506 39.8 ± 0.3 49.3 ± 0.4
10 - 13 11 14237 ± 119 3664 51.9 ± 0.4 61.5 ± 0.5
13 - 17 15 12756 ± 112 3807 68.2 ± 0.6 77.8 ± 0.7
17 - 22 19 11190 ± 105 3978 87.8 ± 0.8 95.9 ± 0.9
22 - 28 25 9739 ± 98 4201 112 ± 1 116 ± 1
28 - 36 32 8283 ± 91 4289 140 ± 2 142 ± 2
36 - 46 41 7281 ± 85 4319 181 ± 2 182 ± 2
46 - 60 53 5896 ± 76 4331 215 ± 3 215 ± 3
60 - 77 69 4827 ± 69 4336 258 ± 4 259 ± 4
77 - 100 89 4011 ± 63 4340 315 ± 5 315 ± 5
100 - 130 110 3199 ± 56 4342 368 ± 7 369 ± 7
130 - 170 150 2495 ± 49 4343 422 ± 8 422 ± 8
170 - 220 190 1854 ± 43 4343 460 ± 11 460 ± 11
220 - 280 250 1432 ± 37 4344 522 ± 14 522 ± 14
280 - 360 320 1118 ± 33 4344 598 ± 18 598 ± 18
360 - 460 410 818 ± 28 4344 642 ± 22 642 ± 22
460 - 600 530 548 ± 23 4344 631 ± 27 631 ± 27
600 - 770 690 342 ± 18 4344 578 ± 31 578 ± 31
770 - 1000 890 245 ± 15 4344 608 ± 39 608 ± 39
1000 - 1300 1100 180 ± 13 4344 656 ± 49 656 ± 49
1300 - 1700 1500 100 ± 10 4344 535 ± 53 535 ± 53
1700 - 2200 1900 61 ± 7 4344 479 ± 61 479 ± 61
2200 - 2800 2500 38 ± 6 4344 438 ± 71 438 ± 71
2800 - 3600 3200 27 ± 5 4344 456 ± 88 456 ± 88
3600 - 4600 4100 11 ± 3 4344 273 ± 82 273 ± 82
4600 - 6000 5300 14 ± 3 4344 510 ± 140 510 ± 140
6000 - 7700 6900 9 ± 3 4344 481 ± 160 481 ± 160
7700 - 10000 8900 2 ± 1 4344 157 ± 110 157 ± 110
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