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ABSTRACT

Context. Investigating the flow of material along filamentary structures towards the central core can help provide insights into high-mass star
formation and evolution.
Aims. Our main motivation is to answer the question of what the properties of accretion flows are in star-forming clusters. We used data from the
ALMA Evolutionary Study of High Mass Protocluster Formation in the Galaxy (ALMAGAL) survey to study 100 ALMAGAL regions at a ∼1′′
resolution, located between ∼2 and 6 kpc.
Methods. Making use of the ALMAGAL ∼1.3 mm line and continuum data, we estimated flow rates onto individual cores. We focus specifically
on flow rates along filamentary structures associated with these cores. Our primary analysis is centered around position velocity cuts in H2CO
(30,3–20,2), which allow us to measure the velocity fields surrounding these cores. Combining this work with column density estimates, we were
able to derive the flow rates along the extended filamentary structures associated with cores in these regions.
Results. We selected a sample of 100 ALMAGAL regions, covering four evolutionary stages from quiescent to protostellar, young stellar objects
(YSOs), and Hii regions (25 each). Using a dendrogram and line analysis, we identify a final sample of 182 cores in 87 regions. In this paper, we
present 728 flow rates for our sample (4 per core), analysed in the context of evolutionary stage, distance from the core, and core mass. On average,
for the whole sample, we derived flow rates on the order of ∼10−4 M� yr−1 with estimated uncertainties of ±50%. We see increasing differences in
the values among evolutionary stages, most notably between the less evolved (quiescent and protostellar) and more evolved (YSO and Hii region)
sources and we also see an increasing trend as we move further away from the centre of these cores. We also find a clear relationship between the
calculated flow rates and core masses ∼M2/3, which is in line with the result expected from the tidal-lobe accretion mechanism. The significance
of these relationships is tested with Kolmogorov–Smirnov and Mann-Whitney U tests.
Conclusions. Overall, we see an increasing trend in the relationships between the flow rate and the three investigated parameters, namely: evolu-
tionary stage, distance from the core, and core mass.

Key words. accretion, accretion disks – stars: evolution – stars: massive

1. Introduction

The formation and evolution of high-mass stars have been the
subject of intense scientific interest for decades. High-mass stars
play a crucial role in shaping not only their parental clouds,
but also the interstellar medium on kpc scales, enriching it with
heavy elements and influencing the dynamics of their surround-
ing environments via the energy they release through radia-
tion and stellar winds (e.g., Kahn 1974; Yorke & Kruegel 1977;
Wolfire & Cassinelli 1987; Zinnecker & Yorke 2007; Arce et al.
2007; Frank et al. 2014; Smith et al. 2009; Zhang et al. 2015;
Motte et al. 2018; Kuiper & Hosokawa 2018). This, in turn, trig-
gers new waves of star formation and helps sculpt the physical
conditions of the interstellar medium (ISM) in galactic disks.

? Corresponding author; wells@mpia.de

Therefore, understanding the intricate processes involved in the
birth and subsequent evolution of high-mass stars is fundamen-
tal not only for stellar physics, but also for comprehending the
broader aspects of galaxy formation and evolution. High-mass
stars are rare due to their short lifetimes and comparatively low
numbers when compared to low-mass stars. Looking at the ini-
tial mass function (IMF), we see one reason they are in limited
numbers is that the IMF at high mass values follows a power
law (e.g., Salpeter 1955; Bonnell et al. 2007; Offner et al. 2014).
Moreover, high-mass stars typically stay embedded in their natal
clusters until they reach the main sequence, making it much
more difficult for us to study and constrain how they form and
evolve. This leaves us with a large knowledge gap in not only
star formation, but astrophysics in general.

What we do know is that the most common place for
star formation to occur is in clustered environments inside
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giant molecular clouds (GMCs, e.g., Lada & Lada 2003;
Bressert et al. 2010). These are immense reservoirs of cold,
dense gas and dust that provide the material for new generations
of stars. Molecular clouds are commonly described to have a
hierarchical structure (e.g., Scalo 1985; Thomasson et al. 2022).
Following Williams et al. (2000) and Beuther et al. (2007), we
know that these clouds host massive condensations of gas called
clumps (∼1 pc), which form clusters. Within these clusters, more
compact cores (∼10 000 AU) have been observed to form gravi-
tationally bound single, binary, or multiple systems. The process
begins with the fragmentation of these GMCs due to gravi-
tational instabilities, resulting in the formation of clumps and
cores (e.g., Zinnecker 1984; Bonnell et al. 2003; Traficante et al.
2017; Urquhart et al. 2018; Svoboda et al. 2019). The extreme
pressures and temperatures within these cores facilitate the col-
lapse of material, leading to the creation of protostellar objects.
The rapid accretion of surrounding material onto these proto-
stars can trigger the release of intense radiation and powerful
outflows, establishing an intricate balance between inward grav-
itational forces and outward pressure. The interplay of phys-
ical forces during high-mass star formation contributes to the
observed clustering of these stars. These clusters play a crucial
role in shaping the subsequent evolution of the stars within them,
as well as the galaxies in which they reside (e.g., McKee & Tan
2003; Zinnecker & Yorke 2007).

One of the key components that profoundly influence the
high-mass star formation process is the filamentary structure
prevalent in molecular clouds. These elongated, thread-like
structures have been observed in various molecular tracers and
continuum emission, indicating their essential role in the for-
mation and distribution of high-mass stars assisting in the flow
of material onto individual cores (e.g., Goldsmith et al. 2008;
Myers 2009; André et al. 2010; Schneider et al. 2010). Accre-
tion is a central process in the early stages of star formation. By
examining how mass flows onto a core, the mechanisms driv-
ing their growth can be investigated. Understanding the interplay
between accretion, radiation pressure, and other physical pro-
cesses provides a clearer picture of how these massive objects
form from their natal material. Filamentary structures have been
found on many spatial scales and a full review of the fila-
mentary ISM can be found in the literature (e.g., Hacar et al.
2023; Schisano et al. 2020). Notable Galactic scale structures,
extended up to tens and even more than hundreds of parsecs,
include ‘Maggie’ (Syed et al. 2022), ‘Nessie’ (Jackson et al.
2010), and the Radcliffe wave (Alves et al. 2020). On smaller
scales, the filamentary structures prevalent in molecular clouds
and their surrounding have been studied as well, with some
examples including Serpens South (Kirk et al. 2013), G035.39
00.33 (Henshaw et al. 2014), and infrared dark cloud G28.3
(Beuther et al. 2020). Mass accretion estimates are on the order
of 10−5 M� yr−1 for all three studies. Previous examples of flow
rate analysis carried out with the Atacama Large Millimetre
Array (ALMA), are seen in the works from Peretto et al. (2013),
Sanhueza et al. (2021), Redaelli et al. (2022), and Olguin et al.
(2023), which all give estimates on the order of 10−4 M� yr−1.

Evidence for both radial and longitudinal flows have been
observed, each representing different kinds of material trans-
port. Radial traces flows from the environment onto the fila-
ment and help build up its mass, however, longitudinal flows
trace flows along the filament and onto cores, building up
the core mass. The kinematic molecular gas study done by
Tackenberg et al. (2014) compliments the work done on 16 high-
mass star-forming regions from the Herschel key project. Titled
‘The Earliest Phases of Star formation (EPoS)’, it demonstrates

that profiles perpendicular to the filament have almost constant
velocities and that the velocity gradient occurs predominantly
along the filament. Such regions often have unique filamen-
tary structures, but in most cases, velocity gradients can be
identified along these filamentary structures towards the central
hubs of clumps. This allows for mass accretion estimates to be
calculated.

Looking at derived parameters throughout the stages of
evolution can provide constraints for theoretical models. It is
especially important to investigate all aspects of high-mass
star formation process throughout the complete evolutionary
sequence, so that we can compare and analyse how these results
change through the lifetimes of (proto)stars.

In this paper, we use a subset of the regions from the ALMA
Evolutionary study of High Mass Protocluster Formation in
the Galaxy (ALMAGAL) survey (Molinari et al., in prep.; see
Sect. 2.1) to investigate properties of flow rates, focusing on lon-
gitudinal flows along filamentary structures towards the high-
mass cores. Making use of selected spectral lines we estimate
flow rates onto individual cores as a function of the evolutionary
stage (see Sect. 2.3), distance from the cores, or core masses. The
qualitative and quantitative results are discussed in the context of
high-mass star-forming clusters.

The structure of the paper is as follows: the survey introduc-
tion and overview are given in Sect. 2.1. In Sect. 2, we introduce
the sample, along with how and why the regions were selected.
In Sect. 2.5, we investigate the selected cores in more detail look-
ing at signs of potential outflow signatures and line properties
for velocity estimation. Details of how the flow rate calcula-
tion is done with detailed parameter descriptions are presented
in Sect. 3. In Sect. 4, we present the results of this calculation
on our sub-sample before discussions in Sect. 5, including an
expansion to theory and a wider context. We draw our conclu-
sions and discuss opportunities for future work in Sect. 6 .

2. Sample selection

For this analysis, we chose a smaller subset of 100 regions for a
focussed study on flow rates and the relationship between them
and other core properties. These sources were selected visually
based on having strong continuum and line emission, so that
the initial sample includes 25 regions from each of the four
evolutionary stages (quiescent, protostellar, young stellar object
(YSO), and Hii region; see Sect. 2.3).

2.1. ALMAGAL survey details

The ALMAGAL survey (2019.1.00195.L; PIs: Sergio Molinari,
Peter Schilke, Cara Battersby, Paul Ho) is a large programme
approved during in ALMA Cycle 7. The ALMAGAL targets
consist of 1013 compact dense clumps, covering different evo-
lutionary stages, the majority being selected from the Herschel
Hi-GAL survey (Molinari et al. 2010a; Elia et al. 2017, 2021),
with ∼100 regions come from the Red MSX Source (RMS)
survey (Hoare et al. 2005; Urquhart et al. 2007; Lumsden et al.
2013). The 1017 targets are spread across the Galaxy. Figure 1
shows their distribution in the face-on view of the Galactic plane.
The 1017 regions were observed in ALMA band 6 at frequen-
cies from 217 to 221 GHz (corresponding to 1.3 mm). Informa-
tion on the observations, data reduction, and image generation
are presented and discussed in more detail in the ALMAGAL
data reduction paper (Sanchez-Monge et al., in prep.). Here, we
present a brief description of those aspects relevant for the scien-
tific analysis of this work. The ALMAGAL spectral set-up was
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Fig. 1. Source distribution for the regions in our ALMAGAL sub-
sample is shown as black dots. The size of the markers scales with the
masses of the ALMAGAL clumps. Grey dots are the rest of the ALMA-
GAL survey and the dashed line is a heliocentric distance circle at 5 kpc.

Table 1. Observational parameters.

Parameter Value

Mean beam size 0.8′′
Continuum RMS ∼0.15 mJy/beam
H2CO (30,3–20,2) RMS ∼9 mJy/beam
SO (65–54) RMS ∼5 mJy/beam
Velocity resolution ∼488 kHz ∼0.7 km s−1

designed to have four different spectral windows, with two of
them covering a broad frequency range of 2× 1.875 GHz being
sensitive to the continuum emission, as well as many spectral
lines at low spectral resolution (1.3 km/s); and two narrower
spectral windows (2× 0.468 GHz) aimed at studying specific
molecular species (e.g., H2CO, CH3CN) at a higher spectral res-
olution (0.3 km/s). In this work, we make use of the spectral
lines H2CO (30,3–20,2) at 218.222 GHz and SO SO (65–54) at
219.949 GHz. The ALMAGAL observations made use of three
different array configurations to observe each source, including
two different configurations of the main 12 m ALMA array, and
observations with the 7 m Atacama Compact Array. This allows
for observations that are sensitive to angular scales from 0.1′′
up to 10′′. The data products used in this work are images with
combined data from the 7 m array (7M hereafter) and the most
compact 12-m array configuration (TM2 hereafter). We note that
this work does not make use of the most extended array con-
figurations available within the ALMAGAL project. The result-
ing images have angular resolutions of 0.5−1.0′′, depending on
the distance of the source, which result in similar linear reso-
lutions of 5000 au for all the targets. We refer to Table 1 for
details on typical observational parameters. The entire survey,
including full observational details, is described in Molinari et al.
(in prep.), while the details of the data reduction pipeline are in
Sanchez-Monge et al. (in prep.).

2.2. Sample

Looking at our sample, compared to the whole survey we check
how the mass, luminosity, luminosity-to-mass ratio, and distance
distributions compared to each other and whether there were
signs of any bias. We see no signs of bias in distance, luminosity,
or luminosity to mass ratio. For the mass we specifically chose
regions over 500 M� and, thus, this is reflected here. Histograms
of these distributions can be found in Fig. A.1. For more infor-
mation on how the survey parameters were calculated we refer to
Molinari et al. (in prep.), but as an overview, the distances were
derived with the Mège et al. (2021) method using the ALMA-
GAL spectral cubes and following this the distance dependent
quantities were calculated.

2.3. Evolutionary stage

Before selecting the regions for the analysis, the ALMAGAL
sample is classified by evolutionary sequence. We use the
sequence and classification scheme defined by Urquhart et al.
(2022), which divides the sources into four evolutionary
stages: quiescent, protostellar, young stellar object (YSO),
and Hii regions. The classification is done by looking at
the sources at three wavelengths: Hi-GAL 70 µm (Elia et al.
2017), MIPSGAL 24 µm (Carey et al. 2009), and GLIMPSE
8 µm (Churchwell et al. 2009). Quiescent sources have a central
area free of emission at all three wavelengths. For protostellar
sources, there is a point source in the 70 µm image, potentially
a 24 µm counterpart, but the source is not visible in the 8 µm
image. A YSO is detected as a point-like source at all three wave-
lengths. Hii regions also have a point source at all three wave-
lengths but the source in the 8 µm image becomes more extended
and ‘fluffy’.

Initially, the ALMAGAL sample was cross-matched with the
ATLASGAL (Schuller et al. 2009; Urquhart et al. 2018, 2022)
sample to see how many sources overlap and how many classifi-
cations can be immediately adopted. Cross-matching on Galactic
coordinates with an error margin of 40′′ leads to an initial match
of roughly 600 regions out of 1013. The remaining ALMAGAL
regions were classified visually according to the same rules as
described above.

As an alternative evolutionary indicator, we can also look
at the luminosity-to-mass ratio. This ratio increases with time,
being very low in the early quiescent stage (e.g., Molinari et al.
2019; Elia et al. 2021). The distribution of the regions in each
classification stage can be seen in Fig. 2a, where we have the
peak luminosity-to-mass ratio progression as the cores become
more evolved. Figure 2a enables a comparison of our evolution-
ary sequence with this evolutionary indicator and, as expected,
the two classification schemes roughly agree, with some over-
lap. This can also be seen in Fig. 2b, showing a cumula-
tive distribution. These classifications are done for the entire
cluster-forming clump. However, within individual ALMAGAL
regions, Hii regions, YSO, protostellar, and even quiescent
regions often coexist. Examples of this include NGC 6334I (e.g.,
Beuther et al. 2005) or G29.96+0.02 (e.g., Cesaroni et al. 1998,
ISOSS J23053+5953 (Gieser et al. 2022).

2.4. Core identification

Each source in the subset of our ALMAGAL sample contains
up to seven cores identified via the following process. We used
the astrodendro1 programme on the continuum data for core

1 http://www.dendrograms.org/

A185, page 3 of 16

http://www.dendrograms.org/


Wells, M. R. A., et al.: A&A, 690, A185 (2024)

Fig. 2. Colour-coding for both figures is on evolutionary stage, legend shown in panel a. These plots show the sample of 17 quiescent, 23
protostellar, 22 YSO, and 25 HII regions. (a) Stacked histogram distribution of the luminosity-to-mass ratio for the regions in the ALMAGAL
sub-sample being used for this work. (b) Individual cumulative distribution functions (CDF) of regions in each evolutionary stage, generated from
kernel density estimates (KDEs) of the data shown in (a).

Fig. 3. Continuum image of ALMAGAL source AG348.5792–0.9197
from the astrodendro package where the green contours indicate the
‘leaves’ that are the areas we focus on here, namely: the cores.

identification, obtaining the peak position of these identified
cores and estimating their peak and integrated flux density val-
ues. The astrodendro package allows us to break down the
hierarchical structures in our observational data. The highest
hierarchical level for each structure is a ‘leaf’ (i.e a structure
with no substructure), these correspond to what we define as a
core. We can see an example of a ‘leaf’ in Fig. 3, which shows
the case of source AG348.5792–0.9197. The three main input
parameters of astrodendro are min_value (the minimum pixel
intensity to be considered), min_delta (the minimum height for
any local maximum to be defined as an independent entity),

and min_npix (the minimum number of pixels for a leaf to be
defined as an independent entity). We decided to have a large
significance level for the cores to be identified so that we were
left dealing with just the cores themselves and their structures
and not the extended parental cloud. We use min_value = 5σcont,
min_delta = 5σcont and min_npix = beam area. With the combi-
nation of our choices of min_value and min_delta, all cores have
a peak flux density ≥10σcont. Here, σcont or σline are the rms
values of either the continuum image or the spectral cube for
the lines being used. Running the analysis with these parame-
ters, we were able to identify 203 cores within the 100 regions.
Of these 100 regions, five regions had no cores identified with
our criteria, so these were removed from the sample leaving
an initial 95 regions with 203 cores. The official core catalogue
for ALMAGAL calculated on the final data products, including
also more extended ALMA configurations, will be available in
Coletta et al. (in prep.).

2.5. Analysis

We start the analysis with a detailed look into the main lines
suitable for identifying outflows, such as SiO (5–4) and SO (65–
54) and making position-velocity (PV) cuts along the filamen-
tary structures surrounding each core (identified visually from
the continuum contours, seen in Figs. 4 and 5a), in the H2CO
(30,3–20,2) line.

2.5.1. Outflows

This work is primarily focussed on longitudinal flows along fil-
amentary structures. To ensure there was no contamination from
any associated outflows, we looked at the shock tracers avail-
able in the ALMAGAL survey. After a comparison of shock and
outflow tracers SiO (5−4) and SO (65–54), it was evident that
SO (65–54) presented the most outflow signatures, manifested
as blue- and red-shifted line wing emission (‘wing’ structures
on zeroth-moment maps, inspected visually, as seen in Fig. 4;
also e.g., Widmann et al. 2016; van Gelder et al. 2021). It must
be noted that these are not definite detections, just indications of
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Fig. 4. Zeroth moment map of SO (65–54) in grey-scale for source
AG348.5792–0.9197 overlaid with continuum contours in black (lev-
els 3, 6, 9σcont). A green star to show the peak intensity position of the
core. Red and blue contours show the ‘wings’ of the spectral line emis-
sion, from 3 to 20 km s−1 either side, with respect to the region velocity
of rest.

outflows, and this decision was made by visually inspecting the
data and results for both lines. We investigated the presence of
any red and blue shifted SO (65–54) emission, before continuing
with our analysis. Figure 4 shows an example of such an analy-
sis, and we can see signatures of a bipolar outflow from the cen-
tral core in source AG348.5792–0.9197 (denoted by a green star
in the figure). We see red-shifted emission extending to the west
and blue-shifted emission to the east, both almost perpendicular
to the filamentary structure. With such an analysis, we can focus
on the filamentary structures and calculate the flow rates along
this axis without any major outflow contamination.

2.5.2. Position-velocity diagrams

Of all the strong lines available to use in the ALMAGAL
spectral set-up, we decided to cut along the visibly elongated
filamentary-like structures in the PV space using H2CO (30,3–
20,2) due to its intermediate critical density (∼7× 105 cm−3,
Shirley 2015) that is similar to the densities we expect to trace
in our regions. H2CO (30,3–20,2) is also a tracer of relatively
cool gas (Eu/k 21 K) and can be used in combination with
another H2CO line as a well-known temperature tracer (∼100 K
e.g., Shirley 2015; Mangum & Wootten 1993; van der Tak et al.
2007; Gieser et al. 2021; Izumi et al. 2024). Abundance may
vary by an order of magnitude over the evolutionary stages
(Gerner et al. 2014).

The angle at which the PV cut was taken was determined by
the outflow signatures and the filamentary structures. To ensure
as little contamination from the potential outflows, the cut was
made perpendicular to any signatures where possible, whilst
keeping the cut inline with the filamentary structure. This is
shown in Fig. 5. Any cores that did not have suitable emission in
the PV cuts were removed from the sample (8 regions, 21 cores).

Table 2. Final sample distribution.

Classification Regions Cores

Quiescent 17 28
Protostellar 23 48
YSO 22 51
Hii region 25 55

3. Flow rates

After sample selection, core identification, and line analysis the
final sample consists of 87 regions with 182 cores in total.
Table 2 shows how this sample is split among the evolutionary
stages.

3.1. Quantifying flow rates

To estimate the flow rates along the filamentary structures
leading toward the cores, we follow the approach outlined in
Beuther et al. (2020). The mass flows rates, Ṁ, are estimated as

Ṁ = Σ · ∆v · w, (1)

where Σ is the surface density in units of g cm−2 (converted from
the column density calculated in Sect. 3.2), ∆v is the velocity
difference from the velocity of rest to the 3σline contour of the PV
cut in km s−1, considered for the specific flow rate, and w is the
width of the area along which the flow rate is measured in AU.
The final values of Ṁ are converted to M� yr−1. In the following,
we describe the parameter determinations in more detail along
with details of the calculation (see Appendix B).

3.2. Column density

Column density maps were made using Equation (2) (modified
black body emission equation from Schuller et al. 2009) assum-
ing optically thin dust emission at mm wavelengths (Hildebrand
1983) as follows:

NH2 =
FνR

Bν(TD)ΩκνµmH
· (2)

Here Fν is the continuum flux density, Bν(TD) is the Planck func-
tion for a dust temperature TD (see Sect. 3.3), Ω is the solid
beam angle, µ is the mean molecular weight of the interstellar
gas, assumed to be equal to 2.8, and mH is the mass of a hydro-
gen atom. We also assumed a gas-to-dust mass ratio of R = 150
(with the inclusion of heavy elements Draine 2011), along with
κν = 0.899 cm2 g−1 (interpolated to 1300 µm from Table 1, col. 5
of Ossenkopf & Henning 1994). This was used to compute the
column density for each pixel from the continuum image. The
column density maps will be used to select the specific posi-
tions where we compute the mass flow rates. In addition to the
column densities, we also estimated the core masses following
Equation (3) below (e.g., as in Schuller et al. 2009):

M =
d2FνR

Bν(TD)κν
· (3)

Here, we use the same values for κν and the gas-to-dust ratio, d,
is the distance to the source, and Fν is taken from the integrated
flux density from the cores (leaves) from the astrodendro anal-
ysis. Details of how we applied these values can be found in
Sect. 4.4.
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Fig. 5. Velocity analysis of source AG348.5792–0.9197. (a): First-moment map of YSO source AG348.5792–0.9197 in H2CO (30,3–20,2). The
position of the continuum peak flux density is shown by the green star, and continuum contours are shown in black (levels 3, 6, 9σcont). The red
line indicates the axis along which the PV cut was taken. (b): PV cut with 3 and 5σline contours in white, and the vlsr of the region shown by the
white dashed line. The orange points show the nearest pixels at the 3σline contours. The red boxes are examples of the areas where we estimate the
flow rates across (∼1′′). The peak flux density position of the continuum core is located at the centre of each axis.

Fig. 6. Herschel derived dust temperature and the gas temperature plot
against each other colour-coded in evolutionary stage. The grey dashed
line shows the temperature equivalence line between the dust and the
gas temperatures.

3.3. Temperature estimates

Different possibilities exist to estimate the temperatures needed
for deriving the column density and mass. Individual estimates
per core via molecular line emission of high-density tracers for
the ALMAGAL sample will be presented in Jones et al. (in
prep.). While we could use the dust temperatures derived from
Hi-GAL (Molinari et al. 2010b), they have the disadvantage that
they generally only sample the colder gas because of the Her-
schel far-infrared wavelength coverage and the large Herschel

beam size. In a different approach, Molinari et al. (2016) and
Traficante et al. (2023) calculated temperatures from spectral
line emission, where they used luminosity to mass ratio (L/M)
values as cut-off points for different temperatures. Following a
similar approach, Coletta et al. (in prep.) have estimated temper-
atures that can be assigned to sources based on their evolutionary
stage (indicated by luminosity to mass ratio):

T (L/M) =


20 K if L/M < 1,
35 K if 1 ≤ L/M < 10,
max(21.1 L/M0.22, 35 K) if L/M > 10.

Figure 6 shows the temperatures derived via these two
approaches plotted against each other for each region. The gas
temperatures show (as expected from Fig. 2b) that quiescent and
protostellar sources have temperatures of 20 K, while at 35 K and
above we see mostly YSOs and Hii regions, with some excep-
tions. Comparing this with the dust temperatures where there
are some YSO and Hii region sources with dust temperature val-
ues below 15 K leads us to investigate further how this selec-
tion would affect the end result. The calculation of the flow rates
was therefore done with both the Hi-GAL dust temperatures and
the gas temperatures. Comparing the results there were no qual-
itative and only small quantitative differences (∼5−10%) so we
are confident to proceed with the gas temperatures with the rea-
soning that the dust temperatures are tracing primarily cold gas,
whereas the gas temperatures take the warmer protostellar cores
into consideration, which is more aligned more with our aims.

3.4. Width

The width parameter, w, in Equation (1) is the width of the
area along the filament we calculate the flow rate across. We
took four areas along each PV cut to allow comparison between
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results at different offsets from the core. Two inner and two outer
positions were chosen (0.75′′ and 1.75′′ away on either side of
the core), excluding the central most 0.5′′ (approximately half
a beam size) to avoid contamination as this area is where the
flows from all directions are merging. This width was taken as
1′′, the approximate beam size of the data, for all four areas
toward each core. An example of this is shown in Fig. 5b with
the red box showing the width we are looking at to be 1′′.
With any conversion to linear distance, we have to take into
account the range of distances to the sources in this work. Look-
ing at our range of ∼2 to 6 kpc (see Fig. 1), the more distant
sources could have linear width parameters up to a factor three
higher. Given that our widths are defined by the (approximate)
beam width, at larger distances we capture a larger physical
scale and, hence, they are more likely to have diffuse gas within
our source area. This, in turn, results in more distant sources
typically having a lower average column density. While these
distance effects may be possible, our derived flow rates show
no significant distance dependence, hence, the effect should
be small.

3.5. Velocity difference

To calculate a velocity difference we used the KeplerFit code
from Bosco et al. (2019). The code works by dividing the PV
cut into quadrants, taking the strongest (largest intensity) oppos-
ing quadrants and reading out the velocity values from the pix-
els that the specified σline contours go through (here we used
3σline). These points are highlighted in orange in Fig. 5b. The
velocity measurements are then taken as the difference between
the velocity value from the central pixel along the contour con-
fined to each red box in Fig. 5b, and the velocity of rest (white
dashed line in Fig. 5b). To use the region’s rest velocities as
a proxy for the core velocities, we compared the rest velocity
values to the velocities measured toward the core peak posi-
tions in the H2CO 1st moment maps. Comparing the differ-
ence between the two, we find that the majority of the values
are less than our velocity resolution of 0.6 km s−1. In com-
parison to our median velocity difference measurement ∆v of
3.4 km s−1, this is less than a 20% error margin. Considering that
the ALMA H2CO emission is also affected by missing flux (see
Sect. 3.6.1 for more information), especially near the peak veloc-
ities, this makes the rest velocity a good proxy for the reference
velocity.

3.6. Error analysis

3.6.1. Data

Interferometric data without short spacing observations always
suffer from missing flux. Regarding the continuum data, compar-
isons have been made to similar studies, for instance, the CORE
project in the northern hemisphere, with 20 regions observed
with a similar spectral set-up and similar baseline ranges. For
instance, Beuther et al. (2018) estimated 60 to 90% missing flux
across their range of sources in this context. Regarding the
spectral line emission, typically the extended emission around
the rest velocity is more strongly affected than compact emis-
sion offset from the rest velocity. Therefore the lower-level con-
tours (outlined in Figure 5b) needed for the PV analysis are not
strongly affected. Hence, we are confident that the velocity struc-
ture from the H2CO (30,3–20,2) line is relatively well recovered.
Missing flux values impact our mass and column density esti-
mates, so we took these values as lower limits.

3.6.2. Constants

For the gas-to-dust ratio, we used 150 (Draine 2011). The mean
molecular weight of the ISM, µ, and the mass of a hydrogen
atom, mH, both have standard values that were used in our equa-
tions (Draine 2003). The dust opacity, κν was chosen for our
conditions and suitable wavelength. For different densities and
ice mantels the value could vary up to 30–40%. Any uncertain-
ties in these parameters here are considered minor compared to
the systematic uncertainties discussed above and below. Overall,
we are confident that the overall trends we observe will remain
consistent.

3.6.3. Error propagation

We consider five of our parameters used across this project to
have significant uncertainties. These are the flux density, tem-
perature, distance, width, and velocity difference. To calculate
the effects this has on our overall results we use Gaussian error
propagation for each equation that contains one or more of these
parameters. To calculate a mean, standardised error for each flow
rate we use mean values combined with the following errors; for
the flux density we take 10% from the calibration uncertainty,
for temperature, we take 5 K, for the distance we assume a kine-
matic distance error of 0.5 kpc, for width we take 0.1′′ for on sky
offset discrepancy and finally for the velocity differences we take
the spectral resolution of 0.6 km s−1 as the error from the near-
est pixel approximation. When combining these we end up with
±50% error margins on our final flow rates. For the core mass,
we also estimate roughly ±50% error margins using flux density,
temperature, and distance in the Gaussian error propagation.

3.6.4. Inclination angle

We set the inclination angle, i, to 0 for the filamentary structures
in the plane of the sky. Our input parameters are all affected by
the unknown inclination angles. Considering these, Equation 1
becomes Equation (4), below (full derivation can be found in
Appendix A).

Ṁobs = Σobs · ∆vobs · wobs = Ṁr tan(i). (4)

Here, we are left with a correction factor of 1
tan(i) . Hence, the

inclination clearly affects the results, meaning our flow rate
results have a more narrow distribution in reality as tan(i) will
both increase and decrease with the inclination angle. In order
to check for the potential spreading of the observed flow rates
due to the unknown inclination angle between the filament direc-
tion and the observer’s line-of-sight, we compute analytically
the spreading for an idealised case: We assume a sample of
an arbitrary number of filaments with an universal flow rate of
Ṁ = 10−4 M� yr−1 along all filamentary structures of the sam-
ple. We approximate the filaments as cylindrical tube-like struc-
tures with a constant and uniform flow rate, hereafter called the
‘real’ flow rate, Ṁr. The corresponding probability density of the
observed flow rates is then given as

ρṀobs
(Ṁobs) =

1
Ṁtrue

1 +

(
Ṁobs

Ṁr

)2−1.5

. (5)

We binned the flow rates in the range from 10−6 M� yr−1 to
10−2 M� yr−1 into 60 bins with uniform binning width in log
space and compute the observational probability by numerically
integrating the probability density over the bin. The final out-
come is presented in Fig. 7.
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Fig. 7. Theoretical spreading of the observed flow rate due to unknown
inclination of the filament for a tube-like cylindrical filament model
with a universal flow rate of Ṁ = 10−4 M� yr−1 (marked as a vertical
thin line). The probability distribution is generated for 60 bins, with a
uniform binning width in log space.

The peak of the probability distribution is quite close to the
true flow rate, especially compared to the overall uncertainties
of the measurement of the observed flow rates. Also the spread
is acceptable with a full width at half maximum (FWHM) of the
distribution of quite exactly one order of magnitude in observed
flow rate.

In reality, the longer slope toward smaller flow rates will
be further reduced (i.e. it will attain a lower probability to be
observed) due to the fact that in the simple tube-like model
the flow velocity is always aligned with the filament axis and
an observer at an inclination of i = 0 is assumed to mea-
sure zero velocity; in reality, there will be a non-zero veloc-
ity in those directions, which, in turn, reduces the likelihood
for observations of the smallest flow rates. Furthermore, a real
sample of filaments will most likely deviate from the assump-
tion of an universal flow rate through all filaments. This will
yield an additional spreading of the distribution of observed flow
rates, which is purposely not taken into account in our analyti-
cal model; our analysis is focussed on the effect of the unknown
inclinations only.

4. Results

Following the initial analysis and methodology laid out in Sec-
tions 2.5 and 3 we present the results for our sample, which
using the parameters discussed in Sect. 3 contains 728 measured
flow rates. These are mainly constrained between 10−6 M� yr−1

and 10−2 M� yr−1, with the average values being on the order
of 10−4 M� yr−1, which is conducive to forming a high-mass
star in a few hundred thousand years (e.g., McKee & Tan
2003; Beuther et al. 2007; Zinnecker & Yorke 2007; Tan et al.
2014; Motte et al. 2018). All flow rates can be found in
Table D.2.

Our general assumption for the estimated flow rates is that
they are directional toward the cores and hence they are accre-
tion flows. This should certainly be valid for the earlier evo-
lutionary stages: quiescent, protostellar, and YSO. However,
that is less clear for the Hii regions. If we have evolving
Hii regions, those could already be pushing the gas outwards.

Fig. 8. Histograms of the flow rate results for cores in each evolutionary
stage quiescent to Hii region from top to bottom. The mean and median
are shown by the black dashed and grey solid lines, respectively, in each
panel.

Hence, the Hii flow rates are not necessarily accretion flows.
An individual classification of each core is beyond the scope of
this paper.

4.1. Statistical testing

To determine the statistical relevance of the results we
applied two different, well-known, significance tests, the
Kolmogorov–Smirnov (KS) test and the Mann-Whitney U test
(Chakravarti et al. 1967; McKnight & Najab 2010). Both tests
are non-parametric, making them suitable for data that may
not follow a normal distribution. The KS test is focussed on
the entire distribution function, while the Mann-Whitney U test
looks at the ranks of observations. Both tests generate probabil-
ity values (p-values) and the interpretation is based on compar-
ing the p-value to a chosen significance level. Here, we use 0.05,
as used by Chakravarti et al. (1967). The null hypothesis for both
tests is the assumption that the samples come from the same dis-
tribution (KS) or population (Mann-Whitney U). The KS test
generates a p-value, indicating the probability of observing the
observed or more extreme differences if the samples come from
the same distribution. The Mann-Whitney U test generates a
p-value, indicating the probability of observing the calculated
U statistic or a more extreme value if the samples come from the
same population.
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Fig. 9. Histograms of the flow rate results in the context of offset from the core. The top panel shows the results from the inner regions and the
bottom from those further from the core.

If our p values from either test are greater than 0.05 then any
difference between the distributions is sufficiently small as to be
not significant. These results are discussed in Sections 4.2, 4.3,
and 4.4 below.

4.2. Evolutionary stage

Looking at our flow rates in the context of evolutionary stage
may tell us about how the accretion process changes as a
(proto)star evolves. This result is presented in Figure 8. The four
panels show the distribution for each evolutionary stage from
quiescent to the Hii regions. Considering the ±50% errors, there
is a trend between the means and medians of these sub-samples,
most notably between Protostellar and YSO sources. In terms of
outliers, we have a few that can be seen in Figure 8. Outliers
on the lower end are present in the earlier stages: quiescent and
protostellar, and on the higher end in the more evolved sources.
KS and Mann-Whitney tests were done for each combination of
the four data sets, the p-value results can be seen in Table 3.
Using a significance level of 5%, any p-value above 0.05 tells us
there is likely no statistical difference between the data sets. We
see that quiescent sources in combination with any of the oth-
ers are likely not from the same distribution using the KS test
however the Mann-Whitney p-value suggests these are not sta-
tistically different. By eye, we see there is an increasing trend in
the mean or median flow rate through the evolutionary stages.
We also note the similarity between these histograms and the
distribution in Fig. 7, looking at the theoretical spreading due to
unknown inclination angle. This gives us an idea that the spread
we see in these results is likely partly due to the unknown incli-
nation angle for our observational data.

4.3. Offset from the core

We now discuss whether the flow rate changes with offset from
the core. We look specifically at sections that are 1′′ in width at
offsets from the central coordinates of 0.75 and 1.75′′ away on
either side of the core, along the filamentary axis. Figure 9 shows
the distributions for the flow rates at 0.75′′ (inner) and 1.75′′
(outer) offsets. We see these two distributions have very simi-

Table 3. p-values from the KS and Mann-Whitney U tests.

Combination KS p-value Mann-Whitney p-value

QP 0.0457 0.7810
QY 0.0004 0.5725
QH 0.0014 0.3593
PY 0.0406 0.8313
PH 0.1014 0.5501
YH 0.6553 0.7457

Notes. Combinations are coded with the first letter of the given evolu-
tionary stage: quiescent, Q; protostellar, P; YSO, Y, and Hii region, H.
First row denotes the quiescent protostellar combination and so on.

lar median values but their means are qualitatively different by
approximately a factor of two. Again, to determine if these two
data sets have a significant difference KS and Mann-Whitney
tests were performed (more information in Sect. 4.1). The p-
values from the two tests were 0.0691 and 0.0731 respectively.
Using our significance level of 0.05, we cannot reject the null
hypothesis that these two distributions are from the same origin.
As a further analysis, we looked at the difference between the
inner and outer flow rates per core. The distribution can be seen
in Fig. 10 where we can see the distribution centered around 0,
with less than 0 meaning the core had higher flow rates further
away along the filamentary structure and more than 0 meaning
the core has higher flow rates closer to the centre of the core.
With a median of 1.12× 10−5 M� yr−1, we see a trend that the
inner flow rates are larger than the outer ones.

4.4. Core mass

Taking the integrated flux values for each core from the iden-
tification analysis (see Sect. 2.5) we calculated individual core
masses, using Equation (3). The distribution of the flow rates vs.
core mass is shown in Fig. 11 and we see a clear trend between
the mass of these cores and the rate at which the material flows
onto them. Overlaid in Fig. 11 in grey are the same points now
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Fig. 10. A histogram showing the distribution of the difference between
the inner and outer flow rates per core (Ṁinner−Ṁouter). The median of
the distribution is shown as the grey line.

Fig. 11. Scatter plot of the results of the whole sample showing flow rate
vs. core mass in grey. The purple points are the average flow rate/mass
values per bin, with the associated errors. Here, each bin contains the
same number of cores. A line of best fit is shown in black.

binned, first per core (as there are four values per core), and then
along the sample. Here we also have a line of best fit through
these binned values. This suggests that we have a relationship
where the flow rate follows ∼M2/3. We also looked to see if there
was a relationship between these flow rates and the mass of the
parental clump and we found no correlation. This indicates that
flow rates are largely independent from the parental gas clump
and that the found correlation is constrained to the smaller core
scales.

As mentioned in Sect. 2.2 we looked into whether the sam-
ple had any bias’ with respect to the whole ALMAGAL sample.
Here we want to see if the distance spread, offset or evolutionary
stage is causing any unexpected effects. We find no correlation
between these flow rates and the distances of these clumps. For
the offsets, the distance from the cores, we find that only tak-
ing into account the two flow rates closer to the cores gives a
steeper relation than the one presented in Fig. 11 and if we look
at just the flow rates further away from the cores we get a flat-
ter relation. This is not surprising and is in support of Fig. 10

where we show that the inner flow rates are systematically larger
than the outer ones. Comparative higher flow rates closer to the
centre and a steeper relation with core mass are supportive that
indeed gravity is dominating the infall dynamics. Figures with
these relations shown can be found in Appendix C.

This is not the first time that a correlation between core mass
and accretion rate has been found and or discussed in the liter-
ature. Beltrán & de Wit (2016) compiled YSOs with a range of
masses and looked at the relationship between their mass and
their accretion rates, getting an overall relationship proportional
to ∼M2. During our analysis this relationship was looked at per
evolutionary stage to see if (in Fig. 11) we were seeing any of the
evolutionary stages clumped together; however, we found this
was not the case. We cannot comment on a specific relationship
for our YSO values. Clark & Whitworth (2021) discuss what
the resulting exponent in this relationship can mean in terms of
different mass accretion mechanisms and also the star clusters
system mass function. The two accretion mechanisms they dis-
cuss are tidal-lobe and Bondi-Hoyle (Bonnell et al. 2001). It is
thought that tidal-lobe dominates when the potential of the clus-
ter is still dominated by gas, this mechanism has an exponent
of 2/3. The Bondi-Hoyle accretion mechanism dominates when
the potential in the cluster is dominated by proto-systems, this
mechanism has exponent 2. Our results are in clear agreement
with the tidal-lobe accretion mechanism where the potential is
dominated by the gas. This is consistent with the ALMAGAL
sample covering early evolutionary stages.

5. Discussion

5.1. Comparison between low- and high-mass regions

In this section, we discuss how the flow rates estimated
in this work compare to previous studies that quantitatively
describe flow rates. The flow rates we present here are com-
parable to others in the literature for different mass ranges
and scales (e.g., López-Sepulcre et al. 2010; Duarte-Cabral et al.
2013; Kirk et al. 2013; Peretto et al. 2013; Henshaw et al. 2014;
Traficante et al. 2017; Beuther et al. 2020; Sanhueza et al. 2021;
Redaelli et al. 2022). Looking at an example from the low
mass case, Kirk et al. (2013) uses their Mopra survey of mul-
tiple molecular emission lines to look for possible accretion
flows onto the central cluster. They present values on the order
of 2.8× 10−5 M� yr−1. For an example of a high mass region,
Henshaw et al. (2014) investigates the filamentary structure of
an infrared dark cloud G035.39−00.33 in N2H+ and finds mass
accretion rates of 7× 10−5 M� yr−1 with individual filaments
feeding individual cores. An example with varying distances
from the core is shown in Beuther et al. (2020). The authors
looked at infrared dark cloud G28.3 using 13CO and, depend-
ing on the distance from the core, they presented values around
5× 10−5 M� yr−1. If we zoom out and look at larger clumps, we
see that Traficante et al. (2017) reported mass accretion rates
between 0.04× 10−3 and 2× 10−3 M� yr−1. They also reported
seeing an apparent increase in the accretion rate depending on
the presence of embedded 24 µm sources. This correlates to see-
ing a difference between our less evolved protostellar sources
and more evolved YSO sources.

The results presented here are consistent with the results
from the works in the literature mentioned above. The work
done by Kirk et al. (2013) in the Serpens South region results
are between a factor of 10 and 1000 times smaller than the
results we present. If we think about the relationship between
flow rate and core mass shown in Sect. 4.4 this is to be expected.
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Furthermore, comparing low to high-mass star formation, actual
accretion rates in the high-mass regime tend to be much higher.
There are many competing models discussing the formation
timescale of high mass stars (e.g., Bonnell et al. 1998, 2001,
2007; McKee & Tan 2003; Beuther et al. 2007; Hartmann et al.
2012; Tan et al. 2014; Motte et al. 2018) giving approximately
105–106 years. This then explains that our protostellar and YSO
sources, similar to the one studied in Henshaw et al. (2014),
exhibit very similar results.

5.2. Comparison to simulations

Observational studies and theoretical models are extremely com-
plementary to each other for advancing our knowledge in many
topics. Here we compare our results to theoretical models
that have quantitatively produced accretion flow rates, look-
ing specifically at the work done by Padoan et al. (2020) and
Gómez & Vázquez-Semadeni (2014).

Looking at the simulations by Padoan et al. (2020), they pro-
duce a sample of roughly 1500 stars within a volume of 250 pc
and study the physical conditions surrounding the sample. The
range of this simulation provides a large statistical sample of
massive stars, forming realistic distributions of initial condi-
tions. They present mean mass accretion rates on the order of
∼10−5 M� yr−1 onto the core and they also look at the mass
accretion rate 1 pc away from the core and find it increases by an
order of magnitude, which agrees with Traficante et al. (2017)
on their values for larger scale accretion rates. They also state
that their largest values are nearly ten times higher than these
mean values. The range of results we get from our sample agrees
with the orders of magnitude discussed in their work. They go on
to discuss whether the accretion rate grows systematically with
time. We agree with their interpretation that this is not system-
atic (in their case, at the ends of the prestellar phase; whereas in
our case, it is throughout our evolutionary sequence).

Turning to Gómez & Vázquez-Semadeni (2014), they sim-
ulate the formation of a molecular cloud from converging gas
flows resulting in a dynamic cloud with a lot of substructures,
and the cloud grows due to accretion through filamentary struc-
tures channelling gas onto the clumps. They look at accretion
rates radially along the filament and see a dependence that
correlates to changes in the column density profile along the fila-
ment. Whilst the method produces filamentary structures the dif-
ference in scale makes it hard for a complete interpretation and
comparison. Taking into account our work and the examples in
this discussion, there are definite similarities. The discussion of
perpendicular versus parallel flows looking at accretion onto the
filament itself and then along towards the central clump is also
something discussed by many of these works. In the study by
Gómez & Vázquez-Semadeni (2014), they looked at flows both
along the filament and perpendicular and even compared them-
selves to the perpendicular results in Kirk et al. (2013), along
with similar values; however, they also pointed out that their
scales are slightly different.

6. Conclusions

This work aims to answer the question: what the properties
are of accretion flows in high-mass star-forming clusters. This
paper presents a subset of the regions from the ALMAGAL sur-
vey chosen to investigate the properties of flow rates, focussing
specifically on longitudinal flows along filamentary structures
towards the central core. A summary of our main results is as
follows:

– Using calculated column density values and derived veloc-
ity differences based on H2CO (30,3–20,2) emission, we were
able to estimate flow rates for 182 cores from 87 regions of
the ALMAGAL survey. We got flow rates on average on the
order of ∼10−4 M� yr−1 with error margins of ±50%.

– We see trends of increasing flow rates through the evolution-
ary stages and along the filamentary structure, increasing as
we get closer to the central cores.

– We also see a relationship between the flow rates and the
masses of these cores of ∼M2/3, which supports the tidal-
lobe accretion mechanism.

– Our results are in line with other observational studies
and complementary to theoretical studies in the literature
using different methods and mass ranges. Specifically, from
the examples discussed, our flow rates are consistent with
Padoan et al. (2020); however, we were not able to directly
make any comparison to Gómez & Vázquez-Semadeni
(2014).

In addition to the conclusions drawn from this project, it is worth
noting several supplementary contributions. This includes evo-
lutionary classifications that have been assigned to the whole
ALMAGAL sample to allow for analysis in the context of evo-
lutionary stage and outflow signatures being detected in this
ALMAGAL sub-sample using the SO (65–54) spectral line; this
is done by looking at the ‘wings’ of the spectra. Building on
the trends we have seen in this work, some important next steps
would be to see what these relationships look like at both smaller
and larger scales and how these are linked to each other.

Data availability

Tables D.1 and D.2 are available at the CDS via anony-
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A+A/690/A185
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Appendix A: Sample parameter Hhstograms

Fig. A.1. Histograms comparing the all regions in the ALMAGAL survey versus those ones chosen for this sample for distance, mass, luminosity,
and L/M.

Appendix B: Derivation of flow rate along a filament

In this appendix, we present a derivation of the formula used for the observational measurement of the flow rates along filamentary
structures. We start from mass conservation in hydrodynamics, namely the continuity equation:

∂

∂t
ρ + ∇ · (ρu) = 0, (B.1)

with the density as ρ and the velocity as u. If we represent the filament as a cylindrical object and we check for the temporal change
of mass within a section of the cylinder of real length, wr, and fixed volume, V , we can take the volume out of the time derivative
as:
∂

∂t
MV = ṀV = −V∇ · (ρu) . (B.2)

If we further approximate the medium density to be uniform along the spatial scale of interest wr, we take the density out of the
spatial derivative, and the volume, V , cancels out:

ṀV = −MV∇ · u. (B.3)

For a one-dimensional (1D) flow along the filament, we can approximate the divergence of the velocity field, ∇ · u, as the velocity
difference ∆vout−in of the flow out of the section of length, wr, and into it:

ṀV = −MV
∆vout−in

wr
. (B.4)

Equation (B.4) represents the mass conservation within the section wr of the filament. As an example: For a uniform velocity field,
the inflow and outflow velocities are identical ∆vout−in = 0 and the mass within the section remains unchanged.
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To obtain a formula for the flow rate Ṁr, we have to substitute the velocity difference by the absolute, local velocity vr of the
flow (subscript "r" meaning the real values and subscript "obs" the corresponding observed values):

Ṁr = MV
|vr |

wr
. (B.5)

Here, we included the convention that the flow rate is always treated as a positive value, regardless if the flow is pointing towards
the observer or away from the observer.

So far, we have discussed the system only in its local (unobserved) properties. Now let’s introduce the observational properties:
The absolute, local velocity vr can be obtained from the observational data by subtracting the systemic velocity vsys from the observed
velocity vobs with ∆vr = |vobs − vsys|:

Ṁr = MV
∆vr

wr
. (B.6)

The mass MV can be approximated by the column density Σ times the beam. Since we use 1′′ length scale, roughly a beam width,
we can approximate the beam with

Abeam ∼ w2
obs. (B.7)

Substituting in the beam area, we get

MV = Σobs · Abeam = Σobs · w2
obs, (B.8)

where we chose our measured length scale as the size of the beam. Including now the inclination dependence of the observed
parameters:

∆vr =
∆vobs

sin i
(B.9)

and

wr =
wobs

cos i
. (B.10)

Substituting Equations (B.8)-(B.10) into Equation (B.6) we get

Ṁr = Σobs · w2
obs ·

∆vobs

wobs
·

cos i
sin i

, (B.11)

which in its final form is

Ṁr = Σobs ·
∆vobs

tan(i)
· wobs. (B.12)
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Appendix C: Core mass figures

Fig. C.1. Flow rate versus core mass relation for only the flow rates closer to the core (panel (a)) and only the flow rates further from the core
(panel (b)).

Appendix D: Source and core parameters

Table D.1. Table of source parameters (ten-row preview).

ALMAGAL Name ID Glon Glat vlsr Distance Mass Luminosity Temp Classification
(deg) (deg) (km s−1) (pc) (M�) (L�) (K)

AG022.5316-0.1923 99331 22.533 -0.191 74.8 4470 1503 217 20 Quiescent
AG024.0046+0.0397 107003 24.006 0.04 113.1 5960 2025 691 20 Quiescent
AG024.0147+0.0487 107032 24.014 0.048 111.5 5890 3263 2155 20 Quiescent
AG024.8555+0.0051 111167 24.855 0.005 108.7 5780 806 231 20 Quiescent
AG026.6280-0.0647 119601 26.628 -0.064 103.2 5570 620 279 20 Quiescent
AG027.7975+0.1501 124229 27.798 0.15 81.7 4610 927 108 20 Quiescent
AG028.3550+0.0728 126186 28.354 0.07 81.4 4590 1126 179 20 Quiescent
AG030.2747-0.2311 135558 30.274 -0.231 103.6 5800 1238 243 20 Quiescent
AG031.0225-0.1113 139543 31.022 -0.111 77.1 4400 782 114 20 Quiescent
AG308.8759+0.1730 717276 308.876 0.174 -49.8 4110 557 80 20 Quiescent

Notes. The full table is available at the CDS

Table D.2. Table of core parameters (ten-row preview).

ID x Offset (") y Offset (") Flow rate (Louter) Flow rate (Linner) Flow rate (Rinner) Flow rate (Router) Mass
(10−4 M�yr−1) (10−4 M�yr−1) (10−4 M�yr−1) (10−4 M�yr−1) (M�)

99331 2.73 2.52 0.21 0.49 0.02 0.02 17.8 0
107003 2 3.99 0.08 0.004 0.23 0.19 6.3 2
107032 0.95 -6.18 1.22 10.27 0.97 0.38 37.6 0
111167 1.63 -2.4 2.84 0.54 0.5 0.003 14.1 0
119601 -0.38 2 4.87 0.31 0.4 0.89 6.3 0
124229 1.05 0 0.9 0.8 1.57 0.44 6.6 0
126186 4.83 -6.72 0.35 0.38 0.06 0.15 2.7 0
126186 5.04 -3.36 0.2 0.27 0.08 0.12 3.9 1
126186 -3.78 -0.21 0.81 2.46 0.71 1.13 17.8 2
126186 0.42 3.57 2.23 2.65 0.13 0.08 8.4 3

Notes. The full table is available at the CDS
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