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Abstract
Designing a robust termination scenario for a burning ITER plasma is a challenge that requires
extensive core plasma and divertor modelling. The presented work consists of coupled
core/edge/SOL/divertor simulations, performed with the JINTRAC code, to study the Q= 10
flat-top phase and exit phase of the ITER 15 MA/5.3 T DT scenario. The modelling utilizes the
recently implemented option to treat deuterium and tritium separately in the SOL/divertor,
enabling a consistent treatment of deuterium and tritium in the whole plasma volume, which is a
unique capability of JINTRAC. In addition, these are the first JINTRAC simulations of this
scenario that use a first-principles transport model to self-consistently model the ECRH power
deposition and to include tungsten while keeping track of tungsten sputtering and accumulation.
The flat-top simulations demonstrate the possibility of sustaining a steady state fusion Q of 10
using pure deuterium gas puffs together with DT mixed pellets, which is an option to make a
more effective use of tritium. Simulations of the exit phase are set up sequentially, with each
phase providing initial conditions for the next, starting with a density decay at full current and
auxiliary power, and demonstrate the possibility of reducing the density robustly within a few
seconds. Following the density decay, a subsequent auxiliary power ramp-down in H-mode is
performed with a late H–L transition at low auxiliary power, which may provide an option for
the optimization of the plasma termination. The final ramp-down phase consists of a current
ramp-down in L-mode to 3.75 MA.
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1. Introduction

Integrated modelling is an important tool to self-consistently
study the complex set of interactions occurring during all
phases of the plasma discharge. To sustain optimal perform-
ance during the flat-top phase of the discharge as well as to
robustly exit from burning conditions, effects such as heat-
ing, fuelling, impurity radiation and accumulation are essen-
tial. The plasma also needs to stay within operational lim-
its, including maintaining heat loads on divertor targets below
the required limits and avoiding excessive neutral beam shine-
through. The simulations in this paper are performed with the
integrated modelling tool JINTRAC [1], unique in its capab-
ility to self-consistently model the core/edge and scrape-off-
layer (SOL)/private region (PR) in a single framework. The
scenario studied is the ITER 15MA/5.3 T DT scenario includ-
ing the flat-top, fusion Q= 10 phase in H-mode and the sub-
sequent termination of the discharge. The aim of the flat-top is
to demonstrate the sustainment of a fusion Q of 10 using pure
deuterium gas puff together with DT mixed pellets resulting
in a deuterium rich plasma edge and close to a 50/50 mix of
deuterium and tritium in the core for optimum fusion perform-
ance. The exit phase consists of a ramp-down of the density
at full auxiliary power and current, followed by an auxiliary
power ramp-down, an H–L transition, and finally, a current
ramp-down in L-mode to 3.75 MA. This ramp-down scenario
differs from most previous simulations, such as [2, 3] where
the density is assumed to linearly drop with the current. With
the inclusion of particle transport and a consistent treatment
of core/edge/SOL/PR interactions, these simulations have the
capability to study how fast the density decreases when the
pellet fuelling is changed. Knowing the characteristic time of
density decay for a given ITER fuelling system while main-
taining H-mode and divertor heat load and density control will
be important for robust fast-termination scenarios, and design-
ing ramp-down simulations with magnetic control including
shape control, vertical stabilization, and force limits on the
coils systems. The results of the density decay rate study can
also be used to set the rate for a simultaneous density and cur-
rent decay scenario.

Compared to previous JINTRAC simulations of this scen-
ario, presented in [2–4], several improvements have beenmade
to the modelling setup including the additions of the EC code
GRAY [5] to simulate the EC deposition and current drive
self-consistently, the first-principle transport model EDWM
[6] for anomalous core transport, the inclusion of plasma-wall
interactions at the divertor and tungsten as an impurity in the
plasma, and deuterium and tritium are now for the first time
treated separately in the whole plasma volume [7]. The diver-
tor heat load has been re-modelled to include contributions
not only from the ion and electron particle fluxes, heat fluxes

and recombination processes5, but now, at run-time, with addi-
tional contributions from neutral heat loading, reflected heat,
and kinetic energy (qi,kin = ρm,iv3fluid/2), enabling improved
monitoring and control. The scenario envisaged here relies on
the divertor staying in a partially detached state for density
control purposes, meaning a stationary divertor heat load at its
peak location below 10MW m−2 and strike point electron and
ion temperatures above 1 eV. Accurate calculation and runtime
control is therefore one essential aspect of this work.

The rest of the paper is organized as follows: In section 2
more details of the modelling setup are presented. Section 3
consists of the results of the simulations of the flat-top and
section 4 the subsequent exit of the plasma from burning
conditions. Finally, a summary and conclusions are given in
section 5.

2. Modelling setup

2.1. Modelling workflow

Figure 1 illustrates an overview of the JINTRAC suite of codes
as used in the simulations presented in this paper. It is shown
that JINTRAC combines the 1.5D transport solver JETTO
[8], solving the dynamical evolution of the core plasma fluid
equations, and the 2D SOL/PR Braginskii fluid code transport
solver EDGE2D [9]. JETTO itself is coupled to other mod-
els to include effects such as heating and particle sources from
auxiliary heating and pellet fuelling, Ohmic heating and fusion
reactions, current drive and diffusion, impurities, equilibrium
calculations and MHD instabilities. Details of the settings and
models used in this work are presented in the following sub-
sections. EDGE2D is coupled to EIRENE [10] to enable mod-
elling of the plasma and neutrals in the SOL/PR including gas
puff and pumping, sputtering and recycling from the tungsten
divertor and beryllium first wall. The simulations presented
in this paper utilize the recently implemented option of treat-
ing deuterium and tritium separately in EDGE2D, resulting
in a fully consistent treatment of deuterium and tritium in the
whole plasma volume. As illustrated in figure 1, JETTO and
EDGE2D are coupled, each providing the boundary condition
to the other at the last closed flux surface. A brief descrip-
tion of the coupling is provided in the appendix. In the full
coupling mode, both codes evolve the plasma dynamically
together in synchronywith the same time step. This time step is
determined by EDGE2D stability requirements and is usually
less than 10microseconds, so following the time evolution on
core confinement time scales requires an excessively long wall
clock time. For simulation performance, a partial core-edge

5 Which have been used previously in post-processing.
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Figure 1. Flowchart illustrating the modular structure of the JINTRAC code as set up for the simulations presented in this paper.

transport coupling scheme is used allowing JETTO to advance
for amaximum of 3mswithout advancing EDGE2D, followed
by a 1 ms coupled phase. A correction is used to compensate
for the non-conservation of particle flux during the uncoupled
phase by rescaling the particle source to approximate a fully
coupled run. The resulting wall clock time for the simulations
presented in this paper is then on average 7 days/s when run-
ning on 6 parallel processors on the JET data centre Linux
cluster. (Further parallelization is limited by the data struc-
ture design of the code.) Note that running JETTO coupled
to EDGE2D/EIRENE necessitates a fixed plasma boundary
which means that effects from an evolving plasma volume
during the exit phase of the discharge are not included in
these simulations. The free boundary equilibrium option in
JETTO cannot be used when coupled to EDGE2D and mod-
elling of coils, circuits, magnetic shape or vertical control are
not included. In addition, MHD stability is assumed if within
the Greenwald limit, the effects of energetic particle driven
instabilities and other MHD instabilities such as NTMs are not
included and the effects of sawteeth and ELMs are included
though in a time averaged manner. In addition, perpendicular
SOL transport is assumed, neutral-neutral collisions are neg-
lected, momentum transport is inferred from a Prandtl number
assumption, L–H transition is determined from first principles,
pedestal transport is modelled with a simplified model and no
reabsorption of synchrotron radiation is included.

2.2. Fuelling, impurity seeding and SOL/PR modelling

Due to the large plasma volume in ITER and high edge dens-
ities and temperatures, gas fuelling alone is insufficient to fuel
the plasma. The fuelling for theQ= 10 ITER baseline scenario
is expected to need a combination of gas puff and pellets [11].
In this paper, the fuelling scheme consists of pure deuterium
gas puffs together with DT mixed pellets.

The pellets are launched from the high field side upper
track, see figure 2, with velocity 300 m s−1 which is the max-
imum speed for which the pellets are expected to remain intact
in ITER [12]. To model the pellet ablation and particle depos-
ition, the HPI2 code [13] is used. The modelling assumes
spherical pellets (as opposed to the cylindrical pellets which
will be used in the experiment) and sizes used are 33 mm3

(2 ∗ 1021 atoms/pellet) in the high-density flat-top phase and
a reduced 12 mm3 (0.8 ∗ 1021 atoms/pellet) in the low-density
phase of the simulations, to reduce the density fluctuations dur-
ing the pellet cycle, with a composition of 45/55 mixed DT in
H-mode and pure D in L-mode. The larger pellet size corres-
ponds to the smallest size pellets studied in [4] for the fuelling
of this ITER scenario, and is in the lower range of expected
pellet volumes for the ITER pellet injection system ‘nomin-
ally’ foreseen for ELM pacing but that, of course, can be used
for plasma fuelling [14]. The pellet frequency is adapted by
a feedback scheme to maintain a specified Greenwald dens-
ity fraction (< ne > /nGW where < ne > is the line averaged
electron density and nGW = I/πa2 is the Greenwald density),
the time evolution of which is shown in figure 3. The max-
imum change in electron density during a pellet cycle in flat-
top, shown in figure 4, illustrates a pellet deposition with a
peak at ρt = 0.85 (defined as the square root of the normalized
toroidal flux) consistent with previous pellet modelling for this
scenario, cf [4, 15].

In addition to pellets, deuterium gas puffs are used to fuel
the plasma. As shown in figure 2, the gas is puffed from the
upper SOL. Rates used are between 0.2 ∗ 1022/s and 2.8 ∗
1022/s. A higher rate helps to cool down the divertor tar-
get plates limiting the heat load to the targets, though the
main technique used to avoid stationary heat load at its peak
location above the maximum limit of 10 MW m−2 is neon
seeding. Neon is injected from an inlet valve in the private
region 6, under feedback control on the maximum heat load to
the target. Neon seeding with a maximum rate of 2.5 ∗ 1020/s
is activated when the maximum heat load exceeds 8 MW m−2

which subsequently radiates and cools down the target plates
reducing the heat load. The neon seeding is set up like this
in order to limit the risk of excessive radiation of neon in the
SOL, which can lead to full detachment of the plasma. A semi-
detached plasma is important for divertor heat flux control
while avoiding the possibly deleterious consequences of full
detachment on H-mode confinement in ITER. In addition, for
numerical reasons, important molecular reactions needed to

6 The actual location of the neon injection is below the divertor cassette
assembly, which is not represented in the JINTRAC model.
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Figure 2. 2D illustration of the ITER wall, plasma separatrix
(green), D gas puff location in the upper SOL (red),
semi-transparent surface and pump surface with albedo = 0.99
(blue), Ne seeding in the private region (orange dot), and high field
side upper pellet injector (black arrow) used in the simulation.

properly simulate detachment are not included in the neutral
model used within EIRENE in these simulations and there-
fore the physics description of our model is only suitable for
attached and partially detached conditions. Similar to previ-
ous ITER modelling with JINTRAC [3], a reduced NIMBUS-
like neutral model is used instead of the full EIRENE neut-
ral model (Kotov2008 [16] without neutral-neutral collisions
and opacity, allowing the use of a source linearization scheme
within EDGE2D that speeds up the simulation andmakes them
numerically more robust (details in appendix B of [3]). Neutral
and impurity fluxes from EDGE2D-EIRENE are coupled to
FRANTIC [17] and SANCO (impurity transport solver fully
integrated in JETTO) respectively, at the last closed flux sur-
face to model neutrals and impurities in the core. In addition
to neon, the impurities included are helium and tungsten with
reaction cross sections determined by the ADAS database [18]
(year 96 for helium and neon and year 42 for tungsten). The
sputtering rates are taken from the TRIM database of EIRENE
[19, 20] and the atomic ionization, recombination and radiative
rates are taken from the ADAS database. Zero prompt rede-
position of sputtered tungsten is assumed to study the worst
possible case for tungsten effects on the plasma. The particle
sink consists of a pump surface below the divertor plates using
an albedo of 0.99, also shown in figure 2. In the SOL, perpen-
dicular heat and particle transport are described with radially

dependent transport coefficients. The near SOL is matched to
the values at the separatrix with a gradual transition to pre-
scribed values in the far SOL. When the value at the separat-
rix exceeds the prescribed value in the far SOL value (i.e. in
L-mode or during ELMs) an exponential decay is used. Inter-
ELM (or with continuous ELMs), when the value at the sep-
aratrix is less than prescribed in the far SOL, a barrier extends
into the SOLwhich then rises with a tanh dependency to the far
SOL value. More details and sensitivity studies of SOL trans-
port coefficients are available in [4, 21]. Below the X-point the
perpendicular transport is set to a constant. Parallel transport
in the SOL is calculated from a 21-moment description with
a closure allowing for arbitrary multi-species relative abund-
ances which is necessary to be able to treat D and T separately
[22]. Cross-field drifts are not included. The effect of cross-
field drifts on various ITER scenarios is studied in [23] and
for the partially detached conditions studied in this paper the
effects are expected to be small. The main impact is expec-
ted through asymmetries in the neon distribution which would
increase the asymmetry of the power density on the outer vs.
inner target.

2.3. Heating and current drive

The heating scheme used consists of the originally designed
heating scheme [24] of 33MWNBI (divided between two deu-
terium injectors at 1 MeV) and 20 MW EC in the flat-top
phase of the simulation which is gradually reduced during the
exit phase. To have a fast and reliable calculation of the heat
and particle deposition profiles from the neutral beams the
PENCIL code [25] is used. For self-consistent modelling of
the EC power deposition and current drive the beam-tracing
code GRAY is used. The 20 MW EC power is divided equally
between the top,mid and bottom rows of the equatorial launch-
ers in O-mode using 170 GHz. The poloidal angles are set to
optimize the electron heating in the region of ρt = 0.1− 0.3,
to avoid tungsten accumulation while compensating the neg-
ative driven current from the counter direction top rows of
the equatorial launcher. The resulting heat and current depos-
ition profiles at full power in the flat-top and during the final
phase of the ramp down when the total current is down to 10
MA are shown in figure 3, together with the evolution of the
auxiliary power and current during the exit phase. A gradual
reduction of the auxiliary power is made during the exit phase
for two main reasons. First, a gradual reduction of the auxil-
iary power and consequently also the fusion power has been
shown to limit the drop in poloidal beta, which is beneficial for
vertical stability control, reducing the risk of disruption [26].
Secondly, a slower variation of the plasma stored energy helps
avoid tungsten accumulation and excessive heat loads during
the exit phase [27]. The NBI power is here linearly reduced
to zero over 10 s and, over the same time scale, the EC power
is reduced with 10 MW EC power kept between the mid and
bottom equatorial launchers to help avoid full detachment [2].

4
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Figure 3. Evolution of the auxiliary power and total current (upper left) and Greenwald density fraction (lower left) during the flat top and
all stages of the exit phase. EC heating and current deposition at the end of the flat top phase (395 s) and when total current is down to
10MA in L-mode (444.5 s) (upper and lower right respectively).

Figure 4. Electron density just before and after a pellet during flat-top (left) and maximum percentage of change in the electron density
during the pellet cycle (right). The cross at ρt = 0.85 represents the peak of the pellet deposition.

A final reduction of the EC power down to zero is made when
the total current is∼ 7MA.

2.4. Core transport

For the transport in the plasma core, the neoclassical trans-
port is modelled by NCLASS [28] and the anomalous trans-
port is modelled with EDWM. A 10% Bohm coefficient is
added, setting a lower limit on transport to provide numerical
stability in regions where EDWM gives close to zero trans-
port. In the L-mode, transport within the pedestal is domin-
ated by the Bohm contribution, which is modelled following
[29]. In addition to the improvement in its predictive capabil-
ity compared to the previously used Bohm/gyro-Bohm model
(which was used in the previous JINTRAC modelling [2–4]),
the choice of EDWM is motivated by its resilience in simu-
lating inverted density profiles occurring in ITER edge fuel-
ling dominated plasmas and its computational speed. EDWM

can include an arbitrary number of ions and charge states
and includes ion temperature gradient (ITG) and trapped elec-
tron (TE) mode physics in a quasi-linear fluid limit, how-
ever, detailed effects related to electromagnetic instabilities,
the impact of fast particles, kinetic effects including Landau
damping needs to be compared to more sophisticated nonlin-
ear gyro-kinetic modelling for calibration and verification c.f
[30] where a similar, slightly updated version of EDWM is
used. In the simulations presented in this work, a scaling factor
of 0.707 has been applied to the transport to keep the overall
confinement close to the expected value from the confinement
scaling with H98,Y = 1.

2.5. MHD activity

The MHD activity included in the simulations is limited to
ELMs and sawteeth. The presence of ELM control schemes
is assumed so that the effect of ELMs is chosen to be time

5
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averaged by using a continuous ELM model [31] implemen-
ted in JETTO. In the H-mode the pedestal width is prescribed
as 8 cm and the pedestal transport is adjusted, with the ratio of
particle to heat diffusivity set to 1, limiting the pedestal pres-
sure gradients continuously above a specified αcrit resulting in
amaximum pressure gradient of 2.1 in flat-top. The sawteeth is
also treated in a time averaged manner for the region inside the
outermost radius where the safety factor crosses the q= 1 sur-
face. A time averaged profile flattening is applied in the core
region inside q= 1 by an increase in the heat and particle dif-
fusivity by 0.3 m2 s−1 in that region, in accordance with pre-
vious JINTRAC simulations of this scenario [2].

2.6. H – L transition

For the H to L transition, we rely on scaling laws to determ-
ine the L to H power threshold, PL–H. An H to L transition
is triggered when Pcomp < PL–H. Within JETTO Pcomp is set
according to

Pcomp = Paux +Pα +Pohm −Prad −
⟨
dWP

dt

⟩
, (1)

where < dWP/dt> is the time derivative of the stored plasma
energy, time averaged over 5 ms to reduce the noise in dWP/dt.
The time averagewindow is chosen to be large enough to avoid
excessive fluctuations causing numerical difficulties and tem-
porary back transition to L-mode while still remaining well
below the confinement time so as not to affect the transition
time.

To avoid an instantaneous change between suppression and
non-suppression of the transport within the pedestal region in
H- and L-mode respectively, a gradual change from suppres-
sion to non-suppression is set by multiplying the anomalous
transport within the suppressed region by a factor e−θ/∆LH ,
when θ = (Pcomp −PL–H)/PL–H > 0 with∆LH set to 0.05. The
power threshold scaling used is set according to the Martin
scaling [32]

PL–H = 0.0488< ne,20 >
0.717 B0.803

tor S0.941
2
Aeff

(2)

in MW, where < ne,20 > is the line averaged electron density
in 1020/m3, Btor is the toroidal magnetic field at the geometric
centre of the plasma in T, S is the plasma surface area in m2,
and

Aeff =
2< nD >+3< nT >
< nD >+< nT >

(3)

is the effective isotope mass in a DT plasma. Note that the
inclusion of a mass scaling results in a 20% reduction of the
power threshold for DT plasmas compared to a pure D plasma.
For ITER, the Martin scaling law is expected to be valid above
the density corresponding to a Greenwald density fraction
fGW =< ne > /nGW = 40% [33].

2.7. Core equilibrium

The reference ITER plasma equilibrium used in this work
[34] was developed within an iterative approach of exchan-
ging engineering and physics information obtained from the
magnetic and kinetic plasma scenarios developed by using
the DINA code [35]. The magnetic equilibrium inside a fixed
boundary consisting of the separatrix is then calculated every
100 ms with the equilibrium solver ESCO [8] solving the
Grad–Shafranov equation inside a prescribed, fixed last closed
flux surface boundary with input from a prescribed magnetic
field at a specified radius and a total current density profile. It
includes fast ion pressure from fusion alphas (simulated with
the MAKO code using alpha slowing down distribution from
[36] and alpha heating power distribution between ions and
electrons from [37]) and NBI with explicit smoothing of fast
ion pressure profiles for numerical stability. A total current
boundary condition is used for the predictive current profile
calculation where the total current satisfies the current dif-
fusion equation with contributions from an inductive current
from the central solenoid together with contributions from the
non-inductive current from auxiliary heating, a bootstrap cur-
rent and an Ohmic current.

2.8. Summary of inputs and outputs

Inputs to the JETTO core modelling consists of initial con-
ditions for kinetic profiles and q-profiles based on previous
JINTRAC simulations of the same scenario [2] performedwith
simplified assumptions and deemed reasonably close to the
equilibrium solutions with the improved modelling setup used
in this paper. Separatrix conditions for densities, temperatures,
heat and particle fluxes are taken from EDGE2D/EIRENE
with the equilibrium boundary contour shape prescribed and
fixed in time. Heat and particle sources from NBI and ECRH
have actuator inputs for auxiliary heating power, frequency
and steering angles (ECRH), energy component waveforms
(NBI), and machine geometries for the EC antennas and NBI.
Together with particle sources from pellets and gas fuelling,
electron-ion thermal equilibration, radiation, Ohmic heating
and alpha particles, particle and energy balance equations are
solved for each species. Numerical parameters, such as the
minimum and maximum time steps, maximum coupling inter-
vals for JETTO-EDGE2D and grid resolutions are all provided
as input to JETTO as well as specific inputs required by the
individual modules coupled to JETTO.

For the SOL modelling, input to EDGE2D/EIRENE con-
sists of a gridded magnetic geometry and a first wall 2D con-
tour with locations of pump, gas fuelling and neon seeding
sources, as shown in figure 2. The neon seeding rate is under
feedback control to keep target heat loads within a prescribed
limit. Cross-field transport is assumed in the form of pre-
scribed conductivity and diffusivity chosen on the basis of
modelling of existing devices. The sputtering rates are taken
from the TRIM database of EIRENE and the atomic ioniza-
tion, recombination and radiative rates are taken from ADAS.

6
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The output consists of, for instance, self-consistently
evolving predicted profiles of densities, temperatures, q-
profiles, heating and current drive and transport coefficients.
Also, core time-traces such as volume/area integrated quantit-
ies of heating and total current, local time traces such as flows
across the separatrix, edge ballooning alpha, qmin/q95 and
average quantities such as line average density and Zeff. For the
SOL/PR output consists of 2D profiles of densities, temperat-
ures, ionization/recombination rates and radiation, time traces
of heat loads, divertor temperatures, gas puff rates, pump rates,
sputtering yields and many more.

3. Flat-top with Fusion Q= 10

The flat-top phase of the simulation starts from a previ-
ous Q= 10 JINTRAC simulation, similar to [2], without the
segregation of deuterium and tritium in the SOL or tungsten
plasma-wall interactions. Using the fuelling scheme described
in section 2.2 with the deuterium gas puff rate set to 1.3 ∗
1022/s results in a pellet frequency of 8 Hz when the pellets
are under feedback to provide the line average density corres-
ponding to a Greenwald density fraction of 85%. At this pel-
let frequency the deuterium and tritium fuelling from pellets
are 0.75 ∗ 1022/s and 0.9 ∗ 1022/s for deuterium and tritium
respectively. As illustrated in figure 5, the ion content in the
core and edge are kept steady with this slightly tritium rich
pellet together with the pure deuterium gas puff. The result-
ing total fuelling rate of ∼2 ∗ 1022/s for D and ∼1 ∗ 1022/s
for T is well within operational limits for both the total and
the tritium throughput in the ITER design [38]. Also, the com-
bined total fuelling rate is consistent with previous JINTRAC
simulations of this scenario [2] and the individual deuterium
and tritium rates balance well the average flux to the pump in
figure 5. The tritium fraction is 49.5% in the core and 40%
in the SOL/PR due to the asymmetry of the fuelling scheme
between D and T. Even with this asymmetry in the SOL/PR
D vs T content, the simulations show that it is possible to
sustain a fusion Q of 10. The final time trace in figure 5
consists of the confinement factor H98 (radiation corrected)
which is 1 throughout the flat-top simulations, showing that
the calculated transport is consistent with the ITER scaling
law [39].

As shown in figure 6, the maximum heat load is kept just
below the limit of 10 MW m−2 throughout the flat-top phase
of the simulation using neon seeding. The neon content is
subsequently tied to the heat load on the divertor targets.
After 4s the level of neon saturates at 0.3% and the average
neon pumped out is equal to the average of the injected and
recycled neon, resulting in a radiation level of 7 MW in the
core during the steady state. The total core radiation, including
bremsstrahlung and synchrotron radiation is 25 MW consist-
ent with previous JINTRAC simulations of this scenario [2].

The amount of neon will be important during the low-density,
current ramp-down phase since too much neon can result in
excessive cooling of the divertor plasma which can result in
full detachment. Also, figure 6 shows the electron temperature
at the inner and outer strike points of the divertor targets, both
of which remain steady and above the 1 eV limit to avoid full
detachment. In addition, the part of the divertor region where
the recombination rate is higher than the ionization rate is lim-
ited to the near strike point plasma at the divertor as illustrated
in figure 7. In a fully detached plasma this region would spread
into the main SOL at the divertor target and not just near the
strike point.

The final time traces demonstrating the steady state for this
scenario are presented in figure 8. The helium level in the core
saturates at 1.9% a helium source rate from fusion reactions of
2 ∗ 1020/s which matches the time averaged helium pump rate.
Finally, the results of figure 8 demonstrate that, in addition to
maintaining acceptable divertor heat loads with low levels of
neon at fusionQ of 10 (shown in figure 6), the tungsten sputter-
ing rate and resulting tungsten radiation remain very low and
there is no accumulation in the core even without any prompt
redeposition of tungsten. Worth noting is that the sputtering
yield is normalized to that of the main ion species in EDGE2D
which is tritium in these simulations.

Profiles in the flat-top phase (at 395 s) for deuterium, tri-
tium, helium, neon, and tungsten are presented in figure 9.
The density peaking is marginally higher for tritium than deu-
terium, in part due to the 45/55 DT mix in the pellets which
penetrates further into the core than the deuterium gas puff,
and in part due to differences in transport between D and
T. The pure deuterium gas puff also results in a deuterium
rich edge. Ion temperature is 14.8 keV on the axis resulting
in a fusion Q of 10.3 for the duration of the flat-top phase.
Also shown in figure 9 are the contributions to the heating
and current density and the resulting safety factor. As expec-
ted, the dominant contribution to the heating power is from
the alpha heating and the total current is dominated by the
inductive current with a small contribution from the auxil-
iary power and bootstrap current. The safety factor crosses
the q= 1 surface twice with the outermost point around
ρt = 0.3. Inside this region the continuous sawtooth model
is active. Worth noting is that, given the current diffusion
time scale, the current density shape and corresponding q-
profile, particularly on the axis where the resistivity is low-
est, will be influenced by the initial condition of the previ-
ous JINTRAC simulations [3] upon which these simulations
originate.

A 2D plot of the deuterium density and the ratio of tritium
to deuterium density are shown in figure 10. We observe that
deuterium is dominant in the far SOL as well as in the private
region below the target plate. To clarify the difference between
deuterium and tritium in the SOL, the density profile along the
outer midplane is shown in figure 11.
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Figure 5. Time traces illustrating the steady state phase of the simulation for 45/55 DT mixed pellets and pure D gas puff. The average flux
to pump for D and T is time averaged over 0.1 s.

Figure 6. Time traces illustrating the steady state phase of the simulation for 45/55 DT pellets and pure D gas puff, showing the maximum
heat load to the targets as well as the neon radiation in the core and SOL/PR. The neon neutral flux is time averaged over 0.05 s in the
bottom right figure.

4. Exit phase

At the time of starting the simulations of the exit phase, the
flat-top consisted of the initial 4 s of simulations. Therefore,
the exit phase starts at 395 s with the sequential ramp down of
density, power, and current.

4.1. Density decay at full auxiliary power and current

Starting from flat-topQ= 10 burning conditions the exit phase
is initialized with a density decay at full auxiliary power and
current, keeping the plasma in H-mode. During this phase the
density is reduced from the flat-top density at Greenwald dens-
ity fraction 85% down to 45% which reduces the fusion Q to
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Figure 7. 2D plot of ionisation/recombination balance at 395 s
including the separatrix in green and the wall contour in black.
Positive values correspond to net recombination and negative ones
to net ionisation.

~5. For the density decay phase, two cases are considered with
summary time traces depicted in figure 12. In the first case,
the pellets are instantaneously switched off and in the second
a linear reduction of 5% per second of the Greenwald dens-
ity fraction is specified which corresponds to an almost linear
reduction of the pellet frequency from 8 Hz to 0 Hz over 5 s.
As the density reduces at full auxiliary power, there is an initial
increase in fusion Q associated with a short increase in fusion
power, and amomentary increase in the heat load to the targets.
This triggers neon seeding and there is a subsequent increase
in neon in the edge and core. With the continued reduction of
density, the ion temperature reduces, and the heat load is once
again below the limit triggering the neon seeding, and the neon
content is then steadily pumped out, reducing the content in
the core and edge. There is also an increase in tungsten sput-
tering and the tungsten content in the core increases though
from very low levels. When the density decays over a slightly
longer timescale in the second case, the maximum heat load is
kept below the limit of 10 MW m−2, except for short spikes
coinciding with the pellets. As the density is reduced at full
NBI power, the NBI shine-through increases from levels of
0.05 MW at flat-top to 0.1 MW and 0.12 MW for the first and
second cases respectively, which are well within acceptable
levels. It is worth noting, as seen in figure 12, that the trends
are very similar in the two cases and none of them result in any
lasting issues in terms of radiation from tungsten in the core,
excessive cool-down of the target risking full detachment or
long exposure to too high heat loads. The remainder of the
exit phase continues from the end of the slower density decay
phase depicted in blue in figure 12.

2s into the slower density decay phase, which is the point of
highest maximum heat load for the targets in this case, the heat
load distribution as well as the temperatures along the target
plates are shown in figure 13. At the radial location of the peak
heat load both Te and Ti are below the sputtering threshold of
5 eV and in the detachment regime range above 1 eV. Also
shown in figure 13 is the 2D profile of the total impurity radi-
ation in the SOL/PR at this time which is dominated by the

neon radiation in the divertor region. As mentioned above, this
amount of neon does not lead to detachment and will gradually
reduce during the remaining exit phase.

4.2. Auxiliary power ramp down at full current and H – L
transition

Following the 8.5 s density decay, corresponding to the longer
of the two studied cases in section 4.1, is an auxiliary power
ramp-down starting at 403.5 s. As described in section 2 and
illustrated in figure 14, the auxiliary power is reduced linearly
over 10 s starting at 403.5 s. Pellet fuelling is used to keep the
Greenwald density fraction at 40% to stay within the validity
of the Martin scaling for the H–L power threshold and to limit
the reduction in fusion power. With the reduction of the pellet
frequency during the previous density decay, the tritium con-
tent in the core was reduced at a higher rate than deuterium
which continued to be fuelled by the deuterium gas puff. The
tritium fraction in the core, which was 50% during the flat-top,
was reduced to 30% by the start of the auxiliary power ramp-
down and remains just below 20% when the pellets are again
needed to keep the Greenwald density fraction from falling
below 20%. At this density and tritium fraction, the resulting
H–L power threshold is around 49 MW, shown in figure 14,
and the remaining fusion power and auxiliary power are high
enough to keep the plasma in H-mode throughout the auxil-
iary power descent as intended. 7 s into the auxiliary power
decrease, the edge ballooning parameter α falls below αcrit
indicating a transition from Type I ELMy regime to ELM-free
H-mode. Towards the end of the auxiliary power ramp-down
at 413.3 s, when the NBI power is down to 0.6MA and the EC
power is down to 10.3 MW, Pcomp ≈ PL–H and the H–L trans-
ition starts. At this time, the plasma dithers between H- and
L-mode for∼0.4 s before it transitions to L-mode and remains
there for the rest of the exit phase. Profiles of the ion pressure
and the ion heat and particle diffusivity are shown in figure 15
before and after the H–L transition illustrating the effect of
the increase in transport at the edge in L-mode. For the heat
diffusivity, the main difference between the H- and L-mode
phases shown is from the change in Bohm transport, while the
deuterium particle diffusivity is also enhanced in the L-mode
by EDWM. The jump at ρt = 0.35 comes from the continuous
sawtooth model which increases the particle diffusivity inside
the outer radius where q= 1.

4.3. Current ramp-down in L-mode

In the final step of the exit phase, the total current is linearly
reduced from 15 MA to 3.75 MA at a rate of ∼0.17 MA s−1,
to stay within the range of controlled plasma current ramp-
down [40], at a fixed Greenwald density fraction and auxiliary
power in L-mode. Following [2] and keeping some EC power
throughout the majority of the ramp-down, the issue of diver-
tor detachment is avoided. As described in section 2, pellet
fuelling is used throughout all stages of the exit phase. When
the total current is down to 10 MA at 445 s the pellet fuel-
ling is turned off and deuterium gas puff alone is sufficient
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Figure 8. Time traces illustrating the steady state phase of the simulation for 45/55 DT pellets and pure D gas puff. The helium flux to the
pump is time averaged over 0.05 s in the middle left plot. The tungsten sputtering yield is normalized to a main ion species which is tritium
for these simulations.

Figure 9. Core profiles at 395 s, in the flat-top phase.

to keep the density at the specified Greenwald density frac-
tion. At this point, the tritium species, which is only a trace at
this point, is removed from EDGE2D for better computational
performance.

Selected time traces of the entire exit phase, including the
density decay, auxiliary power ramp-down, and current ramp-
down, are presented in figure 16. First of all, note that in flat-
top the inductive current is about two thirds of the total cur-
rent and the bootstrap current makes up the majority of the
remaining current. With the reduction of density at full auxili-
ary power, the NBI driven current and EC driven current both
increase as the bootstrap current falls. By the time the plasma is
in L-mode at low density with low auxiliary power, the major-
ity of the total current is inductive. The change inmagnetic flux
is shown at the last closed flux surface in figure 16 and the loop

voltage is the total corresponding to that provided by the cent-
ral solenoid in addition to the PF coils and the voltage induced
by the plasma. The spikes in loop voltage coincide with the
magnetic equilibrium updates in ESCO. Also, worth noting
is the build-up of a current hole on axis with the reduction
of total current while maintaining EC power driving off-axis
ECCD. The bootstrap current on the axis is very low at these
low densities and the inductive current is gradually reduced on
the axis. This leads to an exploding value of the safety factor
on the axis and the numerical failure of the simulation due to
the lack of an MHD instability model within the current hole.
To limit the current hole on axis we then activate a model in
JINTRAC to mimic the MHD instabilities occurring in cur-
rent holes that fill in the central current. The central resistiv-
ity is increased to the value at the outer edge of the current
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Figure 10. 2D profiles of the deuterium ion density and the ratio of tritium to deuterium density in the SOL/PR at 395 s, in the flat-top phase.

Figure 11. Deuterium and tritium density profiles along the outer midplane at 395 s. The radial grid extends slightly inside the separatrix.

hole, and this effect is clearly seen in the evolution of q0 in
figure 16 with an almost instant reduction of the safety factor
along the axis. Note that removing or changing the ECCD
could also be beneficial to avoid the development of the cur-
rent hole. A detailed study of the ECCD including the launcher
settings taking into account a decreasing plasma volume dur-
ing this phase is not within the scope of this work. Finally, the
plasma internal inductance increases steadily as the current is
decreased. To ensure vertical stability in this phase, vertical
stability and shaping control will be used in the ITER experi-
ment, but this is not included in our fixed boundary modelling
simulations. The increase in internal inductance and reduction
in poloidal beta, both reduce the vertical stability margin [41],
as found in previous ITER ramp-down simulations [42]. The
vertical stability appears to be within the stability margin down
to ∼7.5 MA if we consider the indirect comparison with the
CORSICA cases, shown in figure 17 and published in [42, 43].

However, adequate evaluation of the vertical stability cannot
be achieved using fixed boundary simulations, and requires
further work using a more adequate modelling tool such as
DINA [35] or ITER High Fidelity Plasma Simulator (HFPS)
[44].

5. Summary and conclusions

The presented work consists of the details of the sustainment
of the flat-top Q= 10 phase and the step-wise approach for
the robust termination of plasma for the ITER 15MA baseline
scenario. The flat-top simulations demonstrate the possibility
of sustaining a fusion Q of 10 using DT pellets and pure deu-
terium gas puff, which is an option to make more effective use
of tritiumwhile stayingwithin operational limits and including
plasma-wall interactions, tungsten divertor and accumulation
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Figure 12. Time evolution during the density decay phase at full auxiliary power and current. Linear reduction of 5%−1 of Greenwald
density fraction (blue) and pellet switch-off (orange).

Figure 13. Power density and temperature profiles along the inner part (up until 0.5 m) of the inner and outer target at 397 s, 2 s into the
density decay at full current and auxiliary power (left) when the heat load at its peak location is the highest during the density decay. 2D
profiles of the total impurity radiation in the SOL/PR (right) at this time.

as well as neon seeding. Using this fuelling scheme requires
that the pellet mix is slightly tritium rich to keep a 50/50
mix of deuterium and tritium in the core. The maximum heat
load to the targets is kept just below the operational limit
of 10 MW m−2 with neon seeding under feedback from the

private region. The amount of neon is saturated during the flat-
top phase at a level that does not cause full detachment during
the exit phase and there is no tungsten accumulation occurring.
Worth mentioning is that the effect of discrete ELMs on the
Q= 10 flat-top phase of this scenario has been shown to result
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Figure 14. Time traces of the auxiliary power ramp-down starting at 403.5 s and subsequent H–L transition at ∼413.5 s.

Figure 15. Profiles before and after the H–L transition.

in an increase in tungsten levels in the core and SOL/PR [45]
and the impact of this on the scenario needs to be explored
further in future work. An ELM mitigation system, as fore-
seen, may therefore be required for stable operation at high
performance. The sequential setup for the exit phase consists
of a gradual reduction of density at full auxiliary power and
current followed by a ramp down of the auxiliary power, a late
H-L transition and, finally, a current ramp down in L-mode.
The density decay phase shows the promising result that the
density can be reduced rather quickly. In these simulations, the
density is reduced from the flat-top value of 85% Greenwald

density to 45% over 8 s without significant issues for heat
load or radiation. The reduction of the pellet frequency during
the density decay significantly reduces the fraction of tritium
in the core, though the fusion power and remaining auxiliary
power in the power ramp down phase are enough to keep the
plasma in H-mode. An H-L transition occurs at the end of the
auxiliary power ramp down that facilitates radial position con-
trol and vertical stability of the plasma during this transition.
Finally, the total current is reduced from 15 MA to 3.75 MA
in L-mode, with a change in magnetic flux at LCFS of 19Vs
which is within the design constraints for ITER [46], while

13



Nucl. Fusion 64 (2024) 126033 F. Eriksson et al

Figure 16. Time traces summarizing the exit phase starting from the flat-top burning phase at 395 s.

Figure 17. Internal inductance during the current ramp-down (green) compared to CORSICA simulations published in figure 16 of [42]
taking into account vertical stability during the current ramp-down. Reproduced courtesy of IAEA. Figure from [42]. © 2018, ITER
Organization.
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remaining within operational limits. In this work, the full EC
power is used in the range ρt = 0.1− 0.3. The potential use of
the central EC to stabilize tearing modes [47] or limit current
holes is outside the scope of this paper.
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Appendix. Core-Edge boundary coupling

When running JETTO and EDGE2D coupled in JINTRAC,
the EDGE2D grid is constructed to extend a very short (≈
mm’s) distance inside the separatrix, and the innermost grid
surface is taken to define the plasma boundary for JETTO.
There is no overlap of the edge and core domains, so con-
sistency of the solution is attained through continuity of
solution variables and fluxes at the core-edge interface. The
fluid equations that are coupled across this boundary are
the particle continuity equations for all ion charge states,
the ion temperature (Ti) equation, and the electron temper-
ature (Te) equation. In JINTRAC zero parallel/toroidal velo-
city condition is enforced at the core-edge boundary surface,
which decouples JETTO’s toroidal momentum equation from
EDGE2D parallel momentum equations. In addition, neutral
fluxes crossing the core-edge boundary surface are exchanged
to provide continuity for the separate source modelling com-
ponents in the core and in the edge. Core-edge boundary con-
ditions are always configured so that a flux condition is used
by one code and a Dirichlet condition by the other. The code
chosen to use a flux condition is the one which will generally
receive a positive influx, as boundary conditions with outfluxes
can lead to negative solutions and a Dirichlet condition is
then the better option. This has resulted in the choices presen-
ted in table A1. The flux condition for EDGE2D at the core
boundary is enforced by using a Dirichlet boundary condition
where the value imposed is poloidally uniform and adjusted
to generate the supplied flux. The impurity density of indi-
vidual charge states may have strong poloidal dependence near
the core boundary arising from the influence of temperature
variations on the ionisation-recombination balance. Imposing
the Dirichlet boundary condition uniformly at the core is
contradictory and can give rise to unphysical and destabil-
ising radial fluxes. Instead the density is distributed by evenly
mixing in the poloidal distribution from the neighbouring
ring.

Table A1. Boundary conditions.

Equation EDGE2D JETTO

ni Flux Density
Ti Flux Temperature
Te Flux Temperature
nZ Density Flux
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