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A B S T R A C T

In contrast to the conventional Transient Plane Source (TPS) method, the Transient Plane Source Scanning
(TPSS) technique allows for the direct determination of the specific heat capacity and requires the use of
a specially designed sample holder for accurate measurements. While this method correctly determines the
specific heat capacity of samples with moderate and high thermal conductivity, it tends to underestimate
the values for those with low thermal conductivity. This paper demonstrates that the underestimated specific
heat capacity results from heat loss during the measurement process. To precisely quantify the heat loss,
a numerical model based on the finite element method was developed, with key material properties tuned
based on measurement data. This model can closely describe the curve of measured thermal response, thereby
enabling the precise determination of the specific heat capacity. Consequently, this study introduces a novel
approach that incorporates numerical simulation to enhance TPSS measurements of poorly conducting samples,
providing a reliable alternative for determining the specific heat capacity.
1. Introduction

The specific heat capacity (𝐶𝑝) refers to the energy necessary to
raise the temperature of a unit mass of material by a finite difference in
temperature [1]. It plays a vital role in the design of devices for ther-
mal management. Accurate measurements are essential for optimizing
system behavior in industries like aerospace [2,3], automotive [3–5],
energy storage [6,7], construction [8–10] etc.

Calorimetry methods such as differential scanning calorimetry (DSC)
[11], drop calorimetry [12], adiabatic calorimetry [13,14], and re-
cently the Transient Plane Scanning Source (TPSS) method [15] are
commonly used to directly measure 𝐶𝑝.

The Transient Plane Source (TPS) method has been used to char-
acterize a wide range of materials, such as polymers [16,17], building
materials [18], textiles [19,20], and graphene composites [21,22]. This
method utilizes a thin metal structure in the shape of a double spiral,
which performs two simultaneous functions: (1) it serves as a heat
source through Joule heating of the spiral and hence the surrounding
material, and (2) acts as a sensing element that records a response curve
of temperature increase, 𝛥𝑇 (𝑡), that results from the heating [23]. This
response curve is referred to as the temperature transient or thermal
response in the text below. Since the resistance of the sensor changes

∗ Corresponding author at: Department of Chemistry and Chemical Engineering, Chalmers University of Technology, Gothenburg, 41296, Sweden.
E-mail addresses: zijin@chalmers.se (Z. Zeng), besira.mihiretie@hotdiskinstruments.com (B. Mihiretie).

with temperature, the Joule heating alters the electrical resistance of
the metal spiral, which disrupts the balance of the Wheatstone bridge.
The resulting imbalance in voltage is measured with a sensitive volt-
meter. Given the temperature coefficient of resistance, 𝑎, and the initial
resistance, 𝑅0, of the sensor, one can relate the average temperature
change of the sensor to its electrical resistance over time, 𝑅(𝑡), as
follows [24]:

𝑅(𝑡) = 𝑅0[1 + 𝑎 ⋅ 𝛥𝑇 (𝑡)] (1)

In this study, a nickel metal embedded between two protective
polyimide (Kapton) films is utilized as the sensor (Fig. 1a), as it offers a
well-defined temperature coefficient of resistance. Using this method, it
is possible to calculate the thermal conductivity and thermal diffusivity
from a single measurement of thermal response curve 𝛥𝑇 (𝑡) according
to Eq. (2) [23].

𝛥𝑇 (𝜏) = 𝑃 (𝜋3∕2𝑟𝜆)−1𝐷(𝜏) (2)

where 𝑃 is the heating power from the sensor, 𝑟 is the radius of the
sensor, 𝜆 is the thermal conductivity of the specimen material, and 𝐷(𝜏)
https://doi.org/10.1016/j.tca.2024.179883
Received 12 August 2024; Received in revised form 18 October 2024; Accepted 19
vailable online 28 October 2024 
040-6031/© 2024 The Authors. Published by Elsevier B.V. This is an open access a
 October 2024

rticle under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 

https://www.elsevier.com/locate/tca
https://www.elsevier.com/locate/tca
mailto:zijin@chalmers.se
mailto:besira.mihiretie@hotdiskinstruments.com
https://doi.org/10.1016/j.tca.2024.179883
https://doi.org/10.1016/j.tca.2024.179883
http://creativecommons.org/licenses/by/4.0/


Z. Zeng et al. Thermochimica Acta 742 (2024) 179883 
Fig. 1. Sensor profile and schematic of the measurement setup (a) Hot Disk Sensor 5501 insulated by polyimide films. (b) Gold sample holder attached to a Hot Disk Sensor 5501.
(c) Schematic of a measurement with a sample.
is a dimensionless time function of 𝜏, which is defined as a function of
thermal diffusivity, 𝛼 and measurement time, 𝑡 [23].

𝜏 =
( 𝑡
𝜃

)1∕2
𝑎𝑛𝑑 𝜃 = 𝑟2∕𝛼 (3)

In instances where both thermal conductivity and thermal diffusiv-
ity can be simultaneously determined from an iterative data fitting of
the experimentally recorded temperature transient in accordance with
Eq. (2), the volumetric heat capacity, 𝜌𝐶𝑝, of a specimen with density
𝜌 can be calculated using:

𝜌𝐶𝑝 = 𝜆∕𝛼 (4)

Determining the 𝜌𝐶𝑝 from 𝜆 and 𝛼 is applicable to homogeneous
isotropic materials like powders, pastes, and pure metals that feature a
specific sample size and thermal transport properties [25]. This method
offers a reliable and practical approach for determining the specific
heat capacity of relatively large specimens. Following this approach,
authors in ref [26] measured the 𝐶𝑝 of polymers, including poly(methyl
methacrylate) (PMMA), across a wide temperature range (from 25 K to
400 K).

Similarly, for a homogeneous slab specimen, the Hot Disk Slab
method [27] allows for the simultaneous measurement of the in-plane
thermal conductivity and thermal diffusivity using only one tempera-
ture transient, leading to the determination of the volumetric specific
heat capacity. However, challenges may arise when dealing with small
samples with high thermal conductivity even if isotropic, rod-shaped
specimens, or extremely conductive slabs are investigated [25].

On the other hand, for materials that are anisotropic and/or inho-
mogeneous, like many of the contemporary samples produced in the
industries mentioned earlier, using Eq. (4) to determine the 𝐶 is not
𝑝

2 
feasible. In fact, it is essential to know the volumetric heat capacity
of materials beforehand if one aims to extract the direction-dependent
thermal conductivity and thermal diffusivity from temperature tran-
sients [28,29]. This necessity motivated the development of the TPSS
method, which utilizes the same experimental instrument (the thermal
constant analyzer supplied by Hot Disk AB, Gothenburg, Sweden) as
the TPS method but with the addition of sample holder and dis-
tinct algorithms (see Section 2 for more details). However, the TPSS
method presents challenges when measuring materials with a thermal
conductivity lower than approximately 1 W∕(m K ) [30].

It is also possible to employ the Dynamic Plane Source (DPS) ap-
proach [31,32] for characterizing the 𝐶𝑝 of high-conductivity materials
directly. This method is similar to the TPPS method but does not require
a special sample holder. To accurately determine 𝐶𝑝 with this method,
certain criteria must be met. For example, the thermal mass of the
sample must be significantly higher than that of the sensor, posing
challenges for materials with a low thermal conductivity. Additionally,
the thermal conductivity of the sample should be at least 100 times that
of its insulating surroundings [25]. For example, using an expanded
polystyrene foam (EPS) with a thermal conductivity close to 0.03
W∕(m K ) sets the approximate working range for the required thermal
conductivity to greater than 3 W∕(m K ).

Numerous experimental and numerical investigations have been
conducted to validate the standard TPS method [33–41] , and several
sensitivity analyses have been carried out to provide valuable informa-
tion for thermal properties identification and experimental design [42–
44]. However, to the best of our knowledge, studies regarding the TPSS
method are rare, and no study has been conducted to improve this
method for low thermal conductivity materials.

In summary, the TPSS method is mainly suited for materials with a
relatively high thermal conductivity (>1 W∕(m K )). This study aims to
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extend its applicability to low thermal conductivity materials, including
most polymers. To achieve this, a finite element method (FEM) model
s developed, which permits to optimize data fitting and analysis, and
hus aids in identifying relevant parameters that may contribute to
otential sources of error, such as heat loss to the surrounding insula-

tion materials. By understanding these factors, a well-tuned simulation
model is proposed that enables accurate data extraction of the 𝐶𝑝.
The improvement of the developed model is then evaluated by testing
it on a PMMA polymer, which has a low thermal conductivity of
pproximately 0.19 W∕(m K ) [45], as well as on glass (approximately
.0 W∕(m K )) and copper samples (approximately 398 W∕(m K )).

2. The transient plane source scanning method

This section first introduces the experimental setup, the theoretical
framework supporting the TPSS method, and the subsequent data anal-
sis for 𝐶𝑝 determination. It is followed by a systematic experimental

study on representative samples, illustrating the current capabilities
nd limitations of the method.

2.1. Experimental setup and theory

As outlined in the previous section, the TPSS method necessitates
an additional sample holder and enables the direct measurement of the
𝐶𝑝. In this study, the sample holder is made of a gold alloy with a gold
purity of 75% (Fig. 1b).

Two steps are involved in the TPSS method [15]. First, a measure-
ment is conducted with an empty sample holder, referred to as the
older measurement. This step provides crucial information regarding
he 𝐶𝑝 of the sample holder itself and the heat loss occurring during
he measurement. The second step is to conduct a measurement with
he sample placed inside the sample holder, referred to as the sample

measurement. In both cases, the sample holder is sandwiched between
insulation materials (Fig. 1c), which minimizes heat loss.

For the first step, the holder measurement, the specific heat capacity
equation can be expressed as follows [15]:

𝑃ℎ = [(𝑚𝐶𝑝)ℎ + 𝑓ℎ(𝑡)]
𝑑
𝑑 𝑡 (𝛥𝑇ℎ(𝑡)) (5)

where 𝑃ℎ represents the power input from the sensor during the holder
easurement, (𝑚𝐶𝑝)ℎ is the heat capacity of the sample holder, and

𝑑
𝑑 𝑡 (𝛥𝑇ℎ(𝑡)) represents the rate of temperature increase of the sensor.
It is assumed that there exists a heat loss equation [15], denoted
s 𝑓 (𝑡), which governs the rate of heat loss during the measurement
y 𝑄(𝑡) = 𝑑

𝑑 𝑡 (𝛥𝑇 (𝑡))𝑓 (𝑡). 𝑓ℎ(𝑡) is the heat loss equation for the holder
easurement.

During the second step, the sample measurement, we assume that
he sensor adequately captures the thermal response of the sample after
 certain time [15,25]. The total measurement time should be long

compared to this certain time duration. A detailed discussion about
ow to decide the total measurement time can be found in Section 2.2.

Based on these assumptions, Eq. (6) can be written for the sample
measurement in a similar manner as Eq. (5) [15]:

𝑃𝑠 = [(𝑚𝐶𝑝)ℎ + (𝑚𝐶𝑝)𝑠 + 𝑓𝑠(𝑡)]
𝑑
𝑑 𝑡 (𝛥𝑇𝑠(𝑡)) (6)

where 𝑃𝑠 represents the power input from the sensor during the sample
measurement, (𝑚𝐶𝑝)𝑠 is the heat capacity of the sample, 𝑑

𝑑 𝑡 (𝛥𝑇𝑠(𝑡)) rep-
resents the rate of temperature increase of the sensor during the sample
measurement, and 𝑓𝑠(𝑡) is the heat loss equation for the sample mea-
surement. The heating power during the sample measurement should
e increased to achieve a similar temperature increase as observed for

the holder measurement [30]. In the phase of the measurement where
he 𝛥𝑇ℎ(𝑡) and 𝛥𝑇𝑠(𝑡) exhibit linear alignment, it is assumed that 𝑓ℎ(𝑡) is

equivalent to 𝑓𝑠(𝑡). This assumption allows for the derivation of a final
equation to calculate the heat capacity of the sample [15]:
𝑃𝑠
𝛿𝑠

−
𝑃ℎ
𝛿ℎ

= (𝑚𝐶𝑝)𝑠 (7)

where 𝑃 is the average power input from the sensor and 𝛿 is the average
rate of temperature increase, defined as 𝑑 𝛥𝑇 (𝑡).
𝑑 𝑡

3 
Table 1
Three types of samples and the expected time ranges for calculating 𝐶𝑝.

Material Expected time ranges

Copper 20–40 s
Glass 40–80 s
PMMA 120–240 s

2.2. The determination of total measurement time

In both case of the holder measurement and sample measurement,
the measurement time should be longer than the time it takes to es-
tablish a non-varying temperature gradient inside the holder or holder-
sample assembly. After the non-varying temperature gradient is estab-
lished, the recorded 𝑑

𝑑 𝑡 (𝛥𝑇 (𝑡)) of the sensor can represent that of the
ample holder or holder-sample assembly, which is the foundation of
q. (5) and Eq. (6).

In an ideal case, where a cylindrical sample is heated by a uniform
and constant heat flux from its bottom surface (see inset of Fig. 2a),
and assuming no heat loss, the time needed to establish a non-varying
temperature gradient within the sample, known as the settling time, can
be estimated by 𝑙𝑠2∕𝛼. Here, 𝛼 denotes thermal diffusivity, 𝑙 represents
the characteristic length [15,25], and subscript 𝑠 refers to the sample.
The characteristic length of the sample is its height in the direction
perpendicular to the sensor surface.

On the other hand, for a measurement where an additional sample
older is utilized (this work), the settling time could be estimated using
𝑙𝑠

√

𝛼𝑠
+ 𝑙ℎ

√

𝛼ℎ
)2, where subscript ℎ denotes the sample holder [15,25]. In

actual cases where the sample holder has a much higher thermal diffu-
sivity than the sample, 2 𝑙𝑠2∕𝛼 is utilized for calculating the settling time
of the holder-sample assembly [25,30]. In addition, it is recommended
hat data analysis should focus on the time range between 2 ⋅ 𝑙2𝑠∕𝛼 to
4 ⋅ 𝑙2𝑠∕𝛼 seconds for the subsequent heat capacity calculation [25,30].
The time ranges based on this recommendation were utilized in the
ollowing section for 𝐶𝑝 calculation.

2.3. Experimental results and data analysis

Utilizing the aforementioned two-step experimental procedure, the
recise determination of the power delivered to the sample, which
s instrumental in influencing the temperature throughout the entire
ulk specimen, can be achieved. Furthermore, the average rate of

temperature rise, 𝛿, is calculated from the measured data within a
recommended time range. This allows for the determination of the 𝐶𝑝
sing Eq. (7). Data from different time ranges were used to calculate

the specific heat capacity of different samples. Table 1 provides an
overview of the sample types and expected time ranges. The reason and
he detailed methodology for deciding the time ranges are explained in
ection 2.2. As outlined, the selection of the time range depends on

the thickness and thermal diffusivity of the sample. It should be noted
hat the settling time of the gold sample holder must also be considered,
hich is circa 20 s; hence the earliest time range should start from 20 s.

To systematically evaluate the existing measurement method, we
measured the temperature transient of samples with varying thermal
diffusivity at room temperature (293 K). Exemplary temperature tran-
sients of the holder measurement and sample measurement of different
samples are shown in Fig. 2b. Heating powers used during the measure-
ments were as follows: 80 mW for the holder measurement, 160 mW
for copper, and 130 mW for both copper and PMMA. These sample
types consisted of 99% pure copper, float glass obtained from VWR,
and atactic PMMA with a weight-average molecular weight (𝑀 𝑤)
of 94 kg/mol and a polydispersity index (PDI) of 1.5, sourced from
Polysciences. The thermal conductivity of PMMA at room temperature
is expected to be approximately 0.19 W∕(m K ) [45].

The comparison of 𝐶𝑝 of those samples is presented in Fig. 2c. The
reference 𝐶 of the glass and PMMA in Fig. 2c are determined using
𝑝
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Fig. 2. (a) Comparison of average temperature increase between the sensor and sample in an ideal scenario, where a cylindrical sample is heated by a uniform heat flux from its
bottom, with no heat loss (see inset). (b) Temperature transient (temperature increase over time) measured by the sensor in the holder measurement and the sample measurements.
(c) Comparison between 𝐶𝑝 of the samples at room temperature (293 K) obtained from the TPSS method and reference values from DSC1(glass, PMMA) or DPS2(copper). (d) The
value of 𝐶𝑝 calculated using moving time windows ([t-0.4 s, t+0.4 s]) with a short interval of 0.8 s.
DSC. Instead, the reference specific heat capacity of copper is obtained
using the DPS method [32], which is reliable for samples with a high
thermal conductivity. Each reported TPSS value of average 𝐶𝑝 is based
on three measurements. The error bars are related to the fluctuation of
calculated 𝐶𝑝 within corresponding time ranges (Fig. 2d).

The average TPSS values for copper and glass are in good agreement
with the reference values, but the value for PMMA is significantly
underestimated. To preliminarily investigate the cause of the under-
estimation, we recalculated the 𝐶𝑝 using moving time windows [𝑡-0.4
s, 𝑡+0.4 s] with a small interval of 0.8 s [41], instead of all the data
from the expected time range. Here, 𝑡 represents the central point of
the time window. In our measurements, an interval of 0.8 s is used to
record data across all three types of samples, serving as the thermal
response sensing period. Consequently, this 0.8 s interval represents
the smallest time window available for the determination of 𝐶𝑝. This
analysis provides a more detailed insight into how the calculated values
of 𝐶𝑝 evolve over time.

It is observed that the calculated 𝐶𝑝 of all the samples initially
increases and then declines over time (Fig. 2d). The colored regions

1 Measured using a DSC 2 calorimeter supplied by Mettler Toledo,
Greifensee, Switzerland.

2 Measured using a thermal constant analyzer supplied by Hot Disk AB,
Gothenburg, Sweden.
4 
indicate the time ranges for calculating 𝐶𝑝 of copper and glass. In the
case of the copper sample, the increasing phase is notably shorter than
that of the other samples, owing to its high thermal diffusivity. Within
20 s to 40 s, there is a range of data with a minimal fluctuation of
around 1%. For the glass sample, the fluctuation of 𝐶𝑝 from 40 s to 80
s is noticeably larger, around 3%. For copper and glass, a state could
be reached where the heat loss has a relatively small impact on the
measurement accuracy. However, when the data outside this state is
used to calculate the 𝐶𝑝, the results are inaccurate. This implies that the
measurement results are sensitive to the selection of the time window
utilized for the calculation.

In contrast, for the PMMA sample, there is a 13% drop in 𝐶𝑝 from
120 s to 160 s. If the data is extrapolated linearly to 240 s, the drop
from 120 s to 240 s is expected to be even more significant. Since the
calculated 𝐶𝑝 of PMMA around 160 s is already much lower than the
reference value and is expected to decrease further over time, the data
from 160 s to 240 s were not experimentally obtained but extrapolated
by a linear fit.

3. Numerical simulation

In this section, we present a simulation model using finite element
method (FEM) (Section 3.1) and proceed to describe a modeling ap-
proach we term ‘a well-tuned model’, grounded in TPSS measurement
data (Section 3.2).
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Fig. 3. Schematic of the model accompanied by its cross-sectional view. Selected components have been scaled in the cross-sectional view to accommodate the wide range of
dimensions and ensure all elements are discernible. An ideal heat source with a circular boundary (marked in red) is used to represent the double spiral sensing element.
3.1. The development of a FEM model

A 3-dimensional (3D) FEM simulation of the TPSS experimental
approach was reported in Ref. [46]. These simulation results demon-
strated good agreement with high and moderately conducting materi-
als. However, it was noted that for low thermal conductivity materials,
the TPSS method tends to underestimate the 𝐶𝑝 values, an issue this
study aims to address. Due to the nearly axisymmetric nature of the
measurement setup, its simulation model can be simplified to two
dimensions (2D) [37,40]. For the current study, which involves the
analysis of multiple parameters, a 2D simulation was chosen. This
preference is due to its efficiency in accurately capturing heat transfer
properties while also reducing the computational time. Furthermore, a
mesh independence analysis was conducted to select the optimum mesh
configuration for accuracy and computational efficiency (Fig. S1).

A detailed visualization of each component within the model is
achieved through a 3D representation, crafted by rotating the 2D
geometry, and is accompanied by dimensional details (Fig. 3) that
correspond to the experimental TPSS counterpart.

To simplify the simulation model, the following assumption were
made:

• The heat transfer between measurement setup and ambient envi-
ronment is negligible (adiabatic boundary condition).

• Inside the setup, heat transfer via convection and radiation is
negligible.

• The measurement setup is axisymmetric, which means the effect
from sensor leads, and the non-circular shape of the sample, are
negligible.

• Material properties are assumed to be constant during the mea-
surement.

• The spiral sensing element of the sensor can be represented by an
ideal circle boundary heat source.

Material properties utilized in these simulations are summarized in
Table 2. The simulation utilized the heat transfer module for solids
in COMSOL Multiphysics, and the governing equations for non-steady
state heat conduction employed in the simulation are presented as
follows:

𝜌𝐶𝑝
𝜕 𝑇
𝜕 𝑡 + ∇𝑞 = 𝜙 (8)
𝑞 = −𝜆∇𝑇 (9)

5 
Table 2
Summary of the component properties used in the simulation for sensitivity analysis.

Component Material 𝜆
(W∕(m K ))

𝐶𝑝
(J∕(k g K ))

𝜌
(kg/m3)

Sample holder Gold alloy 44 ± 10a 177b 15500c

Insulation material Polyimide foam 0.039 ± 0.002d 1090e 6.6c

Polyimide film Polyimide 0.12e 1090e 1420e

a Measured by the Hot Disk slab method [27].
b Calculated based on the specific heat capacity of the ingredients.
c Calculated from mass and volume.
d Measured by the Hot Disk isotropic method [24].
e Obtained from Ref. [47].

where 𝑞 denotes heat flux by conduction, while 𝜙 is the power supplied
from the heat source. The thermal contact resistance, 𝑅𝑐 , is integrated
in the simulation model by assigning an equivalent thin resistive layer
between the geometry of the sample and sample holder. The heat
conduction across the resistive layer is governed by,

𝑞 = 1
𝑅𝑐

(𝑇ℎ − 𝑇𝑠) (10)

where 𝑇ℎ and 𝑇𝑠 are the temperature sample holder and the sample at
their contact interface, respectively.

3.2. Development of the well-tuned model

The development and utilization of the well-tuned model consists of
four steps (Fig. 4).

Firstly, a FEM model (Section 3.1) based on the actual experimental
setup and the components used in the holder measurement (without
sample) was developed.

Secondly, we employed the FEM model to conduct a sensitivity
analysis to different material properties. According to the sensitivity
analysis, we identify four crucial parameters that potentially influence
the thermal response in the holder measurement to a significant degree.

Thirdly, these identified key parameters were finely tuned through
a parameter estimation analysis that utilized data from the holder
measurement, resulting in the well-tuned model which can closely
describe the actual measurement.

In a final step, a sample was added to the well-tuned model, while
the four key parameters obtained in the previous step were held con-
stant. Sample measurement data were then incorporated into the model
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Fig. 4. The work flow of the simulation, including the development of the well-tuned model and its implementation.
for another parameter estimation analysis, enabling the determination
of the 𝐶𝑝 of the sample.

3.2.1. Sensitivity analysis
In the sensitivity study, a simulation based on the parameters in

Table 2 was conducted to find out how a change in parameter 𝑥 influ-
ences 𝛥𝑇 (𝑡) in the measurement, namely the sensitivity coefficient 𝑆𝑥(𝑡).
Following Ref. [42,48,49], we define 𝑆𝑥(𝑡) as the difference of thermal
response caused by changing a parameter 𝑥 by a certain tolerance of
𝜖. To determine 𝑆𝑥(𝑡), a parameter sweep study is conducted with the
target parameter being assigned to different values (𝜖 = 0.1%), while
keeping other parameters fixed. Using the equation below, 𝑆𝑥(𝑡) is
calculated from the thermal response,

𝑆𝑥(𝑡) =
𝛥𝑇𝑥+𝜖(𝑡) − 𝛥𝑇𝑥(𝑡)

𝜖
(11)

The outcomes of 𝑆𝑥(𝑡) distinctly demonstrate that different parame-
ters have specific impacts on 𝛥𝑇 (𝑡), as illustrated in Fig. 5a and Fig. 5b.
In the holder measurement, the sample holder plays a crucial role in
the holder measurement, with its thermal conductivity (𝜆ℎ) and specific
heat capacity (𝐶𝑝,ℎ) considerably affecting 𝛥𝑇 (𝑡). The thermal conduc-
tivity of the insulation material (𝜆𝑖) also markedly influences 𝛥𝑇 (𝑡)
and its influence increases dramatically with time. Additionally, the
thermal conductivity of the polyimide film (𝜆𝑘) is another parameter
of interest. Since an ideal circular boundary heat source was employed
to represent the spiral sensing element, 𝜆𝑘 in the simulation serves as
an equivalent thermal conductivity that enables the ideal heat source to
accurately replicate the behavior of the actual spiral. Therefore, these
four parameters are selected to be tuned based on the data from the
holder measurement.

In the parameter estimation, it is necessary to determine if the
parameters being estimated exhibit linear correlation within the input
data range. If such correlation exists, simultaneous estimation of the
correlated parameters becomes infeasible [48]. During the period after
20 s, the sensitivity to 𝜆𝑘 (𝑆𝜆𝑘 ) and 𝜆ℎ (𝑆𝜆ℎ ) tends to remain constant.
This implies that these two parameters are not correlated with the other
two parameters, 𝜆𝑖 and 𝐶𝑝,ℎ, whose sensitivity (𝑆𝜆𝑖 , 𝑆𝐶𝑝,ℎ

) varies over
time with different derivatives. 𝑆𝜆𝑖 has no linear correlation with 𝑆𝐶𝑝,ℎ
throughout 160 s, while 𝑆𝜆𝑘 tends to be linearly correlated with 𝑆𝜆ℎ
after 20 s (Fig. S2a). The non-linear relationship between 𝑆𝜆𝑘 and 𝑆𝜆ℎ
from 10 s to 20 s still allows for the simultaneous estimation of these
two parameters based on the measured data.
6 
A sensitivity analysis was conducted for a measurement of copper
(Fig. 5b). In this case, the sensitivity to the specific heat of the copper
(𝑆𝐶𝑝,𝑐

) increases over time, which is in agreement with other transient
measurements of 𝐶𝑝 in a thermal-insulated condition [50,51]. The
sensitivity of the equivalent thermal contact resistance between the
sample and the sample holder (𝑆𝑅𝑐

) remains constant at an appreciable
level after a short period and does not correlate with 𝑆𝐶𝑝,𝑐

. Therefore,
these two parameters could be estimated at the same time.

On the other hand, the sensitivity to 𝜆𝑖 (𝑆𝜆𝑖 ) and 𝐶𝑝,ℎ (𝑆𝐶𝑝,ℎ
) rises

over time. These two parameters were estimated in step 3 and utilized
as the input parameters when estimating 𝐶𝑝,𝑐 . Relatively high sensitiv-
ity to these parameters suggests that their uncertainty has a greater
influence on the final result of 𝐶𝑝,𝑐 . When considering the influence of
𝜆𝑖, time windows starting after 20 s are preferred because of a higher
relative sensitivity to the specific heat capacity of copper (𝑆𝐶𝑝,𝑐

∕𝑆𝜆𝑖 ,
Fig. S2b). Meanwhile, 𝑆𝐶𝑝,𝑐

∕𝑆𝐶𝑝,ℎ
remains relatively constant after 20

s, indicating the data after this time are comparable in terms of the
potential influence of 𝐶𝑝,ℎ.

Overall, 𝜆ℎ, 𝐶𝑝,ℎ, 𝜆𝑖, and 𝜆𝑘 could be simultaneously identified in
step 3, while the specific heat capacity of the sample (𝐶𝑝,𝑠) and 𝑅𝑐 could
be estimated in step 4.

3.2.2. Parameter estimation and model validation
The well-tuned model shares the same physical framework as the

FEM model developed in the previous section. However, the four key
material properties (𝜆ℎ, 𝐶𝑝,ℎ, 𝜆𝑖, 𝜆𝑘) in the well-tuned model were
determined through a parameter estimation study (step 3) based on
the holder measurement data. Specifically, the data from 10 s to 160
s, with a heating power of 80 mW, were utilized. In step 4, the
time windows immediately after the sample achieved a non-varying
temperature gradient were utilized: 20 s to 40 s for copper, 40 s to
80 s for glass, and 120 s to 160 s for PMMA.

The parameter estimation study is based on the least-square method
governed by the following equation,

𝐽 =
𝑡+𝛥𝑡
∑

𝑛=𝑡
[𝛥𝑇𝑛(𝜆ℎ, 𝐶𝑝,ℎ, 𝜆𝑖, 𝜆𝑘) − 𝛥𝑇𝑛]2∕2 (12)

where 𝐽 is the least-square objective value, 𝛥𝑇𝑛 represents the simu-
lated average temperature increase of the sensor and 𝛥𝑇𝑛 corresponds to
the measured average temperature increase, both evaluated at various
time points 𝑡.
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Fig. 5. (a) The sensitivity coefficient 𝑆𝑥(𝑡) for 𝐶𝑝.ℎ, 𝜆𝑖, 𝜆ℎ, 𝐶𝑝.𝑖 and 𝜆𝑘 obtained from the FEM model of the holder measurement. The sensitivity to the parameters estimated in
step 3 are represented by solid lines. (b) 𝑆𝑥(𝑡) for 𝐶𝑝,𝑐 , 𝐶𝑝,ℎ, 𝑅𝑐 , and 𝜆𝑖 obtained from the FEM model of copper measurement. The sensitivity to the parameters estimated in step
4 are represented by solid lines.
Fig. 6. (a) Comparison of the average 𝛥𝑇 (𝑡) of the sensor between the measurements (dashed lines) and the well-tuned model (solid lines) for a heating power of 40 mW (blue),
80 mW (black), and 120 mW (red). (b) Comparison of the first derivative of 𝛥𝑇 (𝑡) between the measurement and the well-tuned model.
Table 3
Average effective values from three trials of parameter estimation, each
based on different sets of hold measurement data.

Parameter Estimated value

𝜆ℎ (W∕(m K )) 34.6 ± 1.1
𝜆𝑖 (W∕(m K )) 0.057 ± 0.001
𝜆𝑘 (W∕(m K )) 0.017 ± 0.002
𝐶𝑝,ℎ (J∕(k g K )) 153.5 ± 4.3

In the parameter estimation, a derivative-free optimization method,
specifically the bound optimization by quadratic approximation
(BOBYQA), has been employed. The core principle of the BOBYQA
method involves iteratively approximating the objective function with
a suitable quadratic model [52].

To validate the model resulting from this step, we initially compared
the measured and simulated 𝛥𝑇 (𝑡) for different power values (Fig. 6a).
Note that only the measured data with a heating power of 80 mW
was utilized in step 3. The maximum difference observed between
the simulated and measured data was 1%, indicating that the model
from step 3 accurately describes and predicts the thermal response.
7 
Furthermore, the derivatives of 𝛥𝑇 (𝑡) from both the measurement and
the simulation were compared (Fig. 6b), showing a good correlation
between the two.

4. Results and discussion

4.1. Determination of 𝐶𝑝,𝑠

The 𝛥𝑇 (𝑡) obtained from the holder measurement was used to
extract the four effective parameters: 𝜆ℎ, 𝐶𝑝,ℎ, 𝜆𝑖, and 𝜆𝑘 (Table 3).
However, the actual measurement setup is more intricate than this
simulation model which is based on several assumptions (Section 3.1).
For example, the actual sensing element (nickel spiral) is represented
by an ideal boundary heat source. In addition, the sensor comprises two
polyimide layers on opposite sides of the nickel wire with an adhesive
layer in between. As a result, the estimated parameters are termed
‘‘effective values’’, whose sole purpose is to serve as calibration/fitting
parameters for the next step of the simulation.

The parameters derived during step 3 were subsequently used in
step 4 to determinate the specific heat capacity of the sample (𝐶𝑝,𝑠). The
average 𝐶 of each sample in Table 4 were obtained from nine trials.
𝑝,𝑠
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Table 4
The comparison between the reference value and the 𝐶𝑝 of samples determined by the
parameter estimation (step 4). The estimated values are based on nine trials for three
amples (three trials for each sample).
𝐶𝑝 (J∕(k g K )) Trial Copper Glass PMMA

Sample A
1 381.8 836.1 1393.2
2 385.8 837.4 1426.6
3 381.4 836.0 1382.4

Sample B
4 377.5 781.3 1477.2
5 379.7 777.3 1473.3
6 380.8 782.7 1490.9

Sample C
7 379.2 801.8 1401.9
8 383.2 806.1 1401.8
9 379.4 801.7 1402.5

Average 381.0 ± 19.1 806.7 ± 40.3 1427.8 ± 71.4
Reference 384.2 ± 19.2a 843.3 ± 34.0b 1436.7 ± 28.7b

a Measured by DPS.
b Measured by DSC.

The average values are close to corresponding reference values, with
an average difference of less than 4.4%. This demonstrates the ability
of the model to accurately determine the 𝐶𝑝,𝑠 based on experimental
data.

However, it was anticipated that the results of 𝐶𝑝,𝑠 were influenced
by the uncertainty of input parameters, including the specific heat
apacity of the insulation material (𝐶𝑝,𝑖), the thermal conductivity of
he sample (𝜆𝑠), and the selection of the time window. The influence
f these factors on the final result of 𝐶𝑝,𝑠 can be investigated by
arying these factors, respectively [33,53]. The results in Fig. S3 show

that the estimated 𝐶𝑝,𝑠 is weakly sensitive to the changes in 𝐶𝑝,𝑖 and
𝑠, and time window. Furthermore, considering that the uncertain-
ies resulting from these factors are independent and small, Eq. (13)
as employed to estimate the total uncertainty (𝑈) in the parameter
stimation process [50,53,54],

𝑈 =
√

𝑈𝛥𝑡𝑤
2 + 𝑈𝛥𝐶𝑝,𝑖

2 + 𝑈𝛥𝜆𝑠
2 (13)

where 𝑈𝛥𝑡𝑤, 𝑈𝛥𝐶𝑝,𝑖
, and 𝑈𝛥𝜆𝑠 are the fractional changes in the results

of 𝐶𝑝,𝑠 due to changes in the time window, 𝐶𝑝,𝑖, and 𝜆𝑠, respectively.
The final uncertainty in parameter estimation was calculated to be
0.7%, 1.1% and 6.7% for copper, glass, and PMMA, given a 30% un-
certainty in the three factors. When a reliable value of 𝐶𝑝,𝑖 (uncertainty
ess than 10%) is used as an input parameter, the final uncertainty are

0.3%, 0.4%, and 4.3%, even with a 30% uncertainty in the other two
factors.

Using the same method, the specific heat capacity of two other
olymers at room temperature (293 K), namely high density polyethy-
ene (HDPE) and poly(3-hexylthiophene) (P3HT), were determined to
e 1942 ± 97 J∕(k g K ) and 1608 ± 80 J∕(k g K ), respectively. HDPE and
3HT were sourced from Sigma-Aldrich and Ossila, respectively. More
etailed information including 𝑀 𝑤 and PDI are provided in Table S1.

4.2. Comparison of 𝛥𝑇 (𝑡) between sample and the sensor

The calculation of 𝐶𝑝,𝑠 in TPSS relies on a fundamental assumption:
namely that the sensor can precisely capture the rate of average tem-
erature change over time, 𝑑

𝑑 𝑡 (𝛥𝑇 (𝑡)), for the entire sample. However,
in real-world measurements, this assumption may not hold due to
actors such as the presence of a sample holder and imperfect thermal
nsulation materials. In such cases, comparing the differences in 𝛥𝑇 (𝑡)
nd 𝑑

𝑑 𝑡 (𝛥𝑇 (𝑡)) between the sensor and the sample can provide valuable
nsights into potential errors.

For instance, in the case of copper, its average 𝛥𝑇 (𝑡) shows a
constant offset of around 2 K compared to that of the sensor after
a few seconds (as shown in Fig. 7a). The 2 K difference in 𝛥𝑇 (𝑡)
emerges primarily from the thermal resistance between the sensor and
 r

8 
the sample, alongside the internal thermal resistance of the sample
itself.

In addition, 𝑑
𝑑 𝑡 (𝛥𝑇 (𝑡)) of the sensor and the copper is compared

Fig. 7c). The difference between these two rates reduces to approx-
imately 2% after a brief duration. This brief duration is estimated to
be around 10 s. This duration can not only be attributed to the sensor
(sample holder) inertia and thermal contact resistance, but also to the
time needed to achieve a non-varying temperature gradient inside the
sample. Note that in the TPSS measurement, this brief duration differs
from that in the TPS measurement, which accounts for sensor thermal
inertia and thermal contact resistance [42–44], but does not require
consideration of the non-varying temperature gradient of the sample.

By contrast, the difference in 𝛥𝑇 (𝑡) between PMMA and the sensor
equires more time to reach its peak of around 4 K, and subsequently
xhibits a noticeable decline over time (Fig. 7b). These characteristics

are attributed to the low thermal diffusivity of PMMA. Likewise, we
calculated the difference in 𝑑

𝑑 𝑡 (𝛥𝑇 (𝑡)) between the PMMA sample and
the sensor (Fig. 7d). Notably, this difference increases significantly
during the first 100 s and then remains at around 11%. The larger
ifference in 𝑑

𝑑 𝑡 (𝛥𝑇 (𝑡)) implies that, in the case of PMMA, heat is more
difficult to conduct away from the sensor. This is due to both the
thermal contact resistance and the low thermal conductivity of the
sample.

4.3. Heat loss in the measurements

The thermal response curve 𝛥𝑇 (𝑡) is influenced by multiple factors,
ncluding the heat capacity of both the sample and the sample holder,
eat conduction between the sensor and the sample (thermal contact
esistance and the thermal conductivity of the sample), and heat loss
o the insulation material. Heat conduction between the sensor and the

sample predominantly affects the initial stages of the measurement (for
𝑡 < 2 ⋅ 𝑙2𝑠∕𝛼), whereas heat loss becomes more significant over longer
timescales.

In this section, the assumption regarding the heat loss equation
is examined, namely 𝑓ℎ(𝑡) = 𝑓𝑠(𝑡) (Section 2.1). This assumption
holds when 𝛥𝑇 (𝑡) in both measurements exhibits approximately linear
behavior and they are aligned with each other [15]. However, in our

easurements, we observe that 𝛥𝑇 (𝑡) slightly deviates from linearity
Fig. 2b). This deviation arises from the heat loss to the insulation

material, and it introduces a potential error in the determination of
𝐶𝑝,𝑠 from Eq. (7). To gain deeper insight and to quantify the extent of
heat loss, we conducted a comprehensive analysis of the heat balance
utilizing the well-tuned model.

In the case of the holder measurement (Fig. 8a), the rate of heat
ccumulation in the sample holder decreases over time. Conversely, the
ate of heat accumulation in the insulation material, or in other words,

heat loss (𝑄(𝑡)), steadily increases over time and eventually surpasses
that of the sample holder at around the 60 s. Ultimately, it becomes
hree times greater than the heat accumulation in the sample holder,

accounting for a substantial 74% of the overall heating power. A large
heat loss is undesirable, as it implies that the actual experiment may
deviate from ideal conditions.

In the case of the copper measurement (Fig. 8b), a similar trend
of 𝛥𝑇 (𝑡) can be observed for the sample holder and the insulation
material. Additionally, a substantial fraction of the heat is directed to
the copper sample, resulting in a smaller portion of heat entering the
insulation material when compared to the holder measurement. This is
the reason why the change in 𝛥𝑇 (𝑡) during the sample measurement
appears to follow a more linear trend compared to that during the
holder measurement.

Knowing 𝑄(𝑡) (Fig. 8a–b), we can calculate the unique heat loss
function described in Section 2.1 as follows: 𝑓 (𝑡) = 𝑄(𝑡)∕ 𝑑

𝑑 𝑡 (𝛥𝑇 (𝑡)). In
he case of the copper sample, the difference between 𝑓ℎ(𝑡) and 𝑓𝑠(𝑡)
emains small within the time window of 20 s to 40 s, varying within a
ange of ±8% (Fig. 8c). However, the difference gradually increases
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Fig. 7. Average 𝛥𝑇 (𝑡) of the sensor and the sample for (a) copper and (b) PMMA. The corresponding 𝑑
𝑑 𝑡 (𝛥𝑇 (𝑡)) for (c) copper and (d) PMMA. The dashed line in each plot

represents the difference between the sensor and the sample.
over time and reaches 48% at the end of the measurement, in line
with the observed trend of increasing underestimation of 𝐶𝑝,𝑠 with
time (Fig. 2b). For the PMMA sample, 𝑓ℎ(𝑡) ≠ 𝑓𝑠(𝑡) throughout the
measurement. Initially, 𝑓ℎ(𝑡) is smaller than 𝑓𝑠(𝑡), but surpasses 𝑓𝑠(𝑡)
after 100 s and ultimately becomes approximately 20% larger by the
end of the measurement.

Furthermore, we estimated the percentage of error in the heat loss
calculation relative to the heating power, referred to as 𝜀𝑄(𝑡) (Fig. 8d),
using the formula below:

𝜀𝑄(𝑡) =
𝑓ℎ(𝑡)

𝑑
𝑑 𝑡 (𝑇𝑠(𝑡)) −𝑄𝑠(𝑡)

𝑃𝑠
(14)

where 𝑄𝑠(𝑡) represents the rate of heat loss in the sample measurement.
For copper, 𝜀𝑄(𝑡) changes from −1% to 16% between 20 s and 160
s. Interestingly, 𝜀𝑄(𝑡) remains within ±1% during the time window of
20 s to 40 s (Fig. 8d, red region). This small value of 𝜀𝑄(𝑡) and the
ability of the sensor to accurately capture the 𝛥𝑇 (𝑡) of copper (Fig. 7a,
c) are the reasons why 𝐶𝑝,𝑐 calculated from this particular time window
agrees with the reference value (Fig. 2c). For PMMA, 𝜀𝑄(𝑡) ranges from
3% to 10% within the time window of 120 s to 160 s. A higher 𝜀𝑄(𝑡)
implies that the heat loss here is overestimated, which contributes to
the underestimation of the specific heat capacity of PMMA (𝐶𝑝,𝑝).

In this section, we have quantified 𝑄(𝑡) in both holder and sample
measurements, relying on the results from the well-tuned model. It is
evident that 𝑄(𝑡) gradually increases over time, eventually accounting
for a non-negligible portion of the total heat power. Subsequently, we
have demonstrated that the difference between the heat loss equations
𝑓 (𝑡) and 𝑓 (𝑡) is indeed evident, especially in the later part of the
ℎ 𝑠

9 
measurements. This difference is believed to be the primary source of
error in our experimental determination of 𝐶𝑝,𝑠 for materials with a low
thermal conductivity.

5. Conclusions

The objective of this study was to enhance the TPSS method to
measure the specific heat capacity of materials with a low thermal
conductivity. While the existing method is effective for determining
the specific heat capacity of samples with moderate to high thermal
conductivity (𝜆 > 1 W∕(m K )), the improved approach extends its
applicability to materials with thermal conductivity as low as 0.19
W∕(m K ).

First, we conducted a series of TPSS experiments of select sam-
ples (copper, glass, and PMMA) with varying thermal conductivity to
evaluate the measurement method. This analysis revealed both the ca-
pabilities and limitations of the TPSS method, particularly its tendency
to underestimate the specific heat of samples with a low thermal con-
ductivity. Following this, a well-tuned simulation model was developed
and validated using the experiment data, with key material properties
determined through a parameter estimation analysis. The simulation
model was subsequently utilized to estimate the specific heat capac-
ity of the samples. The estimated specific heat values showed good
agreement with reference data, exhibiting a deviation of 4.4% and a
small uncertainty. This alignment was achieved by analyzing data from
a specific time range, which was determined based on the thickness and
thermal diffusivity of each sample. For unknown samples, selecting an
appropriate time range would be essential to ensure optimal results.



Z. Zeng et al. Thermochimica Acta 742 (2024) 179883 
Fig. 8. The rate of heat accumulated in different components during (a) the holder measurement and (b) the sample measurement. (c) Comparison of the unique heat loss function
that describes the holder measurement 𝑓ℎ(𝑡) and sample measurement 𝑓𝑠(𝑡). (d) The percentage of error in the heat loss calculation relative to the heating power, defined as 𝜀𝑄(𝑡).
-

Furthermore, the study illustrates that heat loss during the holder
measurement and during the sample measurement could vary sig-
nificantly, especially during longer measurement times, which is not
anticipated in the conventional theory. This variation became evident
through a heat balance analysis for each component (sample, sample
holder, and thermal insulation material). The analysis led to the conclu-
sion that inaccuracies in heat loss calculations are the primary reason
for the underestimation of the specific heat capacity.

In summary, this work enhances the capabilities of the TPSS method
by incorporating a well-tuned simulation model, offering a reliable
alternative for determining the specific heat capacity of materials with
low thermal conductivity.
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