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A B S T R A C T

This paper presents a new Monte Carlo algorithm intended for use in orbit following Monte Carlo codes (OFMC)
to describe resonant interaction of ions with Radio Frequency (RF) waves in axi-symmetric toroidal plasmas.
The algorithm is based on a quasi-linear description of the wave–particle interaction and its effect on the
distribution function of a resonating ion species. The algorithm outlined in the present paper utilises a two-step
approach for the evaluation of the Monte Carlo operator that has better efficiency and a stronger convergence
than the standard Euler–Maruyama scheme. The algorithm preserves the reciprocity of the diffusion process.
Furthermore, it simplifies how the displacement of the resonance position, as a result of wave–particle
interaction, is accounted for. Such displacements can have a noticeable effect on the deterministic part of
the Monte Carlo operator. The fundamental nature of guiding centre displacements of resonant ions as a result
of wave–particle interaction is reviewed.
1. Introduction

Radio Frequency (RF) waves are frequently used in fusion plasmas
for auxiliary heating and current drive. For instance, waves in the Ion
Cyclotron Range of Frequencies (ICRF) are employed in many present
day fusion devices and an ICRF system is planned to be one of the
heating systems for ITER. The ICRF wave power is resonantly absorbed
by an ion species in the plasma by tuning the wave frequency to its
cyclotron motion, but also other ion species than the targeted one
can parasitically absorb power if they are resonant with the waves
somewhere in the plasma. As a result of absorbing RF wave power, the
distribution function(s) of the ion species concerned will be distorted
and often non-Maxwellian high energy tails develop. While the study of
ion distributions distorted by wave power absorption is of interest in its
own right, information on the distribution functions is also critical for
integrated modelling of fusion plasma. In particular, the equipartition
of collisional power densities to the background species and fusion
reaction rates play a crucial role for transport simulations. Furthermore,
energetic ions generated by ICRF heating can drive instabilities, and
many analyses of such instabilities use calculated distribution functions
as input. It is therefore important to develop methods with good physics
fidelity to simulate distributions functions in the presence of RF waves.

In present day fusion experiments and, even tough to a lesser
extent, in future large devices, the widths of guiding orbits of fast ions
interacting with RF-waves cannot normally be neglected. This greatly
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complicates simulations of ion distribution functions. While the orbit
averaged 3D Fokker–Planck equation describing the slowing down of
energetic ions, including a full orbit treatment, has been successfully
implemented in a code using a finite difference solver [1] and including
interaction with RF waves [2], such codes are not available on a routine
basis.

An alternative is to use Orbit Following Monte-Carlo (OFMC) codes
[3–6], which are simpler to implement and a number of them are on
the market. By inclusion of Monte Carlo operators representing wave–
particle interaction, such codes can be used for calculating distribution
functions of ions interacting with RF waves, see e.g. [4–6]. In order
to keep the execution time of OFMCs at manageable levels, acceler-
ated Monte Carlo operators can be employed, see [5] for a detailed
discussion. Acceleration of Monte Carlo operators is based on the fact
that in high temperature (low collisionality) plasmas, perturbations of
ion orbits due to collisions and wave–particle interaction normally are
small during one revolution. For this reason, an ion executes many
near identical poloidal orbits before it deviates significantly from its
initial one. In accelerated Monte Carlo algorithms this fact is used such
that during one calculated orbit Monte Carlo operators are applied that
represent the accumulated effect of a number of revolutions of the
orbit, i.e. one calculated orbit represents a number of revolutions in
reality. This effectively reduces the solution of the distribution function
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from 5D to 3D and makes it equivalent to the solution of an orbit
averaged Fokker–Planck equation (the only difference is that in an orbit
averaged Fokker–Planck equation the integration takes place along an
unperturbed orbit whereas in an OFMC with accelerated Monte Carlo
operators the integration is along a perturbed orbit). The equivalence
between an OFMC solution with accelerated operators and the solution
of the orbit averaged Fokker–Planck equation means that the latter can
be used to derive the OFMC Monte Carlo operator for RF wave–particle
interaction [7].

A package called RFOF [8] based on quasi-linear theory for the
wave–particle interaction and using an accelerated Monte Carlo op-
erator has been developed for utilisation in OFMCs, and employed
in the ASCOT [9] and SPOT [10] OFMCs. It uses a two-step Monte
Carlo algorithm, with convergence properties similar to that of the
conventional Euler–Maruyama scheme. The current paper presents a
detailed description of a new two-step Monte Carlo algorithm with
weak and strong convergence of order 1, i.e. better strong convergence
than Euler–Maruyama.

The Monte Carlo operator representing quasi-linear diffusion in-
cludes two terms; a random term representing scattering, and a deter-
ministic drift term that is proportional to derivatives of the diffusion
coefficient. This drift is critical to ensure the reciprocity of the diffusion
process, and an inaccurate evaluation of the drift can drive unphysi-
cal inverted populations. However, these derivatives are numerically
challenging to perform, see [7]. The algorithm outlined in this paper
naturally describes these derivatives in a manner that provides a higher
degree of reciprocity for finite Monte Carlo steps, compared to a local
evaluation of the diffusion coefficient.

The main difficulty encountered when evaluating the Monte Carlo
operator is to account for the displacement of the cyclotron resonance
as a result of a resonant interaction. There are two reasons for this
displacement: (i) the guiding centre position of a resonant particle
evolves during the interaction, and as reviewed in this paper, it can
be traced back to absorption of wave momentum, (ii) modification of
the Doppler shift, mainly due to a change in parallel velocity during a
resonant interaction. In practise, it turns out that the second effect, the
displacement due the change of Doppler shift, is the more important
one. Neither of these displacements of the resonance position are taken
into account in most current implementations of Monte Carlo operators
for RF wave–particle interaction, e.g. it is not included in the current
version of RFOF [8]. However, it is important to note that it is necessary
to account for these displacements to ensure the reciprocity of the
quasi-linear diffusion process. Thus, the extra effort needed to include
it in an accurate Monte Carlo algorithm is warranted.

Because of the displacement of the resonance position, derivatives
with respect to phase space variables imply derivatives also in real
space. It is not trivial to find a new resonance point after an update of
the velocity space variables, and it is therefore desirable to reduce the
number of times quasi-linear diffusion coefficients must be evaluated.
In this sense, the two-step algorithm presented here is more efficient
than the Euler–Maruyama scheme; the diffusion coefficient only needs
to be evaluated at two points with the new algorithm, whereas the
standard Euler–Maruyama scheme require three evaluations.

2. Theoretical background

In this section we first review the theory background necessary
to formulate the new two-step Monte Carlo operator for RF wave–
particle interaction. Then, the basic accelerated Monte Carlo scheme

is described.

2 
2.1. The orbit averaged quasi-linear RF operator

An ion interacts resonantly with RF waves when its cyclotron fre-
quency or a harmonic thereof coincides with the Doppler shifted wave
frequency, i.e. when 𝑛𝜔𝑐 = 𝜔 − 𝐤 ⋅ 𝐯g, where 𝐯g is the guiding centre
elocity and 𝐤 is the wave vector. Because of the spatial variation of
he magnetic field, this means that for a given wave mode an ion can
nteract resonantly with it at a finite number of interaction points,
.e. resonances, per revolution of an orbit (up to four for a moderate
nergy particle on a normal trapped orbit). Consequently, it is logical
o apply an OFMC RF Monte Carlo operator at each resonant point such
hat it changes the velocity and guiding centre position of the particle
onsistent with the wave–particle interaction at that point.

At this point it is necessary discuss a limitation of the Monte Carlo
lgorithm presented here, it requires that a spatial map of effective
arallel wave numbers is available for each toroidal mode number
f the wave (in practise the local resonance is in most cases well
pproximated by 𝜔 − 𝑘∥𝑣∥ − 𝑛𝜔𝑐𝑖 = 0). Thus, it is not possible to
irectly use the output from a wave field code that employs a poloidal
ourier decomposition of the wave field. The reason is that it implies
spectrum of parallel wave numbers at each point in space for a

iven toroidal mode. While one could give Monte Carlo ‘‘kicks’’ for
ach resonance taking into account the parallel wave number spectrum
econstructed from the toroidal and poloidal modes, it would be very
ostly numerically. More importantly, the physics would not be cor-
ectly described because in reality there should be correlations between
he ‘‘kicks’’ caused by neighbouring poloidal mode numbers (note that
n contrast to toroidal mode numbers, poloidal mode numbers are not
‘quantum’’ numbers since there is no poloidal symmetry in a torus),
.e. the absorption process is non-local in the sense that the change of

energy a particle receives at a point depends on the history of its
otion. The complexities of dealing with such non-local effects in the

ramework of quasi-linear theory have been detailed in Refs. [11,12].
n the other hand, in an orbit following Monte Carlo code one wishes

o have a local operator for the wave–particle interaction. The approach
dopted in the current paper is to assume that a map of effective
arallel wave numbers for each toroidal mode number and point in
pace is available, such that the dominant effect of the poloidal mode
umber spectrum is accounted for while maintaining a local operator.
his closely follows the procedure often used in wave propagation
odes that do not employ Fourier decomposition of the wave field in
he poloidal direction. They use an iterative technique where at each
tep a map of the effective parallel wave number is obtained and used
s input for the calculation of dielectric tensor components for the next
teration, see e.g. [13,14]. It should also be remarked that ICRF heating
cenarios in tokamaks usually use antenna phasings, such as dipole,
hat provide spectra peaking at high toroidal mode numbers and aim
t strong damping of the waves. For antennas situated in the equatorial
lane, the correction to 𝑘∥ ≈ 𝑁𝜙∕𝑅 due to the poloidal modes should

then be modest.
As discussed in the introduction, we are interested in an accelerated

operator. To this end we define an acceleration factor 𝑁𝐴𝐶𝐶 such
that when the OFMC RF Monte Carlo operator is applied it represents
the accumulated effect of 𝑁𝐴𝐶𝐶 near identical orbit passages of the
resonance point (i.e. 𝑁𝐴𝐶𝐶 revolutions of an ion along its orbit).

Because the orbit averaged Fokker–Planck equation describes the
evolution of the distribution function on the time scale of many bounce
times, 𝜏𝑏, i.e. many revolutions of an orbit, an orbit averaged RF wave–
particle operator can be used to derive the accelerated OFMC Monte
Carlo operator. However, the distribution function in the orbit averaged
distribution function is a function of three invariants of the unperturbed
motion of a particle and it is therefore necessary to translate from these
invariants to the local variables used by an OFMC code (e.g. guiding
centre position, parallel velocity and magnetic momentum) to obtain
the final form of the operator. A brief description of the relevant steps

is given below, where we start by reviewing the quasi-linear operator.
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Following [7] we will use a quasi-linear operator derived from the
seminal paper by A.N. Kaufman [15], see e.g. [16]. Furthermore, we
will assume that the ‘‘kicks’’ a particle receives between successive
passages of a resonance are uncorrelated, for discussion of when this
assumption is valid see e.g. [17]. We here only state the final form of
the orbit averaged quasi-linear operator for a given wave angular fre-
quency, 𝜔 toroidal mode number 𝑁 and cyclotron harmonic interaction
number 𝑛, for more details of its derivation see Ref. [7]. The operator
takes the form,

⟨𝑄(𝑓0)⟩ =
∑

𝑠
𝑔−1∕2 𝜕

𝜕𝐼 𝑖

[

𝑔1∕2𝐷𝑖𝑗
𝑠
𝜕𝑓0
𝜕𝐼 𝑗

]

, (1)

here the subscript 𝑠 stands for quantities evaluated at a stationary
oint along a particle orbit, i.e. at a resonance 𝜔−𝐤 ⋅ 𝐯𝑔 − 𝑛𝜔𝑐 = 0, and,

𝑖𝑗
𝑠 = 𝐷0𝑠𝑛

𝑘𝑛𝑙 𝜕𝐼
𝑖

𝜕𝐽𝑘
𝜕𝐼 𝑗

𝜕𝐽 𝑙
, (2)

0𝑠 =
1
2𝜏𝑏

(𝑍𝑒
𝜔

)2 |
|

|

|

|

∫

𝑡𝑠+

𝑡𝑠−
𝑑𝑡 𝑣⟂

[

𝐸+𝐽𝑛−1

(

𝑘⊥𝑣⊥
𝜔𝑐

)

+ 𝐸−𝐽𝑛+1

(

𝑘⊥𝑣⊥
𝜔𝑐

)]

𝑒𝑖𝜙
|

|

|

|

|

2

(3)

nd
𝑑𝜙
𝑑𝑡

= �̇� = 𝜔 − 𝐤 ⋅ 𝐯𝑔 − 𝑛𝜔𝑐 . (4)

ere, 𝑓0 is the orbit averaged distribution function, and 𝑡𝑠+ − 𝑡𝑠− is the
effective time interval during which the contributions to the integral
accumulate. In principle we could have labelled 𝑄(𝑓0), 𝐷

𝑖𝑗
𝑠 and 𝐷0𝑠 with

he triplet 𝜔, 𝑁 and 𝑛, but this makes the notation heavy and we just
ave to keep in mind that in this paper we always deal with a single
riplet. The actions 𝐽 𝑖 are part of a canonical set of action–angle vari-
bles [15], where the associated angles evolve linearly in time with fre-
uencies 𝛺𝑖 = 𝜕𝐻0∕𝜕𝐽 𝑖, and 𝐻0 is the Hamiltonian of the unperturbed
article motion. Specifically, 𝐽 1 = 𝑚𝜇∕𝑍𝑒 is the normalised magnetic

moment, where 𝜇 = 𝑚𝑣2⟂∕2𝐵 is the magnetic moment, 𝐽 2 is the toroidal
flux enclosed by the poloidal projection of the particle orbit, 𝐽 3 = 𝑝𝜙 is
the canonical toroidal angular momentum, 𝑛1 = 𝑛 is the cyclotron har-

onic of the interaction, and 𝑛3 = 𝑁 is the toroidal wave number of a
wave component. The number 𝑛2 is obtained from the global resonance
condition 𝜔 = 𝐧 ⋅Ω. For a discussion of this resonance condition and its
relation to the local resonance 𝑛𝜔𝑐−𝜔+𝐤⋅𝐯𝑔 = 0, see [16,17]. In particu-
lar we have: 𝛺1 = ⟨𝜔𝑐⟩ is the orbit averaged cyclotron frequency, 𝛺2 =
2𝜋∕𝜏𝑏 is the bounce frequency, 𝛺3 =

⟨

�̇�
⟩

the orbit average of �̇�. Fur-
thermore, 𝐸+ is the left hand polarised component of the perpendicular
electric field (it rotates in the direction of the ion cyclotron motion), 𝐸−
is the right hand component of the electric field, 𝑘⊥ is the local perpen-
dicular wave vector, 𝐤 is the local wave vector and 𝐯𝑔 is the guiding
centre velocity (in practise we will assume that it is dominated by the
parallel component). Finally, 𝐈 = 𝐈(𝐉), is an arbitrary set of invariants
and the Jacobian of the transformation from 𝐉 to 𝐈 is denoted

√

𝑔.
A particularly simple set of invariants to work with when deal-

ng with cyclotron interactions at a specific toroidal mode, 𝑁 , and
yclotron harmonic, 𝑛, is 𝐈 = (𝐼⟂, 𝐼∥, 𝐼𝜙) defined as,

⟂ = 𝑚𝜇 𝜔
𝑛𝑍𝑒

𝐼∥ = 𝑊 − 𝐼⟂ = 𝜇𝐵
(

1 − 𝜔
𝑛𝜔𝑐

)

+ 1
2
𝑚𝑣2∥

𝐼𝜙 = 𝑝𝜙 − 𝑁
𝜔
𝑊 = 𝑍𝑒

2𝜋
𝜓𝑝 + 𝑚

𝐹
𝐵
𝑣∥ −

𝑁
𝜔

(

𝜇𝐵 + 1
2
𝑚𝑣2∥

)

here 𝑊 is the kinetic energy of the particle (equal to the Hamiltonian
or the unperturbed motion, 𝐻0, when the electrostatic potential is
eglected) and 𝐹 (𝜓) = 𝑅𝐵𝜙. It is straightforward to show that the

Jacobian for this set of invariants is given by
√

𝑔 = 𝑚−3∕|𝜕𝐉∕𝜕𝐈| =
𝜏𝑏∕(2𝜋𝜔). Furthermore, using the global resonance condition 𝜔 = Ω ⋅𝐧
ne easily finds for these invariants,

𝑘 𝜕𝐼 𝑖 = 𝜔𝛿𝑖1. (5)

𝜕𝐽𝑘 𝐿

3 
onsequently, the quasi-linear operator (1) takes the form,

⟨𝑄(𝑓0)⟩ =
∑

𝑠
𝑔−1∕2 𝜕

𝜕𝐼⟂

[

𝑔1∕2𝜔2𝐷0𝑠
𝜕𝑓0
𝜕𝐼⟂

]

. (6)

This formulation of the quasi-linear operator is equivalent to a random
walk where a particle passing a resonance receives a ‘‘kick’’ 𝛥𝐼⟂, while
𝐼∥ and 𝐼𝜙 remain unchanged. The variance of this kick is related to
the diffusion coefficient, 𝐷0𝑠 = ⟨

(

𝛥𝐼⟂
)2
⟩∕2𝜏𝑏. At this point, we need to

explore what a change in 𝐼⟂ means for the local phase space variables
of a resonant ion, which is important for the subsequent formulation of
the Monte Carlo algorithm presented in this paper.

2.2. The impact of 𝛥𝐼⟂ on local phase space variables

The purpose of this section is to translate the change in 𝐼⟂ into
updates of the four local phase space variables. We start by noting that
the changes in the energy and the magnetic moment are given by,

𝛥𝑊 = 𝛥𝐼⟂, (7a)

𝛥𝜇 = 𝑛𝑍𝑒
𝑚𝜔

𝛥𝐼⟂. (7b)

As we will show in this subsection, a resonant interaction charac-
erised by 𝐼⟂ → 𝐼⟂ + 𝛥𝐼⟂ normally give rise to a displacement of the
uiding centre position of the resonating ion, i.e. the updated orbit
ill generally not pass through the original resonance point. The kick
𝐼⟂, along with the conservation of the invariants 𝐼∥ and 𝐼𝜙, describe
he post-interaction orbit. The point along the orbit where the particle
hould be placed is at the updated resonance position. In order to find
his position, we split up the procedure in two parts: first a point on
he updated orbit is found; secondly the orbit is followed (by orbit
he following code) until the resonance point is encountered. We start
y describing a method for finding a point along the orbit, the orbit
ollowing to an updated resonance point is discussed in Section 3.4.1
elow. The approach we adopt for the first part is to find the shortest
tep in real space from the encountered resonance position to a point
n the updated orbit, i.e. an orbit defined by the invariants (𝐼⟂ +
𝛥𝐼⟂, 𝐼∥, 𝐼𝜙).

We take a general coordinate system to describe the guiding centre
osition of a particle 𝐗g = (𝑞1, 𝑞2) with metric coefficients 𝑔𝑖𝑗 and

denote the shortest step to an updated orbit with lower case delta,
i.e. 𝛿𝐗g = (𝛿𝑞1, 𝛿𝑞2). Thus, we seek a point along the post-interaction
orbit such that,

(𝛥𝑠)2 = 𝑔𝑖𝑗𝛿𝑞𝑖𝛿𝑞𝑗 (8)

s minimised under the constraint provided by 𝛥𝐼∥ = 0, 𝛥𝐼𝜙 = 0, while
⟂ updated to 𝐼⟂ + 𝛥𝐼⟂. The constraint is given by

(𝛥𝐼⟂, 𝛿𝑞1, 𝛿𝑞2) = 𝐺0𝛥𝐼⟂ + 𝐺1𝛿𝑞1 + 𝐺2𝛿𝑞2 = 0. (9)

Using the derivations outlined in Appendix A we may write the
change in the parallel velocity as,

𝛥𝑣∥ = 1
𝑚𝑣∥𝑅

[

(

1 −
𝑛𝜔𝑐𝑅
𝜔

)

𝛥𝑊 − 𝜇 𝜕𝐵
𝜕𝑞𝑖

𝛿𝑞𝑖

]

(10)

and

�̄�0 =
[

𝑁
𝜔

− 𝐹
𝐵𝑣∥𝑅

𝜔 − 𝑛𝜔𝑐𝑅
𝜔

]

, (11a)

�̄�𝑖 = −𝑍𝑒
𝜕𝜓
𝜕𝑞𝑖

+ 𝐹
𝐵2𝑣∥𝑅

[

𝜇𝐵 𝜕𝐵
𝜕𝑞𝑖

+ 𝑚𝑣2∥𝑅

(

𝜕𝐵
𝜕𝑞𝑖

− 𝐵
𝐹
𝜕𝐹
𝜕𝜓

𝜕𝜓
𝜕𝑞𝑖

)]

, 𝑖 ∈ {1, 2}.

(11b)

Here the subscript 𝑅 stands for evaluation at the resonance before the
pdate to 𝐼⟂.

The shortest step in real space (𝛥𝑠)2, under the constraint (9), can
ow be found by minimising the Lagrangian,

(𝛿𝑞 , 𝛿𝑞 , 𝜆) = (𝛥𝑠)2 + 𝜆𝐺 (12)
1 2
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with respect to variation of 𝛿𝑞1, 𝛿𝑞2 and the Lagrange multiplier 𝜆. The
resulting 𝛿𝑞1 and 𝛿𝑞2 to reach the point on the updated orbit are given
by,

𝛿𝑞1 =

(

�̄�2𝑔12 − 𝐺1𝑔22
)

�̄�2
1𝑔22 + �̄�

2
2𝑔11 − 2�̄�1�̄�2𝑔12

�̄�0𝛥𝑊 , (13a)

𝛿𝑞2 =

(

�̄�1𝑔12 − 𝐺2𝑔11
)

�̄�2
1𝑔22 + �̄�

2
2𝑔11 − 2�̄�1�̄�2𝑔12

�̄�0𝛥𝑊 . (13b)

The physical meaning of these expressions for the change of the
guiding centre position during resonant wave–particle interaction may
not be immediately obvious, and it is the subject of the next subsection.

An important point to note is that the resonance condition, 𝜔 −
𝐤 ⋅ 𝐯𝑔 − 𝑛𝜔𝑐 = 0, is in general not fulfilled after the displacement by
𝛿𝐗𝑔 = (𝛿𝑞1, 𝛿𝑞1). Specifically, 𝛥𝐼⟂ implies a deformation of the orbit
and change in the guiding centre velocity, thereby changing both the
Doppler shift and the cyclotron frequency at the updated resonance
position. An accurate formulation of a Monte Carlo algorithm for RF
wave–particle interaction must take this fact into account, especially
when the electric field varies strongly in space and for particles near
tangent resonances (for which the phase integral varies strongly). In
this context, it should be remarked that the nowadays popular three
ion scheme [18] is indeed characterised by a strong spatial variation of
the wave electric field.

2.3. On the physics behind the change of guiding centre during resonant
wave–particle interaction

The key factor underpinning the guiding centre shift across flux
surfaces during a resonant interaction is the absorption of wave mo-
mentum perpendicular to the magnetic field. In order to see this in
its most pure form, we consider a low beta tokamak with circular flux
surfaces, with 𝐹 (𝜓) ≈ 𝑅0𝐵0, and assume that the parallel velocity is
much greater than the drift velocity, i.e. 𝑣∥ ≫ 𝑣𝐷 (i.e. we essentially
neglect curvature effects during the time of the resonant interaction).
As coordinates we use minor radius, 𝑟, and normal poloidal angle,
𝜃, such that 𝑔11 = 1, 𝑔22 = 𝑟2 and 𝑔12 = 0. In this case we find
approximately,

𝐺0 ≈
𝑅�̂� − 𝐹

𝐵 𝐛
𝜔

⋅ 𝐤 = 𝑅𝐵𝜃
𝑘𝜙𝐵𝜃 − 𝑘𝜃𝐵𝜙

𝜔𝐵2
=
𝑘dia𝑅𝐵𝜃
𝜔𝐵

, (14a)

𝐺1 ≈ −𝑍𝑒
𝜕𝜓
𝜕𝑟
, (14b)

𝐺2 ≈ 0. (14c)

Here 𝑘dia is the component of the wave vector in the direction of the
ion diamagnetic flow. Inserting these expressions into (13a) yields,

𝛿𝑟 ≈
𝑘dia
𝜔𝑐𝜔

𝛥𝑊
𝑚

. (15)

This result has been obtained previously, mainly in connection with
interaction with short wavelength waves, see e.g. [19,20].

In order to provide an intuitive understanding of the physical origin
of this displacement, we start by considering the absorption of a photon
with energy, ℏ𝜔, and momentum in the diamagnetic direction, ℏ𝑘dia.
The momentum absorbed per unit time corresponds to a force,

𝐹dia =
𝑘dia
𝜔

d𝑊
d𝑡

, (16)

that is perpendicular to the magnetic field and to ∇𝜓 (i.e. �̂� in our
simple case). It therefore gives rise to an 𝐹 ×�⃗� drift in the ∇𝜓 direction.
In our simple case we obtain,

d𝑟
d𝑡

=
𝑘dia
𝜔𝑐𝜔

1
𝑚

d𝑊
d𝑡

. (17)

The discrete version of this is exactly equal to Eq. (15) above. Thus,
we conclude that the mechanism behind the shift across flux surfaces
of the guiding centre position of a resonating ion is a 𝐹 × �⃗� type drift
4 
Fig. 1. Evolution of the Larmor orbit for hydrogen ion accelerated from 200 to 2000
keV.

induced by the absorption of wave momentum related to 𝑘dia. At first
it may seem somewhat surprising that this detailed physics is encoded
in the evolution of the invariants. However, guiding centre drifts are
of course covered by the invariants, and their updates as a result of
a resonant interaction therefore take into account the absorbed wave
momentum.

In order to estimate the importance of the displacement of the
guiding centre for ICRF accelerated ions, we consider a test case where
a hydrogen ion is accelerated continuously from 200 keV to 2 MeV
(hydrogen minority ions with 2 MeV energies are typical for high
power ICRF heating in a machine like JET), and assume a realistic
wave number for ICRF of 𝑘dia = 20m−1 and a magnetic field of 3 T.
For simplicity we have integrated the motion of a resonating ion in a
straight magnetic field to study the displacement of the guiding centre.
We have assumed that the electromagnetic field is proportional to
exp[𝑖(𝜔𝑡− 𝑘dia𝑦)] and that the electric field is purely left hand polarised
(i.e. turning in the same direction as the ion in the simulation). The
resulting evolution of the orbit is shown in Fig. 1. The guiding centre
is estimated each time the particle passes 𝑦 = 0 on the right-hand side,
and marked with red ‘‘+’’ signs in Fig. 1. A comparison between the
simulated guiding centre position and the one obtained from Eq. (15)
is shown in Fig. 2. In reality, of course, the acceleration during ICRF
interaction takes place during a large number of consecutive crossings
of a resonance, and the results shown in Figs. 1 and 2 are just to
illustrate the mechanism behind the displacement of the guiding centre
of a resonating ions in its pure form. They also provide a rough estimate
of the importance of the effect.

As can be seen, the agreement between the simulated guiding centre
position and that from Eq. (15) is very good. We can see that the guid-
ing centre position is displaced by about 5 cm in the simulated case.
While this is not a very strong effect, it is still sufficiently significant
that it should be accounted for in detailed simulations of high power
ICRF heating in tokamaks.

3. Monte Carlo algorithms for RF wave–particle interaction

The principle behind the Monte Carlo technique is to follow a
large number of Monte Carlo ‘‘particles’’ or ‘‘markers’’ whose po-
sitions in phase space are periodically updated by the application
of Monte Carlo operators representing various processes (collisions,
wave–particle interaction etc.). In order to find practical Monte Carlo
algorithm describing wave–particle interaction for implementation in
an OFMC we first need to study the Langevin equation and the associ-
ated Itô integral. Discretisation of the latter is the key step in developing
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Fig. 2. The simulated evolution of guiding centre position is shown in the solid blue
curve, and the evolution described in Eq. (15) is shown as the red crosses.

the Monte Carlo operators, and below the standard Euler–Maruyama
scheme will be reviewed before the new improved two-step scheme is
introduced.

3.1. The Langevin equation and the Itô integral

We start by assuming that at a point in time 𝑡 = 𝑡0 a Monte Carlo
marker is located at 𝐈 = 𝐈0. The orbit averaged distribution function for
this single Monte Carlo particle can formally be written as: 𝑓 1

0 (𝑡0, 𝐈) =
𝑔−1∕2𝛿(𝐈− 𝐈0). In order to calculate the evolution of the marker position
in phase space during a time 𝑡 − 𝑡0 we turn to the Langevin equation,
a stochastic differential equation, corresponding to the quasi-linear
operator. In order for the stochastic equation to be equivalent to the
quasi-linear operator, the time evolution of the expectation value,

⟨

𝐼 𝑖
⟩

,
and the variance, 𝜎𝑖𝑗 =

⟨

(𝐼 𝑖 −
⟨

𝐼 𝑖
⟩

)(𝐼 𝑗 −
⟨

𝐼 𝑗
⟩

)
⟩

, for an initial one-
particle distribution must be identical. Starting from the one-particle
distribution function, one obtains these two quantities by taking mo-
ments of the quasi-linear operator. With our chosen invariants, only 𝐼⟂
evolves during the resonant interaction and one simply finds,
𝑑 ⟨𝐼⟂⟩
𝑑𝑡

= 1
𝜏𝑏

𝜕
𝜕𝐼⟂

[𝜏𝑏𝜔2𝐷0𝑠],

𝑑
⟨

𝐼∥
⟩

𝑑𝑡
= 0,

𝑑
⟨

𝐼𝜙
⟩

𝑑𝑡
= 0,

𝑑𝜎𝑖𝑗

𝑑𝑡
= 2𝜔2𝐷0𝑠𝛿

𝑖,1𝛿𝑗,1.

Next, we introduce a normalised time 𝜏 = 𝑡∕𝜏𝑏 and a normalised
diffusion coefficient �̄�0𝑠

�̄�0𝑠 = 𝜏𝑏𝜔
2𝐷0𝑠. (18)

Note that, according to Eq. (3), �̄�0𝑠 is independent of 𝜏𝑏. This enables
us to construct a local operator that does not depend on the bounce
time or other global quantities.

The coefficients of the Langevin equation related to 𝐼⟂ can then be
written in terms of either �̄�0𝑠, or �̄�0𝑠 =

√

2�̄�0𝑠, as

𝑑 ⟨𝐼⟂⟩
𝑑𝜏

=
𝜕�̄�0𝑠
𝜕𝐼⟂

= �̄�0𝑠
𝜕�̄�0𝑠
𝜕𝐼⟂

,

𝑑𝜎𝑖𝑗

𝑑𝜏
= 2�̄�0𝑠𝛿

𝑖,1𝛿𝑗,1 = �̄�20𝑠𝛿
𝑖,1𝛿𝑗,1.
5 
The time evolution of 𝐼⟂ for a marker particle having 𝐼⟂(𝑡0) = 𝐼⟂0 with
probability one, can be written in the form of an Itô integral as,

𝐼⟂(𝜏) = 𝐼⟂0 + ∫

𝜏

𝜏0
�̄�0𝑠(𝐼⟂(𝜏′), 𝐼∥, 𝐼𝜙)

𝜕�̄�0𝑠(𝐼⟂(𝜏′), 𝐼∥, 𝐼𝜙)
𝜕𝐼⟂

d𝜏′

+ ∫

𝜏

𝜏0
�̄�0𝑠(𝐼⟂(𝜏′), 𝐼∥, 𝐼𝜙) d𝑊𝜏′

where 𝑊𝜏 is a Wiener process. Here the integration interval, from 0
to 𝜏, may cover a large number of real poloidal revolutions of an
orbit. In order to obtain a practical implementation of the above Itô
integral for an OFMC we need to develop a discrete version of it.
In the next subsections we first outline the standard Euler–Maruyama
discretisation and then the new two-step method.

3.2. Euler–Maruyama discretisation

The standard Euler–Maruyama discretisation of the Itô integral on
a time grid 𝜏𝑛+1 = 𝜏𝑛 + 𝛥𝜏 reads,

𝐼⟂(𝜏) = 𝐼⟂0 +
∑

𝑛
�̄�0𝑠,𝑛

𝜕�̄�0𝑠,𝑛
𝜕𝐼⟂

𝛥𝜏𝑛 + �̄�0𝑠,𝑛𝑊𝛥𝜏𝑛 , (19)

where �̄�0𝑠,𝑛 = �̄�0𝑠
(

𝐼⟂(𝜏𝑛), 𝐼∥, 𝐼𝜙
)

.
We now concentrate on a single time step in the sum above. Because

we are using the orbit averaged operator, the normalised time step 𝛥𝜏
corresponds to the number of successive passages of the resonance,
i.e. the acceleration factor, 𝛥𝜏 = 𝑁𝐴𝐶𝐶 . Consequently, we obtain for
a single step of the Euler–Maruyama scheme,

𝛥𝐼⟂ = 𝐼⟂(𝜏𝑛+1) − 𝐼⟂(𝜏𝑛) = �̄�0𝑠,𝑛
𝜕�̄�0𝑠
𝜕𝐼⟂

|

|

|

|𝜏=𝜏𝑛
𝑁𝐴𝐶𝐶 + �̄�0𝑠,𝑛

√

𝑁𝐴𝐶𝐶𝑊1, (20)

where the Wiener process has been re-scaled, 𝑊𝛥𝜏 →
√

𝑁𝐴𝐶𝐶𝑊1.
A difficulty in evaluating the operator above is that it involves

taking the partial derivative of �̄�0𝑠 with respect to 𝐼⟂. A numerical
evaluation of 𝜕�̄�0𝑠∕𝜕𝐼⟂ necessitates taking a fictitious step 𝛿𝐼⟂ and
evaluate �̄�0𝑠 at 𝐼⟂−𝛿𝐼⟂ and 𝐼⟂+𝛿𝐼⟂. This is somewhat involved because,
as already discussed, the modified 𝐼⟂ corresponds to a new orbit with a
new resonance position and a new phase integral. For this reason, one
would like to reduce the number of extra points where �̄�0𝑠,𝑛 has to be
evaluated.

3.3. The new two-step Monte Carlo scheme

As an alternative to the Euler–Maruyama scheme, a two-step
predictor–corrector scheme was suggested by Steinbrecher [21] and a
basic version was implemented in the RFOF package reported in [8].
This schemes has similar convergence properties to the Euler–
Maruyama scheme, but requires only two evaluations of �̄�0𝑠, one at
the initial point and one at the predictor point. Here we propose a new
improved two-step scheme designed to achieve a fast strong conver-
gence without adding additional evaluations of �̄�0𝑠. In this scheme the
predictor-step is given by,

𝛿𝐼𝑃⟂ (𝑡𝑛) = �̄�0𝑠,𝑛
√

𝑁𝐴𝐶𝐶𝑊1. (21)

The corrector-step, i.e. the actual update of the marker position in
phase space, is then given by,

𝛥𝐼⟂ = 1
2
�̄�0𝑠,𝑛

�̄�𝑃0𝑠,𝑛 − �̄�0𝑠,𝑛
𝛿𝐼𝑃⟂

𝑁𝐴𝐶𝐶 + 1
2

(

�̄�𝑃0𝑠,𝑛 + �̄�0𝑠,𝑛
)

√

𝑁𝐴𝐶𝐶𝑊1, (22)

where �̄�𝑃0𝑠,𝑛 = �̄�0𝑠
(

𝐼⟂(𝜏𝑛) + 𝛿𝐼𝑃⟂ (𝜏𝑛), 𝐼∥, 𝐼𝜙
)

. Note that the predictor–
corrector two-step scheme involves evaluating �̄�0𝑠 in only two points,
while the Euler–Maruyama scheme, with a numerical derivative, re-
quire computation of �̄�0𝑠 in three points.

As shown in Appendix B this two-step scheme has both weak
and strong convergence of order 1, which is equivalent of a Milstein
scheme [22]. Consequently, the two-step scheme is able to accurately
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reproduce the reciprocity of the diffusion process. Specifically, if a
Wiener process, sampled as 𝑊𝑠, generates a transition from a state 𝐴
to a state 𝐵, then taking a second step with the value of the Wiener
process select to be −𝑊𝑠 generates a transition from 𝐵 to 𝐴′, such that
𝐴 − 𝐴′ ∼ 𝑁3∕2

𝐴𝐶𝐶 .
The two-step scheme presented above can become numerically

inaccurate if the predictor step 𝛿𝐼𝑃⟂ (𝑡𝑛) is so small that significant
truncation errors appear in the ratio

(

�̄�𝑃0𝑠,𝑛 − �̄�0𝑠,𝑛
)

∕𝛿𝐼𝑃⟂ . This can be
resolved by evaluating the ratio using an enlarged version of the
predictor step, 𝛿𝐼𝑃 ,𝑒𝑛𝑙⟂ , chosen such that �̄�0𝑠,𝑛 changes significantly, but
still approximately linearly, in the interval from 𝐼⟂(𝑡𝑛) to 𝐼⟂(𝑡𝑛)+𝛿𝐼

𝑃 ,𝑒𝑛𝑙
⟂ .

The corrector step can then be written as,

𝛥𝐼⟂ = 1
2
�̄�0𝑠,𝑛

�̄�𝑃 ,𝑒𝑛𝑙0𝑠,𝑛 − �̄�0𝑠,𝑛

𝛿𝐼𝑃 ,𝑒𝑛𝑙⟂

𝑁𝐴𝐶𝐶

+ 1
2

(

�̄�𝑃 ,𝑒𝑛𝑙0𝑠,𝑛

𝛿𝐼𝑃⟂
𝛿𝐼𝑃 ,𝑒𝑛𝑙⟂

+ �̄�0𝑠,𝑛

)

√

𝑁𝐴𝐶𝐶𝑊1,

(23)

where the diffusion coefficient after the enlarged predictor step is given
by

�̄�𝑃 ,𝑒𝑛𝑙0𝑠,𝑛 = �̄�0𝑠,𝑛
(

𝐼⟂(𝑡𝑛) + 𝛿𝐼
𝑃 ,𝑒𝑛𝑙
⟂ , 𝐼∥, 𝐼𝜙

)

. (24)

3.4. Practical considerations concerning the new two-step Monte Carlo
scheme

Before we enter into a discussion of technical details concerning
the implementation of the two-step scheme described in the previous
section, it is first worth considering if the displacement of the resonance
point after 𝛿𝐼𝑃⟂ is significant for a typical case. We concentrate on the
effect that turns out to be the most important, namely the change of the
Doppler shift. First we note that the toroidal mode number spectrum
most frequently used in ICRF heating scenarios peaks at high toroidal
mode numbers, such that 𝑘∥ ≈ 𝑁∕𝑅. We also assume 𝐵 ≈ 𝐵0𝑅0∕𝑅.
From the resonance condition we then find that a kick in the parallel
velocity leads to a displacement in the major radius at the resonance
point given by 𝛥𝑅 = (𝑁∕𝜔)𝛥𝑣∥. Furthermore, the kick in parallel
velocity during wave–particle interaction can be related to energy kick
as 𝛥𝑣∥ = 𝑘∥∕(𝑚𝜔)𝛥𝑊 (a relation that can be found be considering the
absorption of a wave quanta, 𝛥𝑊 = ℏ𝜔 and 𝑚𝛥𝑣∥ = ℏ𝑘∥). Thus, the
resulting change in major radius at the resonance point is given by
𝛥𝑅 = (𝑁∕𝜔)2𝑣𝛥𝑣∕𝑅. Consider now a 1MeV hydrogen ion in a JET size
plasma, with 𝑁 = 30 (typical for dipole phasing of JET antennas), and
take a velocity kick of 𝛥𝑣∕𝑣 = 10%. The displacement is then 𝛥𝑅 ≈ 6 cm,
which is significant, especially for cases like the three ion scheme where
𝐸+ can vary significantly over such distances. Consequently, the real
space displacement of the resonance position can play an important
role for the expectation value of the Monte Carlo operator in Eq. (22)

Application of the two-step Monte Carlo scheme presented in the
previous subsection is fairly straightforward. Nevertheless, in the light
of the example above, a complication arises because of the need to
evaluate �̄�𝑃0𝑠,𝑛 at the resonance point along the orbit corresponding to
the predictor, 𝐼⟂+𝛿𝐼𝑃⟂ . As discussed in Section 2.2, a point on this orbit
can easily be found by calculating (𝛿𝑞1(𝛿𝐼𝑃⟂ ), 𝛿𝑞2(𝛿𝐼

𝑝
⟂)) from Eqs. (13a),

(13b), but this point will generally not coincide with the modified
resonance point along the orbit. It is therefore necessary to explore the
orbit around this position to find the resonance location where �̄�𝑃0𝑠,𝑛
should be evaluated. In the next subsection an algorithm for finding
the new resonance position is outlined and in the subsequent section
the complete two-step Monte Carlo algorithm is described.

3.4.1. Finding the resonance point for the orbit corresponding to the predic-
tor 𝐼⟂ + 𝛿𝐼𝑃⟂

In the previous section a single point on the updated orbit has been
found. However, as already discussed this point does in general not
coincide with the cyclotron resonance position. Here we present an
6 
Fig. 3. Illustration of procedure to determine 𝛥𝜏𝑟𝑒𝑠 for the updated orbit 𝐼⟂ → 𝐼⟂+𝛿𝐼𝑃⟂ .

algorithm, using the OFMC solver, to determine the new resonance
position.

The goal is to find a point along the orbit where the frequency
mismatch,

𝛥𝜔𝑟𝑒𝑠(𝐗𝑔) = 𝜔 − 𝐤(𝐗𝑔) ⋅ 𝐯𝑔(𝐗𝑔) − 𝑛𝜔𝑐 (𝐗𝑔),

is approximately equal to zero. Here 𝐗𝑔(𝑡) = (𝑞1(𝑡), 𝑞2(𝑡)). We also denote
the initial point on the new orbit 𝐗𝑔,0 = (𝑞1(𝑡𝑛)+𝛿𝑞1, 𝑞2(𝑡𝑛)+𝛿𝑞2), where
𝑡𝑛 is the time at which the particle reaches the resonance.

To lowest order, the time step to reach the resonance, 𝛥𝜔𝑟𝑒𝑠 = 0, is
given by

𝛥𝜏𝑒𝑠𝑡 =
𝛥𝜔𝑟𝑒𝑠(𝐗𝑔,0)

𝑑
𝑑𝜏

(

𝐤 ⋅ 𝐯𝑔 + 𝑛𝜔𝑐
)

≈
𝛥𝜔𝑟𝑒𝑠(𝐗𝑔,0)

𝛥𝜔𝑟𝑒𝑠(𝐗𝑔(𝑡𝑛−1)) − 𝛥𝜔𝑟𝑒𝑠(𝐗𝑔(𝑡𝑛−2))
(

𝑡𝑛−1 − 𝑡𝑛−2
)

where 𝐗𝑔(𝑡𝑛−1) and 𝐗𝑔(𝑡𝑛−2) are the positions of the two previous time
steps of the OFMC, before reaching the resonance.

We are now ready to use the OFMC to take a step 𝐗𝑔,0 → 𝐗𝑔,𝛥𝜏𝑒𝑠𝑡 ≡
𝐗𝑔,0+∫ 𝛥𝜏𝑒𝑠𝑡 �̇�𝑔

|

|

|𝑂𝐹𝑀𝐶
d𝜏. An improved estimate of time needed to reach

the resonance position can now be found as,

𝛥𝜏𝑟𝑒𝑠 ≈ 𝛥𝜏𝑒𝑠𝑡
𝛥𝜔𝑟𝑒𝑠(𝐗𝑔,0)

𝛥𝜔𝑟𝑒𝑠(𝐗𝑔,0) − 𝛥𝜔𝑟𝑒𝑠(𝐗𝑔,𝛥𝜏𝑒𝑠𝑡 )
. (25)

At this point the final resonance position can be calculated by integrat-
ing the orbit with the OFMC, 𝐗𝑔,0 → 𝐗𝑔,𝛥𝜏𝑟𝑒𝑠 , which is the point where
�̄�𝑃0𝑠,𝑛 should be evaluated.

In some cases, especially for resonances near the banana tip of a
trapped particle, it may be necessary to locate the resonance point with
better accuracy, and/or determine the second derivative of 𝐤⋅𝐯𝑔+𝑛𝜔𝑐 . In
this case one can first advance along the orbit a time step 𝛥𝜏𝑒𝑠𝑡 and then
take a second step with the same 𝛥𝜏𝑒𝑠𝑡. This provides three values of the
frequency mismatch at three locations : 𝛥𝜔𝑟𝑒𝑠(𝐗𝑔,0), 𝛥𝜔𝑟𝑒𝑠(𝐗𝑔,𝛥𝜏𝑒𝑡𝑠 ) and
𝛥𝜔𝑟𝑒𝑠(𝐗𝑔,2𝛥𝜏𝑒𝑠𝑡 ). One can then fit a second order polynomial, 𝑃 (𝛥𝜏), to
these points. To a good approximation the time step required to reach
the resonance is then obtained from 𝑃 (𝛥𝜏𝑟𝑒𝑠) = 0. This procedure is
illustrated in Fig. 3.

3.4.2. Sketch of the implementation of the new two-step Monte Carlo
algorithm

The procedure to evaluate the two-step Monte Carlo operator can
be summarised as follows:
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1. When a resonance with a wave component with toroidal mode
number 𝑁 is detected, first calculate the predictor step 𝛿𝐼𝑃⟂ ,
which implies a modified orbit.

2. Move to a point on the modified orbit, i.e. 𝛿𝐗g(𝛿𝐼𝑃⟂ ) = (𝑞1 +
𝛿𝑞1(𝛿𝐼𝑃⟂ ), 𝑞2 + 𝛿𝑞2(𝛿𝐼

𝑃
⟂ )) according to Eqs. (13a), (13b).

3. Evaluate 𝛥𝜇(𝛿𝐼𝑃⟂ ) and 𝛥𝑣∥(𝛿𝐼𝑃⟂ , 𝛿𝐗g), which are needed for the
orbit tracing to the resonance point consistent with the corrector
step, 𝛿𝐼𝑃⟂ .

4. Effectuate the orbit tracing for finding the spatial location,
𝐗g,𝛥𝜏𝑟𝑒𝑠 = (𝑞1 + 𝛥𝑞1, 𝑞2 + 𝛥𝑞2), of the resonance.

5. Evaluate �̄�𝑃0𝑠,𝑛 at the modified resonance position.
6. Calculate the corrector, i.e. the real step of the marker in phase

space, 𝛥𝐼⟂;
7. Move the marker to a spatial position of the updated orbit

corresponding to 𝐼⟂(𝜏𝑛+1), i.e. 𝛥𝐗g(𝛥𝐼⟂) = (𝑞1 + 𝛥𝑞1(𝛥𝐼⟂), 𝑞2 +
𝛥𝑞2(𝛥𝐼⟂)) according to Eqs. (13a), (13b).

8. Evaluate 𝛥𝜇(𝛥𝐼⟂) and 𝛥𝑣∥(𝛥𝐼⟂, 𝛥𝐗g), which are needed at the
start of the continued orbit tracing.

9. From this point the orbit following is resumed, without double
counting the just treated resonance, until the intersection of the
next resonance. In order to avoid double counting a resonance,
one should in the case 𝛥𝜏𝑟𝑒𝑠 > 0 inhibit detection of resonances
for the just treated toroidal mode 𝑁 for a time span of around
2𝛥𝜏𝑟𝑒𝑠.

This procedure is illustrated schematically in Fig. 4.
We have here outlined how the two-step Monte Carlo algorithm can

be implemented. Of course there may be particular situations requiring
special treatment (Monte Carlo codes have a habit of seeking out
awkward cases). For instance, there may be markers for which the
wave–particle interaction varies rapidly with their phase space position
and the acceleration factor may be too large for them. Because the
acceleration factor cannot be changed locally to adapt to such situations
(it can only be changed once per calculated orbit) a special treatment
is needed. In Appendix A an algorithm for dealing with such cases is
discussed. There may also be other spacial cases that e.g. depend on
the type of OFMC used requiring further modifications for individual
markers.

4. Conclusions

A new two-step Monte Carlo algorithm accounting for resonant
interaction between ions and RF waves in a toroidal plasmas has
been presented. It is designed for orbit following Monte Carlo codes
and addresses the fact that the resonance location is displaced by a
resonant interaction. This displacement affects the expectation value
of the Monte Carlo operator, and should be taken into account in
detailed simulations of RF wave–particle interaction. There are two
factors behind the displacement:

(i) the Doppler shift changes following a resonant interaction; (ii)
the guiding centre position of a resonant particle evolves during a
resonant interaction. The physics of the latter has been reviewed, and
the key role played by the absorption of wave momentum for the evo-
lution of the guiding centre position was demonstrated. However, for
the Monte Carlo algorithm, the first factor has generally a significantly
larger impact.

By using a suitably chosen set of invariants for the unperturbed
motion of an ion, it was shown that the Monte Carlo algorithm can be
reduced to updating just one invariant, 𝐼⟂, for a given resonance point.
From the update of this invariant, all the changes of the phase space
variables of a particle can be derived. The fact that the Monte Carlo
algorithm needs to act on only 𝐼⟂ made it possible to develop the new
two-step scheme where a predictor step, i.e. a fictitious intermediate
step, is taken before the final updating of the position of a Monte
Carlo marker in phase space. An advantage of this two-step scheme
 s

7 
is that the quasi-linear diffusion coefficient needs to be evaluated
in fewer phase space points than for the standard Euler–Maruyama
scheme. This is important because it is computationally costly to find
the spatial locations where the diffusion coefficient must be evaluated
when the displacement of the resonance position is taken into account.
Moreover, the new two-step algorithm was shown to have better strong
convergence properties than the Euler–Maruyama scheme.
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Appendix A. Outline of steps leading to Eqs. (1)–(9)

The change in the parallel energy of an ion in a resonant interaction
is obtained with the aid of Eq. (7b) as,

𝛥𝑊∥ = 𝑚𝑣∥𝛥𝑣∥ = 𝛥𝑊 − 𝛥𝑊⟂

𝛥𝐼⟂ − 𝐵𝛥𝜇 − 𝜇𝛥𝐵 = (1 −
𝑛𝜔𝑐
𝜔

)𝛥𝑊 − 𝜇 𝜕𝐵
𝜕𝑞𝑖

𝛥𝑞𝑖
(26)

and Eq. (10) follows directly from this expression. Next we consider the
change in the toroidal angular momentum,

𝛥𝑝𝜙 = 𝑁
𝜔
𝛥𝐼⟂ = 𝑚

(

𝜕𝐹
𝜕𝑞𝑖

𝑣∥
𝐵

−
𝐹𝑣∥
𝐵2

𝜕𝐵
𝜕𝑞𝑖

)

𝛥𝑞𝑖 + 𝑚
𝐹
𝐵
𝛥𝑣∥ +𝑍𝑒

𝜕𝜓
𝜕𝑞𝑖

𝛥𝑞𝑖 (27)

Combining this equation with Eq. (10), observing that 𝜕𝐹∕𝜕𝑞𝑖𝛥𝑞𝑖 =
(𝜕𝐹∕𝜕𝜓)𝜕𝜓∕𝜕𝑞𝑖𝛥𝑞𝑖 and rearranging terms one arrive at Eqs. (9) and
11).

ppendix B. Numerical properties of the predictor–corrector two-
tep scheme

The predictor–corrector scheme presented in (22) has convergence
roperties similar to a Milstein scheme. In order to show this we
tô–Taylor expand �̄�𝑃0𝑠,𝑛, ignoring terms of the order 𝛿𝜏

̄0𝑠,𝑛
(

𝐼⟂(𝜏𝑛) + 𝛿𝐼𝑃⟂ (𝜏𝑛)
)

≈ �̄�0𝑠,𝑛 + �̄�0𝑠,𝑛�̄�′0𝑠,𝑛
√

𝑁𝐴𝐶𝐶𝑊1, (28)

here the prime denotes a derivative with respect to 𝐼⟂. Inserting this
xpansion and (21) into (22) we obtain, ignoring terms of order 𝑑𝑡3∕2
r higher,

⟂(𝜏𝑛+1) = 𝐼⟂(𝜏𝑛) +
1
2
�̄�0𝑠,𝑛�̄�

′
0𝑠,𝑛𝑁𝐴𝐶𝐶 (1 +𝑊 2

1 ) + �̄�0𝑠,𝑛
√

𝑁𝐴𝐶𝐶𝑊1, (29)

hich is equivalent to the Milstein scheme [22]. Consequently, the
wo-step scheme has the same convergence properties as the Milstein
cheme, i.e. both strong and weak convergence or order 1.
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Fig. 4. Illustration of an implementation of the new two-step wave–particle interaction Monte Carlo operator.
𝑊
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Appendix C. Special treatment when 𝑵𝑨𝑪𝑪 is detected to be too
large

The acceleration factor, 𝑁𝐴𝐶𝐶 , can of course only be changed once
er calculated orbit revolution and while best effort is made to adjust it
ppropriately after each completed orbit it is inevitable that situations
ill occur where 𝑁𝐴𝐶𝐶 is detected to be too large for a particular

esonant interaction. There are basically three criteria for when 𝑁𝐴𝐶𝐶
s too for an interaction:

• 𝜖𝐷 > 𝜖𝐷𝑚𝑎𝑥 where 𝜖𝐷 = |

|

𝐷0𝑠(𝐼⟂ + 𝛥𝐼⟂) −𝐷0𝑠(𝐼⟂)|| ∕𝐷0𝑠(𝐼⟂), and
𝜖𝐷𝑚𝑎𝑥 is a user defined maximum relative change that can be
tolerated.

• The triplet of invariants (𝐼⟂ + 𝛥𝐼⟂, 𝐼∥, 𝐼𝜙) corresponds to an orbit
that has no cyclotron resonances.

• The triplet of invariants (𝐼⟂ +𝛥𝐼⟂, 𝐼∥, 𝐼𝜙) corresponds to a forbid-

den region in the invariant space (i.e. where the are no orbits,

8 
mostly when the update of 𝐼⟂) results in a negative energy of
magnetic momentum.

If any of these criteria are found to be fulfilled as a result of applying
𝛥𝐼⟂, a corrective algorithm must be applied. It is important to note that
in order to not bias the calculation, the total step in terms of 𝑊1 (i.e. the
one that went into to the evaluation of 𝛥𝐼⟂) must remain the same. In
practise this means inserting 𝑚 sub time steps in the interval 0 to 𝛥𝑡,
i.e. 0 to 1, with constrained stochastic processes 𝑤𝛥𝑗 ,

1 =
∑

𝑗=1,𝑚
𝑤𝛥𝑗 . (30)

here are several ways of creating the constrained processes 𝑤𝛥𝑗 . We

ave found it convenient to use a Brownian bridge, see e.g. [23]. Let
s denote by 𝐵𝑖 the evolution of the process up to sub-point 𝑖.

𝐵𝑖 =
∑

𝑤𝛥𝑗 . (31)

𝑗=1,𝑖
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Furthermore, assuming a uniform subdivision of the points the Brown-
ian bridge algorithm yields the following expression for generating 𝐵𝑖
rom two points, 𝑘 and 𝑙 either side of it (𝑘 < 𝑖 and 𝑙 > 𝑖),

𝑖 =
𝐵𝑘(𝑙 − 𝑖) + 𝐵𝑙(𝑖 − 𝑘)

𝑙 − 𝑘
+𝑍𝑖

√

(𝑖 − 𝑘)(𝑙 − 𝑖)
𝑙 − 𝑘

, (32)

where 𝑍𝑖 is a normally distributed random number. There are a number
of iterative sequences by which the 𝐵𝑖 can be generated. In RFOF the
interval is simply subdivided in successive midpoints, i.e. 2𝑚 intervals
for 𝑚 subdivisions, and at each subdivision the above formula is used
to obtain the 𝐵𝑖 at a new midpoint from its neighbouring points as,

𝐵𝑖 =
𝐵𝑖−1 + 𝐵𝑖+1

2
+
𝑍𝑖
√

2
. (33)

The number of subdivisions, 𝑚, applied is discussed further down. From
the 𝐵𝑖 values, the 𝑤𝛥𝑗 are then directly obtained. Armed with these the
evaluation of two-step scheme is refined as,

𝐼⟂(𝜏𝑛+1) = 𝐼⟂;𝑚, (34a)

𝐼⟂;𝑖 = 𝐼⟂(𝜏𝑛) +
𝑖

∑

𝑗=1
𝛥𝐼⟂;𝑗 , (34b)

𝛿𝐼𝑃⟂;𝑖 = �̄�0𝑠;𝑖
√

𝑁𝐴𝐶𝐶𝑤𝛥𝑖 , (34c)

𝛥𝐼⟂;𝑖 =
1
2
�̄�0𝑠;𝑖

�̄�𝑃0𝑠;𝑖 − �̄�0𝑠;𝑖
𝛿𝐼𝑃⟂;1

𝑁𝐴𝐶𝐶 + 1
2

(

�̄�𝑃0𝑠;𝑖 + �̄�0𝑠;𝑖
)

√

𝑁𝐴𝐶𝐶𝑤𝛥𝑖 , (34d)

here �̄�0𝑠;𝑖 = �̄�0𝑠(𝐼⟂;𝑖) and �̄�𝑃0𝑠;𝑖 = �̄�0𝑠(𝐼⟂;𝑖 + 𝛿𝐼𝑃⟂;𝑖).
Because 𝜖𝐷𝑖 for a sub-interval should scale roughly as

√

𝑚, RFOF
uses a first estimate for the number of subdivisions needed when the
first condition above is fulfilled given by

𝑚 =

⌈

2
[

𝜖𝐷
𝜖𝐷𝑚𝑎𝑥

]2
⌉

, (35)
9 
where the outer bracket denotes the ceiling function. If this initial
number of sub-divided intervals is found to be insufficient, successive
additional subdivisions are made until 𝜖𝐷𝑖 falls below 𝜖𝐷𝑚𝑎𝑥 for all 𝑖. In
the case of the updated invariants corresponding to a region in phase
space with no orbits, successive subdivisions of the interval are carried
out until the total change corresponds to a real orbit.
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