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Sigma-Delta-Over-Fiber With WDM Serial
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Abstract—In this paper, we investigate the first downlink with
serially connected remote radio heads (RRHs) using sigma-delta-
over-fiber (SDoF) for distributed MIMO (D-MIMO). Coarse
wavelength-division multiplexing (CWDM) is used and one wave-
length is assigned to each RRH. The serial connection archi-
tecture is implemented with passive off-the-shelf components.
Specifically, signals are combined into one fiber cable by using an
optical multiplexer (MUX) and signals are dropped at each RRH
by using optical add-drop multiplexers (OADMS). The architec-
ture implementation is scalable in terms of energy consumption
and cost. We measure the sensitivity of SDoF towards the optical
interference that occurs when several signals are combined into
one fiber, and compare to alike measurements using analog radio-
over-fiber (ARoF). We also address the challenge of different
time-delays to each RRH, due to the different fiber lengths; we
present a method for time-delay compensation, which makes the
architecture using RRHs connected in series perform similarly
to using RRHs connected in parallel. Finally, our measurements
show that the architecture with serially connected RRHs can be
used to serve two user equipment (UEs) simultaneously within
the same time- and frequency resources, using multi-user MIMO
technologies.

Index Terms—Distributed multiple-input-multiple-output
(MIMO), sigma-delta-over-fiber (SDoF), optical fronthaul,
wavelength-division multiplexing (WDM).

I. INTRODUCTION

THE demand for higher capacity, lower latency and better
coverage grows as we move into the 6G era [1]. Dis-

tributed MIMO (D-MIMO) is a key technology to reach these
targets, providing more uniform coverage, less shadow fading,
higher energy efficiency and low spatial correlation between
channels [2]. Fig. 1 shows a D-MIMO network, where one
central unit (CU) is connected to several remote radio heads
(RRHs), in contrast to the centralized cellular MIMO system.
To gain the greatest benefit with D-MIMO, the RRHs should
transmit coherently [3, Ch. 1], which requires radio frequency
(RF) phase synchronization among all RRHs [4]. For a base
station in the centralized cellular MIMO system, a common
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Fig. 1. Distributed MIMO system with (a) serially connected and (b)
parallel connected remote radio heads (RRHs) connected to a central
unit (CU).

reference clock can be used to assure synchronization, due
to the physical proximity of the antennas. But for spatially
distributed RRHs, having access to a common clock at each
location is not trivial, and even though D-MIMO has been
widely investigated in theory [3], hardware implementations
are few. The demonstrated implementations with RF phase-
synchronized distributed RRHs have used either clock refer-
ence distribution over the fronthaul [5] or air [6], or central
frequency up-conversion [7]. Central frequency up-conversion
is a prominent solution as no synchronization is needed in the
RRHs. The cost is that RF-signals instead of baseband signals
are transmitted over the fronthaul, increasing the required
sample rate in the CU and the fronthaul data rate.

Optical fibers are considered good candidates for connecting
the CU to the RRHs, due to their low loss and high band-
width. Different techniques can be used to modulate the RF-
signals onto the optical carrier, associated with different radio-
over-fiber technologies. The most promising technologies for
D-MIMO systems are analog radio-over-fiber (ARoF) and
(bandpass) sigma-delta-over-fiber (SDoF), due to their simple
design of RRHs [8]. In ARoF, the RF-signal is directly
modulated onto an optical carrier. It has the advantage of high
spectral efficiency, but the drawback of being sensitive to non-
linearities in the optical components [9]. The feasibility of
using ARoF for D-MIMO was demonstrated in [10] and [11],
where four phase coherent RRHs were implemented—one
connected to the CU with an ARoF link and three with coaxial
cables. Measurement results showed an SNR gain of 9.4 dB
when transmitting coherently from the four RRH, approaching
the theoretical value of 12 dB. Experimental demonstrations
of D-MIMO using ARoF technologies were also done in [12],
[13] and [14]. In [12] it was shown how D-MIMO can be used



Fig. 2. Schematic of the sigma-delta-over-fiber (SDoF) architecture with N serially connected remote radio heads (RRHs) using wavelength-
division multiplexing (WDM). In the central unit (CU) digital signal processing (DSP) and bandpass sigma-delta modulation (BP-SDM) are
performed, and the output bitstreams are written to the FPGA that is connected to N transmitting optical transceivers (OTs) of different
wavelengths. The optical signals are combined in the optical multiplexer (MUX) and transmitted over fiber. At each RRH one signal is
dropped using optical add-drop multiplexers (OADMs) and inserted to the receiving OT. The output electrical signal from the OT is bandpass
filtered to recover the original radio frequency signal, amplified with the power amplifier (PA) and transmitted over-the-air (OT) with the
patch antenna. The signal characteristics, binary or RF-signal, are marked at the output of the OTs, MUX, OADMs and RRHs.
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Fig. 3. The experimental configuration with four serially connected
remote radio heads (RRHs) including: central unit (CU), digital sig-
nal processing (DSP), bandpass sigma-delta modulation (BP-SDM),
field-programmable gate array (FPGA), reference clock (REF-CLK),
optical transceivers (OTs), optical multiplexer (MUX) and optical
add-drop multiplexers (OADMs).60 m optical fiber cable connects
the CU to the first OADM as well as each OADM to the following.

to mitigate the effect of blockage, based on antenna selection
technologies using carrier frequencies of 28 GHz. The experi-
mental demonstration presented in [13] also used D-MIMO
and carrier frequencies of 28 GHz, but instead cooperation
among the RRHs to create a stable throughput by overcoming
blockage. In [14, Sec. 1] D-MIMO with RRHs that cooperated
using partial MMSE precoding was shown, and a more uni-
form throughput over the demonstration area was achieved. In
SDoF, the high-resolution RF-signal is converted to a bitstream
at the cost of high oversampling [15, Ch. 1], and transmitted
as a binary signal over the fiber [16]. The binary nature of
SDoF displays higher robustness towards non-linearities than
ARoF [9] and supports the use of low-resolution components.
In fact, SDoF allows us to use low-cost optical interconnects
developed for data centers, and it becomes feasible to scale
up the number of RRHs—as expected in D-MIMO. In [7] and
[17] it was demonstrated that SDoF enables coherent down-
link transmission from distributed RRHs. In [18], an uplink
architecture was demonstrated showing that reciprocity-based

time-division duplex D-MIMO with RF phase-synchronized
RRHs is enabled by using binary optical transmission, with
SDoF in the downlink and dithered 1-bit quantization in the
uplink.

Even though it was shown in [7], [17] and [18] that SDoF
provides high scalability in terms of electrical hardware as
the number of RRHs increases, the solution for the optical
connection between CU and RRHs is not scalable. In par-
ticular, using one optical fiber to connect each RRH to the
CU becomes impractical in a system with a large number of
RRHs. In [19], a scalable implementation of the fronthaul in
D-MIMO networks was discussed in theory, where the RRHs
were serially connected using electrical cables in so called
radio-stripes [20]. Serial connection of the RRHs enhance
implementation scalability significantly in architectures with
a dense distribution of RRHs. Scenarios that require a dense
distribution of RRHs are in general also scenarios where D-
MIMO has large potential to improve performance compared
to centralized MIMO, for example public squares, stadiums,
airports, warehouses and factories [21]. Network densification
is also a key factor to enable the use of higher carrier frequen-
cies and enhance energy efficiency in wireless networks [22],
[23]. Wavelength-division multiplexing (WDM) can be used
to implement the serial connection optically. A conceptual
discussion of optical serial connection using WDM with ARoF
was done in [24], where two distributed antenna units were
proposed to transmit coherently to the user equipments (UEs)
in one cell. However, the distributed antenna units were not
located on the same serial stripe, but at different stripes at
the same distance from the CU, hence different time delays
in the fibers were not addressed. In [25] an experimental
demonstration of four serially connected distributed antenna
units using WDM with ARoF was done, but coherent joint
transmission was not implemented.

In this paper we investigate the first SDoF architecture with
serially connected RRHs and coherent joint transmission—for
D-MIMO, see Fig. 1. The downlink signals at the RRH are RF
phase-synchronized due to central frequency up-conversion,
and serially connected using WDM with one wavelength



assigned to each RRH. We perform over-the-air (OTA) mea-
surements with four serially connected RRHs, serving two UEs
within the same time- and frequency resources, using multi-
user MIMO technologies. We also evaluate the architecture
in terms of interference sensitivity and delay compensation
sensitivity. Due to the reciprocity of the optical link we only
present investigations of the downlink, but the architecture
can be extended to involve also the uplink using the concept
presented in [18]. Our results show that, by using delay com-
pensation techniques the same performance can be achieved
when connecting the RRHs in series compared to in parallel.
This fact makes SDoF with WDM a competitive fronthaul
solution in terms of scalability for downlink D-MIMO.

The rest of this paper is structured as follows. In Section
II we present the serially connected WDM SDoF architecture.
We investigate in Section III impairments introduced by the
hardware components and theoretical limitations on the fiber
length. In Section IV we evaluate the complete architecture
using OTA measurements. The potential of the architecture in
D-MIMO is presented in Section V, with multi-user MIMO
measurements. In Section VI we discuss the scalability of
the proposed solution, and in Section VII we make some
concluding remarks.

II. WDM SDOF ARCHITECTURE

A conceptual schematic of the proposed downlink architec-
ture, with N serially connected RRHs, based on WDM and
SDoF is presented in Fig. 2. In the CU, one bitstream per
RRH is created using sigma-delta modulation and converted
from electrical to optical domain using optical transceivers
(OTs). The optical outputs from N OTs are combined using
an optical multiplexer (MUX) and transmitted over one optical
fiber. At each RRH, the corresponding wavelength is dropped
using an optical add-drop multiplexer (OADM), and inserted
to the receiving port of an OT. The electrical output signal
from the OT is bandpass filtered, amplified and transmitted
OTA.

The architecture with RRHs connected in series in Fig. 1a
can be compared to a parallel architecture in Fig. 1b, where
one fiber is used to connect each RRH to the CU. To
investigate the proposed architecture, we built the experimental
configuration shown in Fig. 3, with four serially connected
RRHs. In this section, we describe the communication signal
and hardware used in our experimental configuration.

A. Communication Signal

In the CU, QAM symbols are constructed and pulse-shaped
with a root-raised-cosine filter using a roll-off of 0.2. The
baseband signals are digitally up-converted to single-carrier
RF-signals. Two-level bandpass sigma-delta-modulation (BP-
SDM) transform the RF-signal to a bitstream [15, Ch. 1].
When quantizing a signal with only two levels a large quan-
tization error occurs, and the original signal is distorted.
However, SDM uses high oversampling and noise shaping
to make it possible to recover the original signal with small

distortion [16]. In the receiver, at the UE, the RF-signal is de-
modulated by: down-conversion to baseband, down-sampling
and matched filtering.

B. Experimental Configuration

Our experimental configuration of the proposed architec-
ture in Fig. 2 is shown in Fig. 3 and consists of the CU,
SDoF links and four RRHs. The CU consists of a computer,
a field-programmable gate array (FPGA) evaluation board
(Transceiver Signal Integrity Development Kit, Stratix V GT
Edition) [26] and four OTs (FS, CWDM-SFP10G-10M). Two-
level BP-SDM signals are generated using the Delta Sigma
toolbox [15, App. B] in MATLAB and written from the com-
puter to the FPGA. An external signal generator is connected
to the FPGA and used as reference clock, with frequency of
156.25 MHz. Four OTs are connected to digital 10 GS/s FPGA
outputs. The OT transmitter accepts binary voltage inputs and
outputs an on-off coded optical signal. We use OTs of four
different wavelengths in the coarse WDM (CWDM) spectrum,
λ = {1510, 1530, 1550, 1570} nm.

The OTs are connected to the MUX (FS, 70412) via optical
single-mode-fibers (FS, 40191). In the MUX, the four signals
of different wavelengths are combined into one single fiber. At
each RRH, an OADM (FS, 70425) is used to filter out one of
the wavelengths and pass the other ones through. The optical
signal of the dropped wavelength is inserted to another OT
of the same wavelength, which performs optical to electrical
conversion.

In the RRH, the electrical output signal of each OT is
filtered with a bandpass filter (Qorvo 885075), to convert
the binary SDM signal back to the underlying RF-signal.
The bandpass filter has a bandwidth of 100 MHz, from 2.3
to 2.4 GHz. After filtering, the RF-signal is amplified with
a power amplifier (PA) of 36 dB gain, to achieve enough
power for OTA transmission. The PA (Qorvo TQP9424) has
a bandwidth of 100 MHz, from 2.3 to 2.4 GHz. For OTA
transmission, an in-house designed patch antenna is connected
to the output of the PA. The patch antenna is designed with
a gain of 3 dBi, directivity of 6.5 dBi and a half-power beam
width of 176◦.

III. IMPAIRMENT INVESTIGATIONS

When connecting the RRHs in series instead of in parallel,
different impairments may emerge. In this section, we iden-
tify and investigate the most dominant impairments through
theoretical analysis and extensive wired optical and electrical
measurements of important components in the proposed archi-
tecture. Throughout this section, single-carrier communication
signals with 20 MBd symbol rate and a carrier frequency of
2.35 GHz are used.

A. Sensitivity

Due to the serial connection, the propagation distance be-
tween the CU and each RRH is different. The propagation loss
in the optical fiber increases with distance, and optical signals
of varying power will therefore reach each of the receiving



Fig. 4. Setup for measuring the sensitivity of the optical transceiver
(OT), including: pulse pattern generator (PPG), transmitting and
receiving OT, variable optical attenuator, optical power meter and
signal analyzer (SA).
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Fig. 5. Error vector magnitude (EVM) and average electrical output
power for three different orders of QAM modulation

when sweeping the average optical input power to the
receiving optical-transceiver (OT), using the setup in Fig. 4.

OTs in the RRHs. Furthermore, the OADMs introduce losses
for both the signals dropped and passed. As a consequence,
the optical power in each receiving OT depends on how many
OADMs a signal of the corresponding wavelength has passed.
We use the setup in Fig. 4 to investigate the effect of the optical
input power to the OTs on the EVM and output electrical
power, hence the sensitivity. Two OTs are connected through
60 m optical fiber, one is used to transmit and one to receive.
We insert a variable optical attenuator and an optical power
meter—using a 10 dB coupler—before the receiving OT to
control and monitor the received optical power. A pulse pattern
generator (PPG, Anritsu, MP1900A) is used to feed an SDM
signal to the transmitting OT. Note that the transmitting OT
outputs a constant average optical power for all electrical
input voltages in a specified range (180-700 mV). Therefore
the input voltage level to the OT is fixed at 700 mV for all
measurements. The output electrical signal from the receiving
OT is sampled with a signal analyzer (SA, Keysight, N9030A).
The SA is synchronized to the transmitting PPG through a
10 MHz reference clock.

We sweep the average optical input power to the receiving
OT using the variable optical attenuator. In Fig. 5 we present
the error vector magnitude (EVM) of the received symbols,
and the average electrical output power of the receiving OT,
as a function of the average optical input power, for three
different orders of QAM modulation. We observe that the

average electrical output power remains at −12 dBm when the
average optical input power is larger than −21 dBm. We also
observe that the EVM is improved past the operational point
of −21 dBm average optical input power, and remains constant
when the power is larger than −15 dBm. The decrease in EVM
for constant average electrical output power is due to increased
SNR. A small difference is noted in both EVM and average
electrical output power for the measurements using 64QAM
modulation compared with QPSK and 16QAM. We conclude
from Fig. 5 that the number of RRHs and the length of fiber-
optical cables should result in a total loss low enough to ensure
that the average optical input power at each of the receiving
OTs is larger than −15 dBm.

B. Fiber Dispersion, Loss and Nonlinear Distortion

The maximum number of RRHs and the maximum fiber
length to the furthest RRH are limited by fiber dispersion,
loss and nonlinear distortion. We analyze theoretically how
these factors impact the feasible fiber length. We restrict the
analysis to a maximum of 18 RRHs, based on the number
of available wavelength channels in the standardized CWDM
spectrum [27]. To address various system configurations we
consider a maximum total fiber length of 10 km, even though
we expect the scenarios presented in the introduction to be
implemented with shorter fiber lengths. 10 km is also a typical
fronthaul distance in radio access networks.

1) Fiber Dispersion: The time delay between two wave-
length components separated with ∆λ induced by fiber group
velocity dispersion (GVD) can be estimated using

∆tD = D∆λL, (1)

where D is the dispersion coefficient in the fiber and L is
the total fiber length. GVD induces both a time delay between
different wavelength components within each CWDM channel
and a walk-off between the different CWDM channels. The
dispersion coefficient is wavelength dependent, so to estimate
an upper limit we use the highest dispersion coefficient
value in the CWDM band of D = 23.7 ps · nm−1km−1 at
λ = 1625 nm [28]. Within each CWDM channel the maximum
signal bandwidth is limited by the bandpass filter in the
RRH to 100 MHz, which converts to a wavelength bandwidth
of approximately 0.01 nm. We calculate the maximum time
delay to 2.4 ns, which is small compared to the symbol time
of a 100 MBd signal. To estimate an upper limit on the
largest walk-off we use the maximum value of D and the
largest wavelength separation. The wavelength separation is
∆λCH1,CH18 = (N − 1) · ∆λCWDM where ∆λCWDM = 20nm
is the wavelength spacing between each channel. For N = 18
and L = 10 km, the maximum walk-off is 80 ns, which
corresponds to the propagation time in 16 m fiber. The walk-
off is constant and much smaller the propagation delay in
10 km optical fiber, hence it can also be compensated for with
the time-delay compensation discussed in Section IV-B. By
choosing wisely the order sequence of which channels to drop
at what RRH, the propagation time-delay and the walk-off can,
to some extent, compensate each other.
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2) Nonlinear Distortion in Fiber: Nonlinear distortion in
the fiber results in a phase shift. We estimate the nonlinear
phase shift according to

ϕnl = γPtxNLeff , (2)

where γ = 1.5W−1km−1 is the nonlinear coefficient, Ptx is
the average optical power per channel in W and the effective
length is defined as Leff = (1 − e−αL)/α where α is the
fiber loss coefficient declared in the data sheet as 0.22 dB/km.
To avoid nonlinear distortions we require the nonlinear phase
shift to be much lower than π rad. We find in the worst case
(N = 18, Ptx = 2dBm, L = 10 km) ϕnl ≈ 0.3 rad which is
an order of magnitude less.

3) Fiber Loss: In Fig. 5 we show that the receiving OTs
require a minimum average optical input power of −15 dBm.
The minimum optical input power is received at the RRHs
furthest from the CU and depends on the optical output power
of the transmitting OT in the CU and the total optical loss
accumulated by the signal associated with that RRH. The
optical output power of the OT is measured as 2 dBm. The
total loss consists of losses in the MUX, OADMs and optical
fibers. We measure the loss in the MUX and OADMs using an
optical power meter. We observe that the loss differs slightly
for different wavelengths, both in the MUX and the drop and
pass port of the OADMs. The measured average loss per added
RRH is approximately 0.3 dB. We estimate the optical input
power to the furthest RRH as

Popt,dBm = Ptx,dBm − αM − αfL− αON, (3)

where Ptx,dBm is the output power of the transmitting OT in
dBm, αM is the loss in the multiplexer in dB, αf is the fiber
loss in dB/km and αO is the average loss in the OADM in
dB. We show in Fig. 6 the optical input power as a function
of fiber length, for four different fiber lengths between the
RRHs and a total of 18 RRHs. All configurations results in a
optical input power larger than −15 dBm, but only for a RRH
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Fig. 7. Optical spectrum at the input, drop and pass port of the
1570 nm optical add-drop multiplexer (OADM). The ports are marked
on the first OADM in Fig. 2.

separation of ∼ 550m we reach a coverage of 10 km with
18 RRHs. We conclude that our architecture can cover fiber
lengths up to 10 km with the 18 CWDM wavelengths without
being limited by fiber dispersion, nonlinear phase shift or loss.

C. Optical Filtering

The MUX and OADMs are wavelength-selective compo-
nents, based on passive optical filters. The MUX combines
the output from the four transmitting OTs of different wave-
lengths into one fiber and the OADMs filter out the relevant
wavelength from the fiber at each RRH. We investigate the
optical filtering of the OADM by measuring the signal at the
input, drop and pass port with an optical spectrum analyzer.
The input signal to the OADM includes signals from all four
wavelengths OTs, combined using the MUX. The drop port
is defined as the one connected to the RRH and the pass port
as the one connected to the subsequent OADM. In Fig. 2 we
have marked the input, drop and pass ports of the first OADM.

We present in Fig 7 the measured optical spectrum at the
input, drop and pass ports of the 1570 nm OADM. We note
that after the OADM the majority of the input power in the
1570 nm signal exists at the drop port, with an isolation of
40 dB from the pass port. The suppression of the other three
wavelength signals is high, as the power spectral density at
the drop port is below −60 dBm/Hz for all wavelengths shorter
than approximately 1560 nm.

D. Optical Interference

Optical multiplexing can cause interference, if the signals of
different wavelengths are detected by the same photodetector
(PD). The OADMs ideally have perfect isolation between the
ports, such that only one wavelength is dropped at each RRH.
In Fig 7 we present the isolation of the specific 1570 nm
OADM used in our configuration, but to specify a fundamental
minimum requirement on isolation between the pass and drop
port we measure the EVM of the received symbols for different
levels of optical interference.

To also explore the robustness of SDoF in the context
of interference, we compare the EVM achieved using the



(a)

(b)

Fig. 8. Measurement setup for investigating interference in (a) analog
radio-over-fiber (ARoF) and the (b) sigma-delta-over-fiber (SDoF).
(i) and (ii) display the two different receivers used for optical-to-
electrical conversion in SDoF. The setups include: pulse pattern
generator (PPG), field-programmable gate array (FPGA), arbitrary
waveform generator (AWG), optical transceiver (OT), variable atten-
uator, optical multiplexer (MUX), photodetector (PD), signal-analyzer
(SA).

WDM SDoF setup in Fig. 8a to the EVM achieved using
the WDM ARoF setup in Fig. 8b. 16QAM symbols are used
throughout this section. In the WDM SDoF setup, binary
SDM signals with 10 GS/s are generated in the CU, using
either the PPG (Anritsu, MP1900A) or the FPGA, and fed to
the OTs. In the WDM ARoF setup, RF signals are instead
generated in the CU using the arbitrary waveform generator
(AWG, Agilent Technologies, M8190A), and modulated onto
the optical carrier that is output from the OTs, using optical
intensity modulators (JDS Uniphase, OC-192 10024180). In
both setups, the optical signals are combined using the MUX.
The isolation level of an OADM is emulated using variable
optical attenuators that are placed before the MUX, to control
the power of the signal. For the 1530 nm signal the average
optical power is also monitored using an optical power meter
inserted with a 10 dB coupler. The power of the 1550 nm
optical signal is measured and remains constant during the
measurement.

In the WDM SDoF setup, two different receivers are used:
the 1550 nm OT or a PD (Thorlabs, DET08CFC) with 5 GHz
bandwidth followed by a PA (Mini-Circuits, ZHL-42W-SMA).
In the WDM ARoF setup, the signal is received using the
PD (Thorlabs, DET08CFC) and PA (Mini-Circuits, ZHL-42W-
SMA). Note that the OT can not be used as receiver in the
WDM ARoF setup, because it is designed to operate non-
linearly to receive binary signals. The output electrical signal
from the receiving OT or PD + PA is sampled with a SA
(Keysight, N9030A). The SA is synchronized to the transmit-
ting PPG, AWG and FPGA through a 10 MHz reference clock.

1) Comparison Between SDoF and ARoF: Firstly, we in-
vestigate how the EVM of the received symbols, transmitted
at the 1550 nm signal is affected when the optical power
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Fig. 9. Error vector magnitude (EVM) versus interference level for
the analog radio-over-fiber (ARoF) setup and three hardware variants
of the sigma-delta-over-fiber (SDoF) setup presented in Fig. 8.

of the interfering 1530 nm signal increases, which indicates
the isolation requirement between the OADM pass and drop
ports. The average optical power is constant −7.5 dBm for the
1550 nm signal and swept from −35.5 dBm to −7.5 dBm for
the 1530 nm signal.

In Fig. 9 we present measured EVM of the re-
ceived symbols as a function of the interference level:
Popt,1530nm/Popt,1550nm. In the ARoF setup, the AWG and
modulator are used as transmitter, and PD + PA as receiver.
The SDoF setup is measured in three different hardware
variants:

1) transmitter (tx): PPG + OT, receiver (rx): PD + PA,
2) tx: PPG + OT, rx: OT,
3) tx: FPGA + OT, rx: OT.

We hereon refer to these variants as SDoF hardware variant
#1, #2 and #3, respectively. At low levels of interference,
EVM remains constant as the interference increases for all four
configurations. This implies that the communication perfor-
mance in that region is not limited by optical interference, and
different sources limit the EVM performance for the different
setups and hardware variants. The SDoF hardware variants #1
and #2 are limited by SNR in the receiving PD + PA or OT,
which results in the EVM of 1.3 % and 0.9 %, respectively.
The SDoF hardware variant #3 is limited by additional noise
in the FPGA, and the lowest value of the EVM is 3.5 %.
The additional FPGA noise was further studied in both [7]
and [18]. In [7] it was shown through measurements that
the FPGA noise level is higher than both the noise from the
optical interface and the quantization noise for symbol rates
up to 35 MBd. In [18] the source of the additional noise was
investigated by measuring the output pulses from both the PPG
and the FPGA in time domain, showing a larger amplitude
reduction and phase instability in the output pulses from the
FPGA. The WDM ARoF setup is also limited by SNR in the
receiving PD + PA, but due to the necessity of operating the
intensity modulators at low power to avoid distortion, we get
a minimum EVM of 3.2 %.
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Fig. 10. Normalized spectrum of the received baseband signals and
the error for (a) ARoF setup, (b) SDoF hardware variant #1, (c) SDoF
hardware variant #2 and (d) SDoF hardware variant #3. The error
is the difference between the transmitted and received constellation
symbols.

As we increase the level of interference, it starts to limit
the communication performance, and the EVM increases. We
highlight that in this region the EVM performance for all
setups and hardware variants is limited by the interference
level and not the sources discussed in the previous paragraph.
As a consequence we can make comparisons and investigate
if there is a difference in how much optical interference the
different setups and hardware variants tolerate. The WDM
ARoF setup and SDoF hardware variant #1 experience a
similar effect on the EVM, indicating that when receiving
with the same hardware (PD + PA) there is no difference
between transmitting the RF-signal or the SDM RF-signal.
We note that for the SDoF hardware variant #2 a higher
level of interference is tolerated before the measured EVM
begins to increase, compared with the SDoF hardware variant
#1, indicating a higher resilience toward optical interference.
Despite the increased noise floor introduced by the FPGA, the
EVM measured using the SDoF hardware variant #3 is similar
to the EVM measured using the SDoF hardware variant #2 in
the large interference regime. Since the SDoF hardware variant
#2 and #3 uses the same hardware for receiving the optical
signal, it indicates that the OT has preferable properties in the
presence of interference compared with the PD + PA. The OT
properties are discussed further in Section III-D2.
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Fig. 11. Output voltage of the receiving optical-transceiver (OT) for
three levels of interference and the transmitted sigma-delta modulated
(SDM) bit pattern. The symbol rate is 20 MBd and the signals are
sampled with 128 GS/s.

In Fig. 10a-d we present the spectrum of the received signal
together with the spectrum of the error for an interference level
of −5 dB. The error spectrum is the difference between the
transmitted and received constellation symbols, presented in
frequency domain. The in-band power of the error spectrum
is higher for the measurements using the WDM ARoF setup
and SDoF hardware variant #1 than for the measurements
using SDoF hardware variant #2 and #3, which indicates that
a higher power of the interfering signal remains after optical-
to-electrical conversion and contributes to the higher EVM.

We conclude that the binary nature of SDM does not
itself make SDoF more resilient to optical interference than
ARoF, but it facilitates the use of receivers (the OTs) that
allows for higher levels of interference. As a consequence also
OADMs with lower isolation could be used in an WDM SDoF
architecture, compared with an ARoF architecture.

2) Interference Mitigation in the OT: To explain why
the OT is more resilient towards optical interference, we
investigate the shape of the electrical output pulses for three
different levels of interference. We sample the OT electrical
output signal with a 128 GS/s, 33 GHz bandwidth oscilloscope
(Keysight, UXR0334A). To isolate the effect on the pulse
shape from the OT we use the PPG as transmitter and not
the FPGA, since it outputs more phase- and amplitude stable
pulses [18]. In Fig. 11 we present the measured time-domain-
signal, for three levels of interference {−21, −3, 0} dB. The
perfect square pulse is the transmitted sigma-delta bit pattern.
For clarity, also the actual bits (0s and 1s) are visualized.

We observe that—regardless of the interfering power
level—the output voltage of the OT is a low pass-filtered
version of a square pulse, which is expected due to a limited
rise-time in the receiving OT of 30 ps. For the two lowest levels
of interference (−21 dB and −3 dB) the pulses correspond to
the same bits that were transmitted, even though voltages



TABLE I
ERROR VECTOR MAGNITUDE (EVM) AND SIGMA-DELTA
BIT ERROR RATE (BER) OF THE SIGMA-DELTA BITS FOR

THREE LEVELS OF OPTICAL INTERFERENCE

Interference level EVM Sigma-delta BER
−21 dB 1.0 % 0.002
−3 dB 15.9 % 0.031
0 dB 56.2 % 0.191

close to the threshold of 0 V are observed for the signal with
−3 dB interference. For the highest level of interference (0 dB)
the pulse shape does not correspond to the transmitted bit at
several time instances. The fact that the shape of the pulses is
sustained both for the −21 dB and −3 dB level of interference,
is attributed to the already mentioned nonlinear operations of
the OT. Rather than outputting an electrical pulse that relates
linearly to the input optical pulse it works as a comparator,
that outputs a one or a zero depending on if the optical input
power is above or below a threshold value.

To evaluate how well the OT restores the transmitted bits
when affected by optical interference, we evaluate the number
of erroneously detected bits in the raw SDM bitstream. We
downsample the 128 GS/s time-domain signals to the sample
rate of the SDM bit pattern (10 GS/s), and evaluate for each
instance if it is a bit 0 or 1 (value above or below 0 V) to
compare to the transmitted bits. In Table I we present the
sigma-delta BER and the EVM of the received symbols for the
three different interference levels. The OT appears to restore
most bits, and even for an interference level of −3 dB, only
3 % of the bits are detected erroneously.

IV. OVER-THE-AIR INVESTIGATIONS

Having investigated the performance of the separate com-
ponents, we in this section study the complete architecture
with serially connected RRHs presented in Fig. 2, using OTA
measurements and simulations. We use four RRHs, the FPGA
as signal source and the OTs for transmitting and receiving
the optical signals, as shown in Fig. 3. 60 m optical fiber cable
connects the CU to the first OADM as well as each OADM
to the following, resulting in a total fiber length of 240 m to
the furthest OADM and corresponding RRH. Throughout this
section, single-carrier RF-signals with 16-QAM modulation
and a carrier frequency of 2.35 GHz are used. The RF-signals
are SDM using a sample rate of 10 GS/s. Note that the
propagation time from the CU to each RRH is different due
to the difference in fiber length, in contrast to an architecture
with equal fiber lengths. As a solution, we present an OTA time
delay compensation method and evaluate its performance.

A. Channel Estimation and Precoding

In a MIMO system, knowledge about the channel is neces-
sary to implement beamforming. Beamforming is achieved by
precoding the transmitted signals, based on the estimated chan-
nel, so they arrive phase-aligned at the UEs. In this section,
we explain how we perform channel estimation and precoding

under the assumption that proper time delay compensation has
been performed.

The received signal y is modelled as

y = Hx+w, (4)

where H is the channel matrix, x is the transmitted signal
and w is additive noise. The channel matrix is estimated using
known time-orthogonal downlink pilots. The pilot sequences
are transmitted from the four RRHs OTA, and received at
each UE position. The received pilot symbols are, in our
configuration, sent back to the CU over LAN connection. A
least-square estimate of the channel matrix, Ĥ, is created,
using the transmitted and received pilots [29, Ch. 8]. Based
on the estimated channel, the signals from the RRHs are
precoded. Different precoder matrices can be used. Throughout
this section, we construct the precoding matrix P, with the
phase of the conjugate of the channel estimations coefficients
and the amplitude of the precoding coefficients equal to one
as

Pij =
Ĥ∗

ji

|Ĥ∗
ji|

. (5)

Note that this precoder maximizes the transmitted power from
all RRHs.

B. Time Delay Compensation

Serial connection of the RRHs introduce time delays be-
tween the consecutive RRHs, which must be compensated
for. We showed in [30] that delay compensation is required
to successfully demonstrate coherent joint transmission in
the downlink. We measure the relative time-delays between
signals from the four RRHs, by transmitting known time-
orthogonal sequences. The RRHs are separated by 30 cm, and
placed 1.5 m from a SA (Keysight, N9030A) with a patch
antenna connected, serving as the UE. The SA is synchronized
to the transmitting FPGA with a 10 MHz reference clock. A
fixed symbol rate of 20 MBd is used. We calculate the cross-
correlation between the transmitted and received baseband
signals and estimate the time delay difference. The time delay
compensation is performed by delaying the signals in the
reverse order at the CU, which ensures that they align time-
synchronized at the RRH output ports. By implementing both
delay estimation and compensation in frequency domain, sub-
sample resolution in time domain is achieved.

In Fig 12a-c we present histograms of the measured relative
delays for 70 consecutive measurements. The time delays are
presented for RRH1, RRH2 and RRH3 relative to the delay of
RRH4, hence corresponds to the signal propagating through
an additional (a) 90 m optical fiber and three OADMs, (b)
60 m optical fiber and two OADMs and (c) 30 m optical fiber
and one OADM. We note that the measured relative delays
vary less than 1 ns. To investigate if this accuracy is sufficient,
we perform measurements with the precoding described in
Section IV-A and sweep the delay compensation for two of
the RRHs—one at a time. In Fig. 13 we present measured
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Fig. 12. Histogram of 70 measurements of relative time delay between
the fourth remote-radio-head (RRH) and (a) RRH1, (b) RRH2,
(c) RRH3. The respective time delays corresponds to the signal
propagating through an additional (a) 90 m optical fiber and three
OADMs, (b) 60 m optical fiber and two OADMs and (c) 30 m optical
fiber and one OADM.
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Fig. 13. Error vector magnitude (EVM) of the received symbols when
applying inaccurate delay compensation for one remote-radio-head
(RRH), while the other three are compensated correctly. Measure-
ments and simulations are presented for when RRH2 and RRH3 are
compensated erroneously, one at a time. The symbol rate is 20 MBd,
giving a symbol time of 50 ns.

EVM of the received symbols as a function of the delay
compensation error. We observe that the EVM increases as we
make an inaccurate compensation, and for differences close to
the symbol-time (50 ns) the EVM has increased more than
15 percentage points for RRH3 and 30 percentage points
for RRH2 compared to using accurate delay compensation.
A difference between RRH2 and RRH3 is also seen; the
measured EVM is more sensitive to delay compensation error
in RRH2. In these measurements, the estimated |Ĥ12| > |Ĥ13|,
so the effect gets more severe for the RRH associated with the
largest channel gain. We simulate the system by replacing H
in (4) with the measured estimated channel matrix, Ĥ. The
simulation results match the measurement results for both
RRH2 and RRH3, when making inaccurate compensation,
see Fig. 13. We thereby confirm that the penalty of delay
estimation error scales with the channel gain. By comparing
the time scale in Fig. 13 with the variations in the delay
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Fig. 14. Estimated channel coefficients for 70 consecutive measure-
ments and one user equipment (UE). The symbol rate is 20 MBd.

measurements of less than 1 ns, we conclude that the delay
compensation accuracy is sufficient.

C. Phase Stability

To evaluate the phase synchronization of the transmitted
signals from the RRHs, we present in Fig. 14 the estimated
channel matrix coefficients for 70 consecutive measurements,
using the serially connected RRHs and accurate delay compen-
sation. The symbol rate is 20 MBd. We confirm from Fig. 14
that both the magnitude and phase of the channel estimates
are stable over time. The channel estimate coefficient Ĥ14

displays the largest phase drift, with a standard deviation of
0.9 degrees, which we consider to be small [4].
D. Coherent Joint Transmission

We validate the effectiveness of coherent joint transmis-
sion by comparing the average received in-band power when
transmitting from four RRHs coherently to when transmit-
ting from a single RRH. Theoretically the received power
increases with 12 dB when transmitting coherently from four
identical transmitters compared with only one transmitter,
as the received voltage is four times higher. We measure
−14.9 dBm received power at the UE with a single RRH.
With four serially connected RRHs transmitting coherently
we measure a received power at the UE of −2.1 dBm. Note
that we observe a gain of slightly more than 12 dB when
transmitting with four RRHs coherently, compared with one
RRH. The reason is that even though the signals are precoded
with the same amplitude coefficient for maximum transmitted
power, we observe variations in the received power from the
different RRHs. The variations in received power results from
differences in the positions of the RRHs in relation to the UE
as well as small variations in the output power of the different
RRHs.
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E. Comparison Between Serial and Parallel

Through OTA measurements we investigate if the seri-
ally connected system with delay compensation, Fig.1a, can
achieve the same performance in terms of EVM of the received
symbols as a system with parallel connection and equal fiber
lengths to each RRH, Fig.1b. Here we investigate the EVM for
symbol rates in the range of 20 to 100 MBd, using both setups.
In the setup connected in parallel, 60 m fiber is used to connect
each RRH to the output of the transmitting OT at the CU.
An oscilloscope (Rohde&Schwarz RTO1044) with a patch
antenna connected serves as UE receiver. The oscilloscope
is synchronized to the transmitting FPGA with a 10 MHz
reference clock.

In Fig. 15 we present the EVM of the received symbols as
a function of the symbol rate. We observe that the measured
EVM using the two setups behaves similarly versus symbol
rate. In conclusion, connecting RRHs in serial does not intro-
duce any significant penalty on the measured EVM, as long
as delay compensation is performed.

V. DISTRIBUTED MULTI-USER MIMO

In this section, we use the serially connected SDoF archi-
tecture presented in Fig. 2 to perform multi-user D-MIMO
measurements. We show that the architecture can simultane-
ously serve two UEs within the same time- and frequency
resources. Throughout this section, single-carrier passband
signals with 20 MBd symbol rate, 16-QAM modulation and
a carrier frequency of 2.35 GHz are used. The RF-signals are
Sigma-Delta-modulated using a sample rate of 10 GS/s.

A. Zero-Forcing Precoder

In a multi-user scenario, we want to use precoding to
minimize inter-user-interference. We use the zero-forcing (ZF)
precoder to create nulls at the positions of other UEs. The ZF
precoder is constructed by inverting the estimate of the channel

matrix, Ĥ, using the Moore Penrose pseudo-inverse, according
to [31, Ch. 20]:

PZF = ĤH(ĤĤH)−1. (6)

The received signal for U UEs and T number of RRHs is
constructed as

y = HPZFx̃+w, (7)

where y has dimensions Ux1 and each row corresponds to the
received signal at each UE. H is of dimension UxT. The rows
of x̃ with dimension Ux1 hold the signals to each UE. x̃ is
multiplied with the precoding matrix PZF of dimension TxU
to mapp it to a matrix with dimension Tx1, corresponding to
the number of antennas. x̃ relates to x in (4) as x = PZFx̃.

B. Measurements

Here we present measurement results when serving 2 UEs
simultaneously using the the ZF precoder. As UE receivers
we use two patch antennas connected to two different ports
of an oscilloscope (Rohde&Schwarz RTO1044) through one
meter long coaxial cables. The oscilloscope is synchronized
to the transmitting FPGA with a 10 MHz reference clock. The
UE antennas are separated by 1.5 m and placed 2 m from the
RRHs, at approximately the same height.

Fig. 16a and 16b show constellation diagrams of the re-
ceived symbols at UE1 and UE2. An equalizer with two
taps is applied to the received symbols after demodulation to
compensate for inter-symbol interference. An EVM of 10.4 %
is achieved at UE1 and 6.2 % at UE2. To evaluate what limits
the EVM performance, we present the error spectrum and the
received signal spectrum in Fig. 16c and 16d, for both UEs.
We observe that a certain level of interference occurs, since
the power of the error spectrum is higher than the noise floor.
Hence, interference limits the EVM performance, rather than
thermal noise. The interference can originate from: channel
estimation error, leakage between channels in the FPGA, or
electromagnetic coupling between the RF circuit boards at
the CU or the RRHs. Interference mitigation is an interesting
topic for future research. Nevertheless, the EVM at both UEs
satisfies the long-term evolution (LTE) and new radio (NR)
standards for 16-QAM modulation of 12.5 % [32], and we
consider these levels satisfactory.

VI. DISCUSSION

The main reason for introducing the serially connected
SDoF architecture is to increase the scalability of D-MIMO.
In this section, we discuss the scalability of the proposed
architecture, in terms of carrier frequency, bandwidth, the
number of RRHs, power consumption and the time delays.
Our aim is to highlight that our results are not limited to the
experimental configuration presented in Fig. 3. The scalability
of the electrical hardware was discussed in [18], we focus
therefore on the optical WDM serial connection.
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Fig. 16. Constellation diagrams of the received symbols using zero-
forcing (ZF) precoding at two user equipments (UEs), (a) UE1, EVM
= 10.4 % and (b) UE2, EVM = 6.2 %. An equalizer with two taps
is applied to the received symbols after demodulation to compensate
for inter-symbol interference. The normalized power spectral density
of the received signal after down-conversion to baseband as well as
the error are presented for (c) UE1 and (d) UE2. The error is an up-
sampled frequency domain representation of the difference between
the transmitted and received symbols.

1) Carrier Frequency and Bandwidth: It was shown in [33]
that for SDoF with RRHs connected in parallel, the carrier
frequency and bandwidth are limited by the sample rate in
the CU and the bandwidths of the electrical components in
the RRH. New limitations introduced by the serial connection
are the bandwidths of the OADMs and MUX. The OADMs
and MUX are passive analog components with bandwidths of
approximately 800 GHz (6 nm), hence much larger than the
majority of available off-the-shelf electrical components. This
means that implementing the serial connection does not put
higher requirements on the carrier frequency or bandwidth
than in the architecture with the RRHs connected in parallel.

2) Number of Serially Connected RRHs: The standardized
CWDM spectrum consists of 18 wavelengths, which limits the
number of RRHs per branch. The possibility of connecting
more RRHs than 18 could be explored by using dense WDM,
which has a narrower wavelength spacing, hence more avail-
able wavelengths. Also customized wavelength multiplexing
configurations with narrower wavelength spacing could be

considered, but at a higher cost. However, a narrower wave-
length spacing could also introduce challenges with interfer-
ence, since the isolation in the optical filter might change. For
an increasing number of channels in the fiber it must also be
considered that the nonlinear phase shift will increase, which
could impose an upper limit on the number of RRHs.

3) Power Consumption: The total optical loss is larger in an
architecture with serially connected RRHs compared with an
architecture with parallel connected RRHs, due to additional
losses in MUX and OADMs. Consequently longer fiber cables
can be used in an architecture with the RRHs connected in
parallel before the received optical power is too low. The total
fiber length that can be covered before the input optical power
is lower than the minimum value of −15 dBm is 77 km for a
parallel architecture and 52 km for a serial architecture with
18 RRHs, based on (3). The SDoF architecture is relatively
resilient to loss in the optical domain, because the SNR at the
electrical output of the OT is not linearly dependent on the
received optical input power as shown in Fig. 5.. As a result
the input power does not need to be increased to compensate
for losses in OADMs and MUX, and the power efficiency
can be similar to an architecture with RRHs connected in
parallel. Nevertheless, the feasible fiber length will be smaller
in an architecture with RRHs connected in series than in and
architecture with RRHs connected in parallel.

4) Time-Delay: All D-MIMO systems must consider differ-
ent propagation delays from the CU to the UEs. Propagation
delays in the wireless channel can to some extent be managed
by the orthogonal frequency-division multiplexing (OFDM)
cyclic prefix [34]. Therefore, it would be interesting to operate
the proposed architecture using OFDM.

In an implementation with longer optical fiber cables be-
tween each serially connected RRH the difference in prop-
agation delays in the fiber will dominate over propagation
delays in the air. This may result in increasing access delay
and complex time synchronization, limiting the maximum fiber
length and making parallel architectures more beneficial. How-
ever, for scenarios with a dense distribution of RRHs, such as
networks in factories or stadiums, shorter fibers between each
RRH are likely. For the maximum total fiber length of 10 km,
the propagation time in the fiber to the furthest RRH is 50µs,
which can be compared to the targeted latency of 1 ms in 5G
NR [35, Ch. 2]. Further investigations are required to specify
the trade-off between access delay, system complexity, and
scalability.

VII. CONCLUSION

We have presented a scalable D-MIMO architecture, based
on SDoF and serially connected RRHs. Centralized digital
frequency up-conversion assures RF-phase synchronization
between the RRHs, making it possible to perform coherent
joint transmission to serve several UEs with the same time-
and frequency resources, through spatial multiplexing. With
measurements, we show that the proposed architecture can
perform similarly to an architecture with the RRHs connected



in parallel and fibers of equal length, by using time delay
compensation in the CU.

The architecture can support up to 18 serially connected
RRHs, using standardized CWDM. More RRHs could poten-
tially be added by using dense WDM technology, which is
an interesting future research topic. Future work also includes
extending the architecture to involve the uplink proposed in
[18]. We believe that the demonstrated architecture provides a
scalable, flexible and cost-efficient solution for the deployment
of future communication systems.
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