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Abstract

Good data quality is crucial for any data-driven system’s effective and safe operation. For
critical safety systems, the significance of data quality is even higher since incorrect or
low-quality data may cause fatal faults. However, there are challenges in identifying and
managing data quality. In particular, there is no accepted process to define and continu-
ously test data quality concerning what is necessary for operating the system. This lack is
problematic because even safety-critical systems become increasingly dependent on data.
Here, we propose a Candidate Framework for Data Quality Assessment and Maintenance
(CaFDaQAM) to systematically manage data quality and related requirements based on
design science research. The framework is constructed based on an advanced driver assis-
tance system (ADAS) case study. The study is based on empirical data from a literature
review, focus groups, and design workshops. The proposed framework consists of four
components: a Data Quality Workflow, a List of Data Quality Challenges, a List of Data
Quality Attributes, and Solution Candidates. Together, the components act as tools for data
quality assessment and maintenance. The candidate framework and its components were
validated in a focus group.

Keywords Advanced driver assistance systems - Data quality - Data quality attributes -
Data quality challenges - Data quality workflow - Requirements engineering

1 Introduction

Successful deep learning requires a large volume of data during the design and operation

of such systems (Rusk, 2016). Data used for training and operation is crucial in achieving
the desired behavior of a deep learning system (Sun et al., 2017). Consequently, there is
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a need to identify data quality challenges and systematically define relevant data quality
attributes. However, there needs to be a systematic procedure to determine and manage
data quality. Today, most of the data quality assessment information for the deep learning
system is based on undocumented expert knowledge, especially during pre-processing of
input data (Holstein et al., 2019).

An advanced driver assistance system (ADAS) is designed to make driving comfortable
and safe by enabling drivers to make the right decisions (Ziebinski et al., 2017). The sys-
tem assists in overtaking other vehicles, parking, and detecting obstacles. ADAS can also
execute emergency braking and lane change independently. These systems are inherently
safety-critical because they can intervene by braking and steering the vehicle. To enable
all these functions, ADAS employs a perception system, which deploys deep learning and
encounters a large volume of data during the design and operation phase (Fayyad et al.,
2020). Such systems for ADAS include traffic sign recognition and road obstacle detection.
Because of functional safety decomposition, the perception system will inherit functional
safety requirements from ADAS. In turn, the deployed deep learning models in the percep-
tion system will also have to comply with functional safety requirements. Consequently,
this means that the data used for training and testing the deep learning models must not
compromise the safe function of the deep learning model.

This study aims to understand data quality requirements in the context of safety-critical
systems like ADAS. Divergence from the expected system behavior can mean the differ-
ence between a safe journey and a fatal accident. The behavior of machine learning in gen-
eral, and deep learning in particular, depends on the data, especially the quality of the data
provided for training, validation, and inference at runtime. A lack of quality data might
compromise the decision-making capabilities of the driver in the context of automated
driving, which can result in a fatal accident. Thus, the data used for training the system
should be appropriate for successfully operating in a real-world implementation. Simi-
larly, data used for validation should be appropriate for determining whether the system
will work as intended. Finally, during runtime, the inference must be based on data with a
quality that resembles training and validation data quality; otherwise, it will be impossible
to guarantee that the system is working within certain boundaries. Providing unsuitable
data, i.e., data of poor quality, will lead to undesired system behavior and impact efficiency
(Madnick et al., 2014; Challa et al., 2020).

1.1 Research questions and objectives
We formulate two research questions to guide our study:

Research question 1 (RQ1): What are the relevant data quality challenges in deep
learning systems?

Research question 2 (RQ2): What constitutes a requirements framework for data qual-
ity management in deep learning systems?

Answering the first research question helps identify data quality challenges. Identifica-
tion of such challenges can, in turn, help in devising solutions for those challenges. The
second research question helps develop a series of components for a candidate framework
whose goal is to help researchers, practitioners, and other stakeholders identify the data
quality challenges, understand data quality attributes, and manage data quality overall.

The objectives of this study are as follows:
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e To identify challenges associated with data quality for deep learning systems such as
that can be found in ADAS;
To understand data quality requirements for such systems;
To devise a set of solutions for identifying and mitigating data quality challenges.

The primary contributions of this study are the identification of relevant data quality chal-
lenges and the development of a series of artifact components that assist in the identifica-
tion and reduction/mitigation of such challenges. By understanding the identified data quality
challenges, we establish a candidate framework that could lead to a framework that supports
stakeholders in identifying and maintaining data quality and requirements towards data.
According to McMeekin et al. (2020), a methodological framework “provides structured
practical guidance or a tool that supports its user through a process in a step-wise manner.”

We position the candidate framework devised in this paper as a stepping stone towards a
comprehensive framework for understanding the data quality challenges and attributes for
data-driven developments such as deep learning in ADAS.

The scope of the study is limited to establishing a candidate framework for data qual-
ity in the training and testing of deep learning models and, thus, does not relate to con-
crete data types produced by individual sensors. We study data quality requirements
by exploring data quality challenges and attributes. The data collected for this study origi-
nates mainly from the past experiences of the experts. A candidate framework comprising
various components is proposed based on data collected via interviews, focus groups, sur-
veys, and literature review.

The remainder of this article is structured in the following manner. Background and
related work are presented in Section 2. Similarly, Section 3 provides the study’s methodol-
ogy and design using automated driving as a case study. Section 4 provides the result of
the study in the form of a candidate framework, including a set of primary components and
their evaluation. The resulting candidate framework and its implication to researchers and
practitioners are discussed in Section 5. Finally, Section 6 concludes the article and pro-
vides potential future directions for this study.

2 Background and related work

With the rise of distributed systems, data soon became a key concern. Standards such as
ISO 25010 on software and data quality can guide the handling of data quality aspects for
software systems ISO (2011). However, the standard was drafted before the rise of machine
learning in the late 2010s. It aims to guide software architecture decisions instead of data
selection in data-centric applications (Haoues et al., 2017).

A data quality framework for distributed computing environment by Fletcher (1998) pro-
poses a measure called Data Quality Risk Exposure Level (DOQREL). DQREL is an attribute-
dimensions matrix with eight data dimensions and three data attributes. As stated by the author,
the DQREL matrix can be used to understand “data quality pitfalls” in a system.

A first step towards identifying data quality requirements is understanding the expecta-
tions for the final ML systems. Sandkuhl (2019) studied the expectations of two projects—
one in financial industries and the other in ML and data science. The author devised a
method component to understand the organizational context of ML, which can be used to
conduct ML requirements analysis and, finally, analysis of data availability based on the
elicited requirements towards the ML system.

@ Springer



316 Software Quality Journal (2024) 32:313-360

That requirements towards the ML system directly result in requirements towards data
quality, has been shown by Sessions and Valtorta (2006). The authors show that data qual-
ity impacts the effectiveness of machine learning algorithms. They devise procedures for
developing robust and practical algorithms using data quality assessments. They evaluate
the need for good data quality by developing and testing three Bayesian networks. How-
ever, assessing and managing the data quality of large datasets is a challenging task, as
shown by Cai and Zhu (2015). The challenges of data quality they identify include dif-
ficulty in data integration, a large volume of data, fast-changing data, and a need for more
data quality standards and frameworks. The authors propose a dynamic assessment process
for data quality to identify these challenges. Another framework for data quality assess-
ment and monitoring was developed by Batini et al. (2007). Based on the Basel II opera-
tional risk evaluation methods, the authors devised a data quality assessment methodology
called ORME-DQ, which contains four phases for data quality risk prioritization, identi-
fication, measurement, and monitoring. The authors develop an architectural framework
composed of five modules that support the phases of the assessment methodology.

The importance of such data quality assessment methods has also been shown by Fujii
et al. (2020). The authors devised a set of guidelines for the quality assurance of Al. These
guidelines connect data quality, model robustness, system quality, process agility, and cus-
tomer expectation. They evaluated their proposed guidelines through a survey, with over
77% of the participants agreeing on their usefulness.

Among the five challenges in requirement engineering for ML-based applications iden-
tified by Vogelsang and Borg (2019), the elicitation of data required is one of them. The
authors identified a gap between the tools used by data scientists to control data quality and
requirement engineering connecting data quality requirements to customer expectations.

The Open Measured Data Management Working Group has developed a vendor-neutral
platform called OpenMDM1 to manage measured data. Automotive companies primarily
use this platform to build in-house applications. It can, however, also be used to develop
other solutions. It includes components and concepts that can be used to “compose applica-
tions for measured data management systems.” OpenMDM can manage measurement data,
evaluation results, and descriptions.

Other data management frameworks, such as datasheets for datasets proposed by Gebru
et al. (2021), do not explicitly connect data quality attributes to data requirements. The
“dataset nutrition label framework™ introduced by Holland et al. (2020) provides an extend-
ible approach for data scientists to compare different datasets summarized as labels. How-
ever, the framework requires a list of relevant data quality attributes and needs to explain
how data quality challenges can be solved.

We propose the contribution of this study as a blueprint toward a framework for identi-
fying and managing data quality attributes. Unlike previous studies that mainly investigated
individual aspects of data quality, this study provides a consolidated tool that includes data
quality challenges, related attributes, and solution candidates to overcome the data quality
challenges. The main difference from previous approaches is that this proposed framework
is extendable to data quality challenges, attributes, and solutions. Based on a case study,
this article will provide many examples of data quality challenges, attributes, and solutions
entered into the proposed framework.

! https://openmdm.org
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Fig. 1 Stages of design science research

3 Research method

Design science research (DSR) was performed for this study. According to Hevner et al.
(2004), DSR is a problem-solving process enabled by developing and evaluating novel arti-
facts as solutions to problems. The DSR methodology is applicable in various domains,
including software, human-computer interaction, and system design.

The study was performed in three cycles, with each cycle focusing primarily on one of
the stages of DSR, namely, problem identification, solution design, and evaluation. How-
ever, other tasks were also updated if new information or idea was generated, irrespec-
tive of the stage. Data quality challenges were identified during the problem identifica-
tion stage with the help of a literature review and expert interviews. The framework was
devised during the second cycle, the solution design stage. The identified challenges and
the framework were evaluated in the third cycle, the evaluation stage. All stages are illus-
trated in Fig. 1.

3.1 A case study in data quality for automated driving

Automated driving is adopted as the case study for this research. In this research, we con-
duct a case study to evaluate data quality challenges in automated driving. The study was
conducted in collaboration with a Swedish Tier 1 supplier of automotive systems for orig-
inal equipment manufacturers (OEMs), which designs, manufactures, and sells software
and hardware systems for occupant protection, ADAS, collaborative, and automated driv-
ing. These systems include vision, radar, lidar, thermal sensing, electronic controls, and
human-machine interfaces. We argue that this company is a representative for developing
systems for automated driving, as it has customer relations with several OEMs worldwide,
and it is one of the largest Tier 1 suppliers for perception systems used in automated driv-
ing in Europe.

Sampling strategy We employed a mixture of convenience sampling (Sedgwick, 2013)
and purposeful sampling (Suri, 2011) techniques during the selection of the experts. The
industry partner supported the selection of experts for this study and provided us with the
experts based on our requirements regarding their expertise and area of work. We asked
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the company to provide us with experts with a wide variety of experiences and positions
involved in the development of automated driving functions to obtain a broader perspec-
tive and receive more diverse feedback on our interview questions (Palinkas et al., 2015).
Our main selection criterion was the active involvement in product development for ADAS
functions that use some form of machine learning.

3.1.1 First cycle: problem identification

During problem identification, one investigates the research objective from different per-
spectives in sufficient detail to support the design of a solution (Peffers et al., 2007). While
it makes sense to focus on problem identification in the first cycle, understanding the prob-
lem should be revisited iteratively even during the other cycles of the DSR (Knauss, 2021).
Similarly, although the focus was on solution design during the second DSR cycle, problem
identification and evaluation were also consciously considered. Feedback from the evalu-
ation stage was also used to further refine the problem understanding and solution design.

The first cycle involved interviews and a literature review as the primary source for iden-
tifying data quality challenges. The interviews, which were recorded and transcribed, were
conducted via Microsoft Teams, an online communication tool. The data quality challenges
were segregated using data-driven thematic analysis.

Based on the previously formulated research question, we developed an interview guide as
Farooq and de Villiers (2017) state that a well-developed interview guide helps devise a better
structure for the interviews. Furthermore, feedback received from interviews can be helpful
in further refining and rephrasing the interview questions. Based on the outcome of previous
interviews, questions were tuned accordingly to fill the knowledge gap for other interviews.

The goal of the interviews in the first cycle was to identify data quality challenges.
Interviewees A-E, listed chronologically in Table 1, are the interviewees during the first
cycle. Interviewees F-H in the same table are the interviewees during the second cycle.
Five interviewees are experts from the case company, two additional interviewees are
experts from two partner companies of our case company, and one expert is a research
partner of the case company within an EU Horizon 2020 research project. We chose to add
additional experts outside the case company to check the validity and transferability of the
answers we received from within the case company.

Table 1 List of interviewees

D Role Team Experience

A Research specialist Research 25 years

B Functional safety engineer Driver assistance systems 5 years

C Feature tech lead Vision pre-development 22 years

D Group manager ADAS platform development 17 years*

E Technical lead Al and ML 15 years

F Development manager for road traffic ~ Traffic management 25 years
management

G Product owner Ground truth 6 years

H Engineering technical fellow Research and innovation 23 years

*9 years experience in automotive
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The interviews were transcribed and thematically coded. Data-driven coding was used
in the thematic analysis of the interviews of the first cycle, as described by Gibbs (2007).
In such a technique, codes are based on the words used in the interviews.

A survey was conducted to understand the appropriate severity of the identified chal-
lenges. Interview participants from the first cycle and additional participants from a
requirements engineering workgroup of a deep learning research project associated with
the case company? participated in the survey.

While preparing the survey questionnaire, the identified challenges were divided into
five categories. For each category, the survey participants were asked to rank the chal-
lenges by the level of severity. They were asked to rate the categories as well. The modified
scale ranged from 1 to 6, with 1 being the least severe challenge and 6 being the most for-
midable challenge. A scale with an even number of alternatives was deliberately selected to
induce the participants to “pick a side,” as suggested by Cox (1980).

An algorithm to calculate a metric called Challenge Score was developed. The algo-
rithm uses the ranking of individual challenges in their respective categories and the Likert
scale value given to those categories to calculate a Challenge Score. The value is normal-
ized over the total number of challenges in the respective category and the number of sur-
vey participants. More details about the algorithm and associated formula can be found in
the accompanying data package.’

3.1.2 Second cycle: solution design

After identifying the problem in the first DSR cycle, the primary focus of the second DSR
cycle was on solution design. The artifact was designed to meet the stakeholder require-
ments and resolve the identified challenges by building on the early prototypes from the
first cycle.

A series of artifact components, which collectively form the Candidate Framework for
Data Quality Assessment and Maintenance (CaFDaQAM), was designed as part of the
solution design step. The components are explained in Sect. 4 of this article. Results from a
literature review, the first round of interviews, the first survey, and the group brainstorming
sessions between the researchers were used to devise the components and their content. We
also conducted additional interviews in this cycle to verify the developed components. Fur-
thermore, some of the questions asked during the interviews were open-ended to encourage
brainstorming between the researchers and the interviewees.

The interviews of the second cycle were also thematically coded and analyzed. Unlike
the thematic coding of the interviews of the first cycle, descriptive coding and analytic cod-
ing techniques were used to thematically code the interviews of the second cycle (Gibbs,
2007), (Skjott Linneberg & Korsgaard, 2019) because we were focusing on verifying the
findings of the first cycle.

We used four deductive codes in this study. Those were confirmation of a pre-identified
challenge, confirmation of a proposed solution, rejection of a pre-identified challenge, and
rejection of the proposed solution.

2 The group consists of participants of Work Package 2 of the Very Efficient Deep Learning in the IoT
(VEDLIOT) research project in which the case company is actively involved. The research project aims to
apply the proposed data quality framework for its use cases in distributed deep learning for automotive sys-
tems, home automation, and industrial IoT. See www.vedliot.eu for more details.

3 https://doi.org/10.7910/DVN/Y60RUV
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3.1.3 Third cycle: evaluation

The third cycle of this study focuses primarily on the evaluation of the candidate frame-
work. A preliminary evaluation was already conducted as part of the study’s first and sec-
ond cycles. For example, the interviewees were presented with the artifact components and
solutions in a preliminary design phase during the second cycle. The presentation was done
to gather their feedback regarding those components and solutions.

The evaluation was primarily done using a focus group and a survey. A focus group
session was conducted to validate the candidate framework components. The focus group
participants included researchers and engineers from academia and industry with experi-
ence in automated driving development, deep learning, and data quality. The session was
conducted for 2 h with five participants: two from academia and three from the industry.
The participants were confronted with questions to brainstorm regarding the association
between the challenges, the data quality attributes, and the candidate framework compo-
nents. They also shared their ideas and thoughts through discussion.

Finally, a comprehensive survey questionnaire was sent to members of the VEDLIoT
requirements engineering workgroup. Ten participants submitted a response. However, the
participants’ identities could not be determined as the survey did not ask for their names to
maintain anonymity. This survey aimed to validate the components of the candidate frame-
work. It asked the participants to provide a Boolean response to the appropriateness of
individual fields for the templates of the candidate framework components. In the same
way, questions regarding data quality challenges, their association with data quality attrib-
utes, and their effect on deep learning models were asked in the survey.

3.1.4 Calculation of challenge score

During the first iteration, 27 data quality challenges were identified through interviews and
a literature review. A way to rank the challenges was necessary for the effective analysis.
Challenge Score ranks the identified challenges in terms of their severity, i.e., whether a
challenge is more pressing or less.

The computation of the Challenge Score is based on the response from the survey con-
ducted to rank the challenges. The survey contained two types of questions; one type of
question asked the participants to provide a value of significance based on a Likert scale
to five sets of challenges, and another type of question asked to rank individual challenges
inside the five sets of challenges.

As there are two types of responses to two types of questions, their results need to be
combined. The Challenge Score combines both types of responses in one final value.
For each respondent, the value they provide for the comprehensive sets of challenges is
recorded. The highest-ranked challenge in a challenge set is given the highest numerical
value. Decreasing numerical values are assigned to remaining challenges in the particular
challenge set. E.g., if there are four challenges in a challenge set, the highest-ranked chal-
lenge is given a value of 4, the second highest-ranked is given a value of 3, and so on.

For each challenge, the assigned numerical value is multiplied by the value given by that
particular participant for the challenge set of that particular challenge. This process was
repeated for all of the participants and challenges. The product values calculated for all par-
ticipants for individual challenges are summed. The final Challenge Score is calculated by
dividing this sum by the number of challenges in the particular challenge set and by dividing
the result by the total number of participants, which is done to normalize the final value.
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4 Candidate Framework for Data Quality Assessment and Maintenance
(CaFDaQAM)

This section presents the final artifact titled Candidate Framework for Data Quality Assess-
ment and Maintenance (CaFDaQAM), which was developed during the study. It includes
four components listed in Table 2, namely a Data Quality Workflow, a List of Data Qual-
ity Challenges, a List of Data Quality Attributes, and Solution Candidates. Components
here mean a series of tools that can be used, independently or in combination, to identify
and manage data quality requirements. This section will outline each of the components.
Furthermore, for each of the components, more details, implementations, and literature ref-
erences are provided in the artifact package of this article.* In the following, we define
attribute as “a concept providing qualitative information about a specific object” (Statisti-
cal Office of the EU, 2020).

4.1 Component I: Data quality workflow

This component presents a step-by-step workflow for assessing and managing data quality
and requirements. It includes six steps, as shown in Fig. 2. Most of the steps can be per-
formed in parallel, as depicted by the dotted line in Fig. 2. Loops indicate that the steps can
be done iteratively. The components of CaFDaQAM can be associated with the different
steps of the workflow, as depicted in Table 2. The workflow was developed through brain-
storming with experts. Furthermore, it was presented to the industry practitioners working
with the case study during the focus group session to collect feedback for its evaluation.

S1 Identify data quality challenges In this step, challenges concerning data quality can
be identified from several sources. Examples of primary sources of data collection are
interviews, field studies, and surveys. Research papers and books can be used as second-
hand sources as well. Furthermore, the collected challenges can be divided into different
categories. In this study, they were categorized into five groups relating to data availabil-
ity, data management, data source, data structure, and data trust.

S2 Collect and organize data quality attributes In this step, data quality attributes can be
identified from various sources. E.g., sources such as research papers, proceedings papers,
books, standards, technical reports, Internet articles, and interviews can be used to identify
the attributes. Data quality attributes can also be elicited from interviews. A single attribute
can also represent differently phrased data quality attributes. E.g., understandability and
ease of understanding attributes can be represented by the same attribute.

S3 Associate data quality challenges and data quality attributes Data quality challenges
and quality attributes can be associated with each other after their identification. The associa-
tion means that a certain data quality challenge affects a certain data quality attribute. There is
a many-to-many relationship between data quality challenge and data quality attribute, i.e., one
challenge can affect more than one attribute, and one attribute can be affected by more than
one challenge. For instance, accuracy (attribute) is affected by data drop, incomplete data, etc.
(challenges); and data drop (challenge) can affect accuracy, completeness, etc. (attributes).

4 https://doi.org/10.7910/DVN/Y60RUV

@ Springer


https://doi.org/10.7910/DVN/Y6ORUV

Software Quality Journal (2024) 32:313-360

322

suonnjos Ay} Jo (S1eYIMOf)
s[rejop uonejuowedwi pue suoneoyroads sjuswalnbal sapnout osTy "sagud[eyo

9S ‘GS PaynIUapI Ay} AeINIW JO NPT 0) SAJBPIPULRD UONN[OS 10§ dje[dwd) B SIpIA0I] SoJepIpuER)) UOHN[OS Al
B[NULIOY JI3Y) PUB ‘SOLNAW ‘dnqrije Je[nonied e joagye saSuaf[eyd yorym

9S ‘¢S ‘€S ‘zS  Surpre3ar uonewIojur sepn[our os[y ‘sAnqrie Ajenb eyep 1oy arejdwe) e sopraoig soInqumy A)reng) ele(q Jo 1S I

9S ‘1S soSuayreyo 10§ arerdwe) € sapIA0Ig saSuarrey) Aeng) eieq Jo 1S il

Kyrenb ejep a3euew pue ssasse 0} mopyjIom doys-£q-dajs e sopraoig MmopyIop Areng) ereq 1

+daIS asoding jusuodwo) a1

(yuouodwod mopyrom oy ur sdays pajear oy 10j g "St 03 19§a1,) esodind 11oy) pue syusuodwod yromowel,] 9jepIpue) g 3|qeL

pringer

Qs



Software Quality Journal (2024) 32:313-360 323

@ Identify data quality | [ _____ > Collect and organize . Dcﬁt':\allrgllgz sdfht:tll:fael;y s3

challenges data quality attributes data quality attributes

A

S1 s2
6 S5 v
Present to Identify solutions for DA Define data quality
stakeholders B data quality challenges attribute metrics

S4

Legend
——>» Tasks that have to be done serially

----- » Tasks that can be done in parallel

Fig.2 Data Quality Workflow artifact component

However, there can be those data quality attributes that are not affected by any identified chal-
lenge and data quality challenges that do not affect any attribute.

S4 Define data quality attribute metrics Metrics to measure data quality attributes are
formulated in this step. The metrics help to put a quantitative value on the attributes. E.g.,
degree of accuracy (metric) helps to measure accuracy (attribute). It gives a quantifiable
value for the attribute. Furthermore, formulae can be devised to calculate the metrics. E.g.,
the degree of accuracy can be calculated as a ratio of the number of correctly labeled data
records and the total number of data records. The formulae are mostly dependent on the
context of the application.

S5 Identify solutions for data quality challenges A way of improving data quality attrib-
ute metrics, thus improving quality attributes, is to determine candidate solutions for the
data quality challenges that affect the attributes. If the challenges can be mitigated or
reduced, it will help improve the data quality attributes. For instance, finding a solution
for data drop (challenge) and implementing it in the system process could result in lesser
data being dropped, thus improving the completeness (attribute). Several sources, such as
research papers, technical reports, and books, can identify solutions. Teams can also brain-
storm and devise new solution candidates for the challenges. An effective way to validate
solution candidates is to implement them as tests in part of a system.

S6 Present to stakeholders As the final step, identified data quality challenges, attributes,
and solution candidates should be presented to appropriate stakeholders. They could be
higher management, other colleagues, or customers. A suitable form of presentation should
also be decided.

4.2 Component ll: List of data quality challenges
Table 3 presents the template of List of Data Quality Challenges component. It includes

eight fields validated by the participants of the focus group as well as the second survey. The
participants were asked to decide whether a certain field was required or not for a particular
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component. All participants responded that all fields except one (the source) apply to the
component. The source field was agreed upon by 75% of the participants. The challenges
are related to the case as they are identified by the experts from the case company. The chal-
lenges identified in the case study were entered into the template and are also provided in
the artifact package.’

In response to the first research question (RQ1), in total, and at the end of the study, 27
data quality challenges were identified from elicitation methods such as interviews and lit-
erature review. During the course of the study, ten challenges were identified in our litera-
ture review analysis and interview data. Nine other challenges were only found in interview
data, without a matching report in related work. The remaining eight challenges were iden-
tified only in the literature review. Figure 3 depicts the number of challenges retrieved from
various sources, such as interviews and literature reviews, as well as the methods employed
to validate the identified challenges. The challenges are divided into five broad catego-
ries: data availability, data management, data source, data structure, and data trust. We will
list the identified challenges here; a complete description of all challenges, including more
details on each challenge, is available in the artifact package® accompanying this article.
As an extract from the artifact package, the challenges under the category data availability
challenges are detailed in Appendix A.

Data availability challenges affect the data availability during processing by AI models.
The challenges categorized under this challenge set are Data Delay”, Data Drop™, Incom-
plete Data”, and Low Labeled Data Volume™.

Data management challenges are related to data management and operations performed
on them. The challenges categorized under this challenge set are Data Acquisition”™", Data
Ownership”, Expensive Procedure”", Imbalanced Dataset™ ", Improrer Data Transfer, Large
Volume of Data™, Manual Data Collection™", Manual Data Labeling**, Redundant Data”,
Regulatory Compliance™", Reliance on Suppliers to Raise Error”", and Time Consuming™".

Data source challenges are those caused by and due to the source of the data. The challenges
categorized under this challenge set are Data Dependent on External Conditions™, Lack of Vari-
ety in Test Environment™, New Data Type", and Wrongly Calibrated / Defective Sensors”.

Data structure challenges are related to the format and structure of the data. The chal-
lenges categorized under this challenge set are Fragmented Data”™", Incompatible Data
Format™, Outlier Data”", and Unstructured Data™".

Data trust challenges are caused due to the lack of transparency in the data and its
quality to extract meaningful information. The challenges categorized under this challenge
set are Incorrect Labeling”, Lack of Good Data from Simulations™, and Noise™.

4.3 Component lll: List of data quality attributes

Table 4 presents the template of the List of Data Quality Attributes component, which
the participants of the focus group validated. It includes eleven fields. Altogether 82 data
quality attributes are presented in the concrete implementation of this component. A com-
plete list of all data quality attributes is provided in Appendix B in Tables 13 and 14. A full

5 https://doi.org/10.7910/DVN/Y60RUV
® https://doi.org/10.7910/DVN/Y60RUV
7 #: Found in interview data and literature; **: Found only in interview data; ***: Found only in literature.
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25 challenges ranked by experts through Survey #1 (Table 8)  —

2 additional challenges

. . 4 interviews
only interview ’—A|n —

27 challenges

*: Two challenges were not included due to a technical

\ \ problem in the survey, see Table 10
27 challenges ranked by 25 challenges ranked by
experts through Focus Group experts through Survey #2
(Table 12) (Table 10)*

Focus Group

T S #2 AN

with 5 experts % ey
000
aN

Fig. 3 Challenges identified from various sources and validated using different methods

description of each item is available in the artifact package.® Additionally, 30 metrics for dif-
ferent data quality attributes are also presented in the appendix, and a complete description of
these metrics is available in the artifact package'. E.g., a metric to measure the timeliness of
datais the degree of timeliness, aratio between the number of data records received within an
acceptable time and the total number of received data records. Furthermore, fields from
Planguage, a quality factors notation Gilb (2005), were also adapted for this component.

4.4 Component IV: Solution candidates

Table 5 presents the template of the Solution Candidates component. It includes four fields,
which were validated by the focus group participants. In the concrete implementation of
this component, 13 solution candidates are devised, as depicted in Table 6. Some solution
candidates are Automated Labeling to solve Low Labeled Data Volume and Manual Data
Labeling challenges or Corroboration of Data with Central Data Repository to solve the Data
Dependent on External Conditions challenge. It should be noted that a single solution can
be suitable to solve more than a single challenge.

8 https://doi.org/10.7910/DVN/Y60RUV
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Table 6 Concrete solution candidates

Solution candidate

Mitigated challenge

Auto Increasing Sequential Number

Automated Labeling

Continuous Data Processing

Corroboration of Data with Central Data Repository
Data Acquisition Solution Task

Data Filter

Data Level Methods and Algorithm Level Methods
Identify Mandatory and Optional Fields

Improper Data Transfer Solution Task

Outlier Techniques

Pair-wise Attribute Algorithm

RIASC Tool for Removing Redundancies (RTRR)

Test Environments

Data Drop

Low Labeled Data Volume, Manual Data Labeling
Data Delay

Data Dependent on External Conditions
Data Acquisition

Reliance on Suppliers to Raise Error
Imbalanced Dataset

Incomplete Data

Improper Data Transfer

Outlier Data

Noisy Data

Redundant Data

Lack of Variety in Test Environment, Manual Data

Collection

In this study, we explored and devised solution candidates. An example of a solution
candidate definition is presented in Appendix C. Definitions for all depicted solution can-
didates can be found in the accompanying artifact package’.

4.5 In-Depth evaluation of the data quality challenges

Since identifying data quality challenges is one of the goals of this study and a fundamen-
tal aspect of the candidate framework, this section presents the results of an in-depth evalu-
ation of the identified data quality challenges.

In order to verify the severity of identified challenges and the validity of the data quality
attributes, two surveys and a focus group were conducted. The participants were asked to
provide a Likert scale value between 1 and 6 to the challenge sets. They were also asked
to rank the individual challenges in the challenge sets. The provided Likert scale val-
ues and the rankings were used to compute a Challenge Score. The higher the score, the
more severe a challenge is compared to other challenges. Low Labeled Data Volume chal-
lenge (i.e., lack of enough labeled data) had the highest score in both surveys; hence, it is
regarded as the most severe challenge.

In addition, during both surveys, the participants were asked to rank the challenge sets
on a similar scale. All challenge sets were deemed relevant and showed only minor differ-
ences in ranking.

4.5.1 First evaluation survey
Table 7 presents the values of the Likert scale selected for each challenge set by the survey

participants. Here, S7-S6 are the six survey participants. The data is presented in alphabeti-
cal order of the challenge set.
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Table 7 First survey - Ranking

of Challenge Sets Challenge Set S1 S2 S3 S4 S5 S6
Data Availability 6 4 5 5 6 3
Data Management 4 3 4 4 6 2
Data Source 5 5 2 3 6 5
Data Structure 2 2 3 1 6 1
Data Trust 3 5 1 2 6 4

Table 8° provides the ranking of data quality challenges given by participants of the first
survey during the first cycle. Here, S1-S6 are the six survey participants, ) depicts the sum
of the product of rankings, and fis the final normalized Challenge Score.

4.5.2 Second evaluation survey

Table 9 presents the values of the Likert scale selected for each challenge set by the second
survey participants. Here, S7-S10 are the four survey participants. The data is presented in
alphabetical order of the challenge set.

The ranking of data quality challenges given by participants in the second survey during
the third cycle is presented in Table 10'°. In the table, S7-S10 are the four survey participants,
Y is the sum of the product of rankings, and fis the final normalized Challenge Score.

Furthermore, the second survey sent out to the study participants attempted to validate the
fields of the templates of the candidate framework components. For all components, every
field was evaluated to be appropriate by all survey participants except for two. The field
Sources in List of Data Quality Challenges and the List of Data Quality Attributes components
are evaluated to be suitable by only 75% and 50% of the survey participants, respectively.

4.5.3 Focus group evaluation

A focus group session was conducted in the third cycle of this study. Five deep learn-
ing, data science, and requirement engineering experts participated in the session. Two
experts were employed at the case company; three were members of the VEDLIoT
research project. Two types of questions were presented during the session. The first
type pertains to the ranking of the data quality challenges. The researchers of this thesis
study wanted to understand if the experts would rank the challenges differently com-
pared to the ranking of the first cycle of this study. The second question type relates to
validating the association between data quality challenges and attributes.

° Note: In Table 8, Expensive Procedure and Time Consuming challenges are not included as they were
identified only during the second cycle.
10 Note: In Table 10, due to limitation on the number of options provided by the survey tool used (Micro-
soft Forms), Manual Data Collection and Manual Data Labeling challenges were combined into a single
challenge named Manual Data Collection and Labeling for ranking. They are still regarded as separate
challenges in the List of Challenges artifact component.

Due to a technical error, Regulatory Compliance was not included in the second cycle survey. Hence, the
calculation of Challenge Score ranking disregards it. The disregard is only for calculation of the Challenge
Score; the challenge is still included in the List of Challenges artifact component.
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Table 8 Ranking of data quality challenges through the first evaluation survey during the first cycle of the study

Rank C.Set Challenge SI S2 S3 S4 S5 S6 Y f

1 D.A.  Low Labeled Data Volume 4 1 4 4 4 4 104 4333
2 D.So. Lack of Variety in Test Environment 6 5 6 7 6 7 159 3.786
3 D.A.  Incomplete Data 3 4 2 3 2 3 80 3.333
4 D.So. Data Dependent on External Conditions 4 7 7 5 7 2 136 3.238
5 D.M. Manual Data Labeling 10 3 8 10 9 9 193 3.217
6 D.M. Imbalanced Dataset 7 10 1 9 10 10 178 2.967
7 D.A.  Data Drop 2 3 3 1 3 2 68  2.833
8 D.T. Incorrect Labeling 5 1 4 5 5 4 80 2.667
9 D.So. Wrongly-Calibrated / Defective Sensors 3 4 2 6 4 6 111 2.643
10 D.M. Reliance on Suppliers to Raise Error 6 5 10 5 7 7 155 2.583
11 D.M. Manual Data Collection 9 2 7 6 8 4 150 2.500
12 D.So. Noise 5 6 4 3 1 5 103 2.452
13 D.So. New Data Type 7 3 5 2 5 1 101 2.405
14 D.M. Large Volume of Data 8 7 5 7 3 8 135 2.250
15 D.M. Regulatory Compliance 4 8 6 2 6 2 112 1.867
16 D.St.  Unstructured Data 5 5 5 3 2 5 55 1.833
17 D.M. Data Ownership 5 9 9 3 2 1 109 1.817
18 D.T. Lack of Good Data from Simulation 3 3 2 3 3 1 54 1.800
19 D.M. Improper Data Transfer 1 4 4 8 4 6 100  1.667
20 D.A.  Data Delay 1 2 1 2 1 1 38 1.583
21 D.St.  Outlier Data 2 3 1 4 4 1 43 1.433
22 D.M. Redundant Data 2 6 3 1 5 5 82 1.367
23 D.St.  Incompatible Data Formats 4 4 4 4 1 2 40 1.333
23 D.St.  Data Fragmentation 3 2 2 2 3 4 40 1.333
25 D.M. Data Acquisition 3 1 2 4 1 3 51 0.850
% D.M. Time Consuming Challenge was found at a later iteration

% D.M. Expensive Procedure Challenge was found at a later iteration

Items removed from the final version of the artifact based on the judgment from experts can be found in the
artifact package

C.Set Challenge Set, D.A. Data Availability, D.M. Data Management, D.So. Data Source, D.St. Data Struc-
ture, D.T. Data Trust

Unlike in the surveys, the focus group session’s ranking portrays the challenges’ overall
ranking without giving them individual weights and calculating the Challenge Score. One
of the reasons behind the imposition of a different way is the use of a different tool for the

Table9 Second survey -
Ranking of Challenge Sets Challenge Set S7 S8 89 S10

Data Availability
Data Management
Data Source

Data Structure
Data Trust

o w o & A
N R WA —
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Table 10 Ranking of data quality challenges through the second evaluation survey during the third cycle of
the study

Rank C.Set Challenge S7 S8 S9 S10 ¥ f

1 D.A. Low Labeled Data Volume 3 4 4 4 60 3.750
1 D.T. Incorrect Labeling 3 3 2 3 45 3.750
3 D.So Wrongly-Calibrated / Defective Sensors 4 2 4 3 58 3.625
3 D.So Lack of Variety in Test Environment 3 4 3 4 58 3.625
5 D.A. Incomplete Data 4 3 3 3 52 3.250
6 D.M. Imbalanced Dataset 8 6 9 10 121 3.025
7 D.So Noise 2 1 3 1 35 2917
8 D.M. Large Volume of Data 4 8 10 4 106 2.650
9 D.St. Outlier Data 4 3 2 3 40 2.500
10 D.St. Incompatible Data Formats 3 2 4 1 39 2.438
11 D.M. Manual Data Collection and Labeling 6 7 7 5 97 2.425
12 D.M. Data Ownership 2 10 6 9 96 2.400
13 D.M. Time Consuming 9 9 2 6 94 2.350
14 D.M. Reliance on Suppliers to Raise Error 7 5 5 8 89 2.225
15 D.A. Data Drop 2 2 2 2 32 2.000
15 D.St. Data Fragmentation 1 4 1 4 32 2.000
17 D.M. Improper Data Transfer 5 3 8 3 78 1.950
18 D.So. Data Dependent on External Conditions 1 3 2 2 31 1.937
19 D.M. Expensive Procedure 10 2 3 7 77 1.925
20 D.T. Lack of Good Data from Simulation 1 2 1 2 22 1.833
21 D.St. Unstructured Data 2 1 3 2 29 1.813
22 D.So.  New Data Type 2 1 1 1 23 1.438
23 D.M. Data Acquisition 1 4 4 2 44 1.100
24 D.A. Data Delay 1 1 1 1 16 1.000
25 D.M. Redundant Data 3 1 1 1 23 0.575
% D.M. Regulatory Compliance Challenge was not included in ranking,

see text.
% D.M. Manual Data Labeling Challenge was combined with Manual

Data Collection, see text.

Rows with a gray background are the challenges added during the second cycle of the study (Time Consum-
ing, Expensive Procedure)

Regulatory compliance is not included in the following list as there was a technical limitation due to which
it was not included in the ranking. Similarly, manual data collection and manual data labeling were com-
bined into one

C.Set Challenge Set, D.A. Data Availability, D.M. Data Management, D.So. Data Source, D.St. Data Struc-
ture, D.T. Data Trust

focus group. Ranking of the challenge sets using a Likert scale is presented in Table 11.
Ranking for challenges in each challenge set is presented in Table 12.

107 data quality challenge-attribute associations were presented for validation during
the focus group. The experts regarded only four challenge-attribute associations as not
valid (i.e., the initial supposition that the challenges affect the attributes for four of the
attributes is not valid in expert opinion). Similarly, for 30 challenge-attribute associations,
there was unanimity (i.e., all of the experts in the focus group session regarded a particular
challenge as affecting a particular attribute).
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Table 11 Ranking of Challenge

Sets Challenge Set Score
Data Availability 35
Data Management 4.0
Data Source 4.0
Data Structure 2.8
Data Trust 5.8

For 45 challenge-attribute associations, more than half, but not all, of the experts in
the focus group regarding a particular challenge affect a particular attribute. Similarly, for 26
challenge-attribute associations, more than half, but not all, of the experts in the focus group
regarding a particular challenge does not affect a particular attribute. Only for the Data
Delay challenge, there were two challenge-attribute associations in which half of the experts
regarded a particular challenge does affect a particular attribute, and the other half regarded
a particular challenge does not affect a particular attribute. This anomaly in data is due to
one of the focus group participants not answering the question regarding Data Delay.

All data regarding the focus group, including tables outlining the experts’ responses,
can be found in the data package'' accompanying this article.

5 Discussion

In this section, we discuss the implications and contributions of our study. We also provide
potential threats to the validity of the study.

5.1 Implications and contributions

The study has implications for researchers and practitioners interested in data quality and
methods to assess and manage data quality. First, the study provides a candidate frame-
work, which can act as a repository of information regarding data quality. The Data Qual-
ity Workflow component provides a step-by-step guide of the tasks that could be performed
for overall data quality management.

Similarly, the List of Data Quality Challenges component provides a tool that can be
referred to when designing a system to understand the types of data challenges it could
face. List of Data Quality Attributes component presents the interested parties with attrib-
utes they might want to emphasize more in their systems. For example, a system might
prefer data availability more than completeness, or vice versa. The component would help
them understand which challenges could affect those attributes. Similarly, interested par-
ties could understand which metrics to focus on and which data to collect to calculate the
metric values by using the metrics provided. Mainly, practitioners can record data and
compute metrics, which could help them adapt and change their processes if needed.

Likewise, using the solution candidates component, they can identify and implement
techniques for mitigating the challenges affecting the attributes they prefer most.

1 https://doi.org/10.7910/DVN/Y60RUV
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Table 12 Ranking of Data Challenges for each Challenge Set based on Expert’s knowledge collected in a
focus group

Rank Challenge

Data Availability Challenges

1 Incomplete Data

2 Low Labeled Data Volume
3 Data Drop

4 Data Delay

Data Management Challenges

Imbalanced Dataset
Manual Data Labeling*
Regulatory Compliance*
Expensive procedure
Large Volume of Data
Data Acquisition

Time Consuming

Manual Data Collection*

O 00 N O W RN =

Data Ownership

—_
(=]

Reliance on Suppliers to Raise Error

—_
—

Improper Data Transfer
12 Redundant Data
Data Source Challenges

1 Lack of Variety in Test Environment
2 Data Dependent on External Conditions
3 New Data Types

4 Wrongly-calibrated / Defective Sensor
Data Structure Challenges

1 Unstructured Data

2 Outlier Data

3 Incompatible Data Formats

4 Data Fragmentation

Data Trust Challenges

1 Incorrect Labeling

2 Lack of Good Data from Simulations
3 Noise

A comparison can be made between the candidate framework proposed in this study and
the OpenMDM framework described in Sect. 2. A difference between the two is that Open-
MDM provides workflow management of measurement data, whereas CaFDaQAM provides
a workflow for overall data quality management. Furthermore, OpenMDM is an Eclipse IDE-
based tool, whereas CaFDaQAM could be employed in a programming language-neutral
and IDE-neutral fashion.

The candidate framework developed in this study combines various components to present
a comprehensive collection of tools to assess and maintain data quality. Those tools include
a data quality workflow, templates for identifying and recording data quality challenges
and attributes, a list of identified data quality challenges, a list of data quality attributes and
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metrics, and a list of solution candidates to many data quality challenges. Prior studies (see
Sect. 2) explored a single concept. For example, Cai and Zhu (2015) studied only the aspect
of challenges of data quality, Batini et al. (2007) explored steps in data quality risk assess-
ment, and Fletcher (1998) provided an attribute-dimensions matrix. Similarly, Fujii et al.
(2020) focused on quality assurance of machine learning-based Al applications and did not
touch upon data specifically. Unlike previous studies and frameworks, CaFDaQAM explores
the overall data quality management process by explicitly proposing a data quality workflow
and providing the necessary tools to apply that workflow. The proposed candidate framework
also provides requirements for the individual components.

5.2 Answer to the research questions

In response to the first research question (RQ1), this study identified 27 data quality chal-
lenges through interviews and a literature review. We developed a method, Challenge Score
ranking, to rank and understand the severity of the identified challenges. Furthermore, we
verified the identified challenges using surveys and a focus group.

Furthermore, four components were derived, forming the Candidate Framework for
Data Quality Assessment and Maintenance (CaFDaQAM). A data quality workflow was
derived. Similarly, tools were proposed in the form of templates and lists for identifying
data quality challenges, identifying, quantifying, and managing data quality attributes,
and developing solution candidates for data quality challenges. We validated the candidate
framework components using a survey, thus ensuring that they correctly address the need
of the stakeholders. Hence, the validated candidate framework components answer the sec-
ond research question (RQ2).

5.3 Threats to validity
5.3.1 Internal validity

Internal validity is concerned with how different variables affect the result of an experi-
ment. One such threat is researcher bias. We, as researchers, could have introduced biases
about the topic of the study. The researchers, for example, could have been biased during
collecting data and conducting interviews. In order to mitigate this, two researchers per-
formed thematic coding separately using the same coding technique. They then combined
them into a single final set of codes in a joint meeting through discussion.

Similarly, as stated earlier, some challenges were identified through literature review
only. However, they were validated by conducting a focus group and surveys. Also, a pre-
defined set of questions was used for the interviews, limiting the discussion during inter-
view sessions. At the end of each interview, the interviewees were asked if any questions
that should have been asked were missed. Efforts were made to reduce ambiguity in the
questions as much as possible. However, there could still be confusion regarding the ques-
tions because of communication gaps.

Likewise, there were a limited number of participants in the interviews, the focus group,
and the surveys. Most were from the automated driving sector, which could have skewed
the study’s result. However, suppose researchers will conduct experiments in the future
with the same questionnaire used in this study. In that case, the result could vary if only a
few participants are used because those participants might have different experiences and
expertise than those consulted during this study.
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5.3.2 Reliability

Reliability is associated with the replicability of an experiment or other empirical study,
which means future experiments designed in the same fashion as the first experiment
should produce the same results as the first experiment. The different versions of inter-
view questions are provided in a replication package so that researchers can track how the
research questions evolved based on the participants’ responses. The interview questions
help researchers to ask similar questions in the future. However, the responses by experts
might be different despite being from the same domain and having similar years of experi-
ence, which is because they could have different backgrounds and experiences throughout
their careers or simply because they can have different perspectives.

5.3.3 Conclusion validity

Conclusion validity deals with the reasonability of the results of an experiment. Because
focus group sessions and surveys were conducted to evaluate the artifacts developed in the
study, it can be stated that the conclusion of this study is valid. However, the researchers
of this study have yet to validate the conclusion with other domain experts, such as health-
care, aerospace, or law enforcement. The artifacts have not been implemented in a real-
world context. So, there is scope for future study regarding the real-world implementation
of the artifact developed in this thesis.

5.3.4 Generalizability

The study was conducted for a specific sector—automated driving. While our findings and
candidate framework can only be generalized beyond this scope with further research, we
hope our work can inspire similar concerns in other domains. For instance, quality data is
also crucial for critical systems such as healthcare or power grid applications. The candi-
date framework could be used as a template to identify data quality challenges and mitigate
them in such systems. Albeit, modifications in the candidate framework and its compo-
nents might be warranted for such generalization. Furthermore, we do not claim the gener-
alizability of the identified challenges; we only claim the transferability of the concept that
challenges exist in the defined categories.

6 Conclusion

In this study, we have identified data quality challenges that could arise in deep learning
systems using an automated driving system case study, thus answering RQ1 of this study.
We have identified, analyzed, and evaluated the data quality challenges using interviews
and a focus group. The list of challenges acts as one of the components of the candidate
framework devised in this study.

The proposed Candidate Framework for Data Quality Assessment and Maintenance
(CaFDaQAM), its components, and associated templates assist in comprehending data
quality challenges, attributes, metrics, and solution candidates. The candidate framework
can be used as a tool to improve data quality. It can be used to define data quality require-
ments for a given system. The proposed templates help create a reference point for identi-
fying data quality issues and defining necessary data attributes. The candidate framework
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can help improve the performance of deep learning systems, make better predictions, and
reduce the risks that insufficient data quality could pose. Using the information provided
by the candidate framework, stakeholders can proactively identify and mitigate the chal-
lenges regarding data quality. The candidate framework supports RQ?2 of this study.

As future work, researchers can use the candidate framework components as a base-
line to further develop a framework. Additional challenges could be identified, or identi-
fied challenges could be broken into sub-challenges to explore in detail. In order to make
the candidate framework developed in this study generalizable, it can be tested in other
fields, such as healthcare. Additional data quality challenges, attributes, and solutions can
be identified from different domains.

The candidate framework could also be adopted as an automated tool. Data can be
passed through a pipeline in this tool, and different relevant quality aspects of the data can
be assessed automatically. Then, quality information can be presented to appropriate stake-
holders using various mediums and visualization techniques.

Appendix A. Example of a list of data quality challenges

Here we present an example of a list of data quality challenges. The list was created using
the template provided in Table 3. The presented list contains challenges from the category
data availability challenges. Similar organized lists of challenges for the categories data
management, data sources, data structure, and data trust can be found in the accompany-
ing artifact package.'”

Data availability challenges

Name: Data Delay

Reference: Interviewee B, Corrales et al. (2016), Kruse et al. (2016)

Description: Data delay can occur during data transmission between different sources and
destinations. E.g., a delay can occur in data transmission from sensor to long-term storage,
sensor to deep learning functions, and long-term storage to deep learning functions. Simi-
larly, there can also be a delay in receiving a signal sent out by a sensor.

Directly affects Al Functions: 1 “Yes”, 3 “No”

Challenge Score: Survey 1 - 1.583 (Rank 22/31), Survey 2 - 1.000 (Rank 24/25)

Name: Data Drop

Reference: Interviewee D

Description: Some data cycles are dropped now and then, which causes tracking of data to
be difficult and disrupts the management and processing of data. Such disruption, in turn,

will hinder the training of deep learning models. E.g., dropping three frames in a 30-second
clip would mean losing 0.7 s, thus causing a problem for algorithmic correctness.

12 https://doi.org/10.7910/DVN/Y60RUV
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Directly affects Al Functions: 3 “Yes”, 1 “No”

Challenge Score: Survey 1 - 2.833 (Rank 7/31), Survey 2 - 2.000 (Rank 15/25)
Name: Incomplete Data

Reference: Interviewee E, Corrales et al. (2016),

Description: This challenge is similar to the data drop, as missing data cause both. An
incomplete dataset also hinders the training of deep learning models. The difference
between data drop and incomplete data is that a record can have all the transmitted bits and
yet be incomplete if it does not include some crucial information. However, a data drop
occurs when there is a drop in bits.

Directly affects Al functions: 3 “Yes”, 1 “No”

Challenge score: Survey 1 - 3.333 (Rank 3/31), Survey 2 - 3.250 (Rank 5/25)
Name: Low Labeled Data Volume

Reference: Interviewee C

Description: Most of the time, in the training dataset, the volume of the labeled data is
significantly lesser than that of the unlabeled data. Since a large volume of data is unla-
beled, the unlabeled data is useless, and the deep learning models cannot be adequately
trained. E.g., if only 30% of the traffic signs in a scene are labeled, it would be “more dif-
ficult for the neural network to learn traffic signs since there are quite a lot of traffic signs
among the negative samples.”

Directly affects Al functions: 4 “Yes”, 0 “No”

Challenge score: Survey 1 - 4.333 (Rank 1/31), Survey 2 - 3.750 (Rank 1/25%)

Appendix B: List of data quality attributes

The following Table 13 demonstrates how the template for data quality attributes in Table 4
can be applied to create an organized list of data quality attributes. The following list of
data quality attributes and relevant metrics has been compiled and validated with the case
company. Table 14 provides the data quality attribute metrics.

Note:

NA: Not Applicable
The numbers in the brackets are the weighted average values for the challenge-attribute
association calculated from the focus group session and survey 2.

e The first number inside the brackets denotes the weighted average from the focus group
results, and the second number denotes the weighted average from survey 2.
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e If there is no weighted average from either the focus group or survey, the space is left
blank. E.g., (, 1) would mean that there is no weighted average from the focus group,
but there is a weighted average from survey 2. In the same way, (1, ) means vice versa.

¢ The meaning of weighted average is explained in the main article.

Some data quality attributes do not have an applicable metric. The lack of metrics is
that these attributes do not have a tangible numeric value. E.g., Comment does not have a
numeric value that can be used in devising a metric.

Following is the list of the data quality attributes without a metric.

1. Accessibility
2. Amount of Data
3. Auditability
4. Authorization
5. Believability / Credibility / Reputation
6. Clarity / Interpretability / Unambiguous
7. Coherence and Comparability
8. Comment
9. Conciseness / Concise Representation
10. Consistency and Synchronization
11. Consistent Representation / Representational Consistency
12.  Contact
13.  Definition / Documentation
14. Ease of Manipulation
15. Ease of Operation
16. Ease of Use and Maintainability
17. Elasticity
18.  Flexibility
19. Free of Error
20. Institutional Mandate
21. Learnability
22. Lineage
23. Metadata
24. Metadata Update
25. Navigation
26. Objectivity
27. Portability
28. Precision
29. Presentation Quality
30. Quality Management
31. Readability
32. Recoverability
33. Reference Period
34. Release Policy
35. Representation
36. Resiliency
37. Safety
38. Scalability
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39. Security

40. Statistical Presentation
41. Statistical Processing
42. Structure

43. Traceability

44. Unambiguous

45. Understandability / Ease of Understanding
46. Unit of Measure

47. Usability

48. Validity

49. Value Added

Appendix C. Example of a solution candidate

Here we provide an example of a solution candidate. The solution candidate Continuous
Data Processing has been developed together with the case company. It demonstrates how
the template for solution candidates (Table 5) can be applied in practice. Figure 4 shows
the flowchart of the solution candidate Continuous Data Processing. Altogether 13 solu-
tion candidates have been derived in this study. The remaining solution candidates can be
found in the supplement material.'®

Continuous data processing

Mitigated Challenge: Data Delay

Requirement Specifications:

1. Add new fields for departure timestamp and arrival timestamp in the database,
2. Determine an acceptable range of time for data arrival

Implementation Details:

First, above mentioned requirement specifications, should be completed.
Then, when the data arrives for processing, check if it is in the initial processing stage.
CHECK_PIPELINE: If it is, check if there is data in the data pipeline.

— If there is data in the pipeline, start processing that particular piece of data without
waiting for the rest of the data.
— CHECK_END: If there is no data in the pipeline, check if it is the end of processing.

* If it is the end of processing, stop.
*If it is not the end of processing, identify that there is a data delay.
* Check if the data departure timestamp is there or not.

" If data departure timestamp exists, compute the total time taken by finding the dif-
ference between arrival and departure times.

" Check if the time taken is within the acceptable range.

" If it is within the acceptable range, stop.

13 https://doi.org/10.7910/DVN/Y60RUV
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*If it is not within the acceptable range, notify appropriate stakeholders about the
data delay.

e Ifitis not the initial stage of processing, check if the stage is mid-processing.
— If yes, continue from CHECK_PIPELINE.
e If the stage is not mid-processing, continue from CHECK_END.

Requirement specification:
(1) Add new fields for dep: i and arrival ti as metadata
(2) Determine an acceptable range of time for data arrival

Is this initial stage
of processing?

Start processing the particular piece of
data without waiting for the rest

Is there data in
the pipeline?

Is this stage
mid-processing?

Is this the end
of processing?

Is there data
departure timestamp?

Identify there is data delay Notify appropriate stakeholders

Time taken within
acceptable range?

Compute the total time taken
(arrival time - departure time)

Fig. 4 Flowchart for Continuous Data Processing Solution
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