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Abstract
The advancement of quantum computing hinges on the scalability and per-
formance of quantum processors. Superconducting qubits require precision
engineering to achieve long coherence times and high gate fidelities. However,
their performance remains constrained by challenges such as fabrication un-
certainty, imperfections in materials, and unintended signal crosstalk, all of
which impose significant limitations on scalability and reliability.

A significant portion of this work investigates the reproducibility of Joseph-
son junctions, essential components of superconducting qubits. Variations
in these junctions lead to deviations in qubit frequencies, degrading gate fi-
delity. A streamlined fabrication process using Patch-Integrated Cross-Type
(PICT) junctions reduces the steps for junction fabrication while maintain-
ing reproducibility and qubit coherence. Further improvements are achieved
by optimizing the fabrication process and using slightly larger junction sizes,
leading to a qubit frequency reproducibility of 40 MHz (1%) on a planar chip.

Qubit coherence, essential for maintaining quantum states and enabling
error-free operations, is investigated from a material perspective. Two-level
systems (TLS) at material interfaces are identified as dominant sources of
decoherence. Through TLS spectroscopy, we probe the density of defects in
the vicinity of the qubit and their presence within the junction’s tunnel barrier.
Additionally, we evaluate the impact of fabrication steps on the performance of
superconducting circuit and improve the qubit quality factor up to 5 million.

Crosstalk, arising from unintended drive-line interactions, degrades gate
fidelity. On the first-generation 25-qubit flip-chip quantum processing unit
(QPU), the average drive-line crosstalk was benchmarked at 40 dB. The
second-generation QPU enables studies on parameter targeting, including the
influence of chip-to-chip spacing on qubit frequencies and crosstalk’s impact
on gate fidelity. Advanced frequency allocation strategies are introduced to
account for fabrication uncertainties while maximizing frequency separation
between neighboring qubits. While these approaches effectively mitigate gate
collisions, our results emphasize the need for further suppression of crosstalk
and active mitigation techniques to achieve higher fidelities in large-scale quan-
tum processors.

Keywords: Superconducting qubits, quantum computing, Josephson junc-
tion reproduciblity, TLS spectroscopy, 3D integration, quantum processor
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CHAPTER 1

Introduction

Technology evolves as a direct response to human needs and the challenges we
encounter. Over time, these needs have transformed from basic pursuits, such
as developing tools for farming and food preservation millennia ago, to more
intricate ones, like powering large cities and establishing telecommunication
networks. Today, we grapple with even more sophisticated challenges, in-
cluding drug development, combating climate change, cryptography, and the
search for materials with unique properties. Drug development, for instance,
is a lengthy process that may take over a decade to identify molecules that
exhibit the required medicinal activity against a biological target [1]. While
the advent of computers and computational chemistry transformed drug dis-
covery from an in vitro process with a low success rate to an accelerated, more
efficient process, classical computations still rely on approximate and compar-
ative modeling. Accurate simulation of protein folding and chemical interac-
tions between large molecules can be prohibitively resource-intensive [2, 3].
Similarly, finding new efficient materials for batteries and photovoltaic cells,
or as catalysts in chemical reactions, relies on approximate solutions that can
be computationally infeasible [4–7]. A few decades ago, quantum computing
emerged as a possible solution to these bottlenecks. By leveraging new logic,
beyond that which is allowed classically, a quantum computer can implement
highly efficient and accurate processing of complex computational tasks.
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Chapter 1 Introduction

1.1 From classical to quantum
Classical computations rely on encoding discrete information in bits, where
each bit is either 0 or 1. Think of it as a light switch; it can either be on or
off. A collection of bits forms a number, a character, or a logical operation
within an algorithm. A quantum computer, similarly, encodes information in
a quantum bit or a qubit. Unlike classical bits, the state of a qubit can exist
in a superposition of |0⟩ and |1⟩. The Bloch sphere in Fig. 1.1(a) is a standard
representation of such a superposition, where the blue vector on that sphere
represents the qubit state

|ψ⟩ = cos θ2 |0⟩ + e−jϕ sin θ2 |1⟩, (1.1)

where θ and ϕ can take any arbitrary values. Scaling this argument, a set of
3 classical bits can only be in one of 8 possible permutations: 000, 001, . . . ,
or 111, while a set of 3 qubits can be in all 8 permutations at the same time
with different probabilities [Fig. 1.1(b)]. To generalize, an N-qubit computer
spans over 2N possible states.

To further expand on this, for a quantum computer with N qubits, a clas-
sical computer would need to store 2N numbers that represent the state of
the quantum computer. Each of these numbers consists of m classical bits,
depending on the desired precision, resulting in a total storage requirement
of m × 2N classical bits. This exponential scaling demonstrates the inherent
limitations of classical computers in handling quantum systems. This real-
ization further inspired the idea of using quantum computers to simulate the
quantum mechanical systems of nature [8].

"And therefore, the problem is, how can we simulate the quantum
mechanics? There are two ways that we can go about it. We can
give up on our rule about what the computer was, we can say:
Let the computer itself be built of quantum mechanical elements
which obey quantum mechanical laws. Or we can turn the other
way and say: Let the computer still be the same kind that we
thought of before."

— Richard Feynman, 1981

To illustrate with real numbers: If we want to store the spin state of 40
electrons in a molecule, a quantum computer would require 40 qubits. A

4



1.1 From classical to quantum

0

1 X
Y

|0

|1

Classical bit

3 classical bits

Qubit

or

or
or
or
or
or
or
or

One possible permutation 
at a time

3 qubits

c1

c0

c2

c3

c4

c5

c6

c7

All possible permutations, 
each with probability ci

2

(a)

(b)

Figure 1.1: Comparison between classical and quantum bits. (a) Represen-
tation of a single classical bit and a quantum bit (qubit). A classical
bit can exist in one of two states, 0 or 1, while a qubit state, repre-
sented by a unit vector on the Bloch sphere, can exist in an arbitrary
superposition of |0⟩ and |1⟩. (b) Extension of this comparison to three
classical bit and three qubits. Three classical bits can exist in one of
23=8 distinct states, whereas three qubits can exist in a superposition
of all 23=8 states simultaneously.
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Chapter 1 Introduction

classical computer, however, would require 240 numbers; a total of 4 TB of
memory for a single-precision number (32 bits). Just doubling the number
of electrons to 80 would require 5×1012 TB of memory. That is almost a
hundred times more than the total volume of digital data stored and consumed
worldwide in 2020 [2, 9, 10].

Now, how do we make a qubit? When envisioning a qubit, the first idea
might be to use a component that is inherently quantum, such as a nucleus of
an atom or an electron. In 1995, the first quantum logic gate was demonstrated
with trapped ions at NIST [11]. In 1997 and 1998, the quantum gates were
demonstrated at MIT and Oxford using nuclear magnetic resonance (NMR),
where magnetic fields manipulate nuclear spins within molecules [12–16]. A
year later, in Japan, researchers demonstrated that superconducting circuits
could create an artificial atom, effectively functioning as a qubit [17]. This
approach quickly gained traction, as the well-established fabrication tech-
niques for superconducting circuits could later leverage advancements from
the CMOS industry, which offered a robust technological foundation. As a
result, superconducting qubits became one of the most promising and widely
adopted technologies for building qubits, forming the architecture chosen by
leading research groups and companies such as Google and IBM. Supercon-
ducting qubits are also the platform we adopt in our research group and are
the focus of this thesis. Alongside superconducting qubits, other technologies
such as trapped ions [18], quantum dots [19], and photonic qubits [20] are
actively explored as alternative pathways.

1.2 Current state of quantum computers
It is essential to recognize that quantum computers are not expected to solve
all computational problems, nor will they replace classical computers. Quan-
tum computers rely on classical computers and electronics to control and in-
terrogate them. The real advantage of quantum computers lies in their ability
to handle a specific set of problems more efficiently than classical computers.
When we say “more efficiently”, the difference can be staggering: a problem
that would take thousands to millions of years to solve on a classical computer
might be solvable by quantum computers in just hours [21].

So, where do quantum computers stand today? To answer this question,
perhaps, it is useful to divide quantum algorithms into two broad classes.
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The first class, fault-tolerant algorithms [22], assumes that qubits are error-
free during the algorithm runtime. This class includes Shor’s algorithm [23],
intended for RSA decryption, Grover’s algorithm [24], which can speed up
database search exponentially, and Quantum Fourier Transform [25], which is
essential for simulating the dynamics of quantum systems in material science
and drug development.

The second class encompasses Noisy Intermediate-Scale Quantum (NISQ)
algorithms [26], which are designed to run on quantum processors with noisy,
error-prone qubits. These algorithms are heuristic, aiming to provide approx-
imate solutions that are closer to the exact solution than what their classical
counterparts can achieve. Examples of these algorithms include Quantum-
Approximate Optimization Algorithms (QAOA) [27], and Variational Quan-
tum Eigensolvers (VQE) [28].

Returning to the question of where we are now, a fault-tolerant quantum
computer remains a distant goal. Boston Consultancy Group predicts that
such a machine could become a reality around the year 2040, with a forecast
economic value of $450 billion to $850 billion from quantum computing [29].
Meanwhile, the potential of NISQ algorithms to outperform classical algo-
rithms and artificial intelligence is still uncertain. While the ultimate goal
is to achieve fault tolerance, NISQ algorithms will offer useful insights and
applications as we advance toward this goal.

1.3 Why is it hard to build a quantum computer?
Building quantum computers is a remarkably challenging endeavor, with most
of our current hurdles rooted in engineering. To start, qubit decoherence
(the general term for loss of information in a quantum computer) poses a
constant challenge across most qubit platforms. Qubits are surrounded by
and interacts with a noisy environment. This environment makes it difficult
for qubits to maintain their exotic superposition state long enough to execute
quantum algorithms effectively. Superconducting qubits typically decohere
within a few hundred microseconds—insufficient to implement fault-tolerant
algorithms. For instance, implementing Shor’s algorithm to factor a 2048-bit
RSA integer, which requires hundreds of seconds, becomes infeasible with such
short-lived coherence times.

Error correction codes, however, offer a solution by mitigating decoher-
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ence [30]. They encode a single logical qubit into hundreds to thousands of
physical qubits [31, 32]. Despite the substantial overhead—potentially requir-
ing up to 20 million qubits and over 8 hours of runtime to factor a 2048-bit
RSA integer [21]—error correction remains the only feasible approach to im-
plement these fault-tolerant algorithms.

Beyond coherence, we must also control these qubits by applying quantum
gates to shift their state by a specific angle around the Bloch sphere or mediate
interactions between them. The quality of such quantum gates is captured
by the gate fidelity, which quantifies the accuracy of the target operation.
Eventually, we must read out the state of the qubit to extract the results of
our computation. The accuracy of reading out a qubit state that reflects its
true state is quantified by the readout fidelity.1

High qubit coherence, gate fidelity, and readout fidelity are three of the
main objectives toward the goal of building a quantum computer. Both fault-
tolerant and NISQ algorithms benefit from their improvement. Higher qubit
coherence and quantum gate fidelity for fault tolerance mean fewer physical
qubits required for every logical qubit, while fast and high-fidelity readout is
crucial for accurate and fast error detection, hence, shorter algorithm runtime.
For NISQ algorithms, high qubit coherence, gate fidelity, and readout fidelity
facilitate more complex algorithms with more quantum operations and reliable
measurement outcomes.

1.4 In this thesis

Addressing these challenges and scaling a quantum processing unit (QPU) to-
ward fault tolerance, or quantum advantage with NISQ algorithms demands
interdisciplinary engineering efforts, each contributing from a unique perspec-
tive to the solution. In this thesis, we present modest yet critical steps in this
direction by addressing specific engineering challenges at the level of single
qubits and a 25-qubit QPU, and the potential scalability to a larger number
of qubits. The following subsections explore these engineering perspectives,
emphasizing the challenges that are central to this thesis.

1Readout fidelity is not a topic that is addressed further in this thesis.
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1.4.1 Frequency collision and crosstalk
To run a quantum algorithm on a QPU, we implement sequences of single-
and two-qubit gates. Single-qubit gates are microwave pulses with a frequency
equal to the qubit transition frequency (typically 3—6 GHz). To implement
two-qubit gates, we parametrically modulate the frequency of a mediating el-
ement (a coupler) between two qubits at a frequency corresponding to various
two-qubit transitions (typically 50—1000 MHz). These control pulses travel
from room-temperature electronics down through signal lines patterned on
the QPU, which is housed in a dilution refrigerator at 10 mK. Achieving
high gate fidelities requires precise calibration of the pulse amplitude, fre-
quency, duration, and phase. This is feasible when controlling individual
qubits. However, simultaneous control of multiple qubits introduces the risk
of unintended pulses reaching neighboring qubits, altering their states—a phe-
nomenon known as signal crosstalk, which degrades gate fidelity.

One solution to mitigate crosstalk is to design a qubit frequency allocation
scheme that maximizes the frequency spacing between neighboring qubits. In
this arrangement, even if a signal leaks to a neighboring qubit, it remains
off-resonance and therefore minimally affects the unintended qubit. However,
fabrication uncertainties lead to deviations in qubit frequencies from their
design targets. These frequency shifts are primarily due to variations in the
Josephson junction, a fundamental component of superconducting qubits.

Josephson junction fabrication and improving the reproducibility of qubit
frequency are discussed in detail in Chapter 2, focusing on planar chips and
uncoupled qubits. Chapter 4 delves into crosstalk characterization on our first-
generation 25-qubit QPU and the frequency allocation strategies adopted to
mitigate crosstalk. In the same chapter, I introduce our flip-chip architecture,
an essential technology for scaling up to tens of qubits on a single QPU.
In Chapter 6, I characterize our second-generation 25-qubit QPU, assessing
both the frequency targeting and the impact of crosstalk on single-qubit gate
fidelity.

1.4.2 Qubit coherence
Improving qubit coherence is an ongoing pursuit. No matter how high coher-
ence times reach, the quest for further enhancement will continue. Although
sources of decoherence arise from various channels, fabrication quality and
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material purity remain the primary bottlenecks for superconducting qubits.
Material interfaces are often riddled with defects, known as two-level system
(TLS) defects. These defects interact with the qubit, leading to energy dissi-
pation and loss of coherence. Probing these TLS defects and their impact on
the performance of superconducting circuitry is discussed in Chapter 3, along
with the methods we employ to enhance qubit quality.

1.4.3 Design and simulation
The design of a QPU begins with defining polygons in computer-aided design
(CAD) software. The dimensions of these polygons and their proximity deter-
mine the QPU parameters, such as the qubit frequency, the couplings between
neighboring qubits, as well as the couplings between the qubit and its readout
and control elements. To define the optimal dimensions, circuits are simu-
lated using microwave simulation tools, with a parametrized sweep of device
geometry, until the simulation converges to the target circuit parameters. It
is crucial to capture all circuit parameters that influence the simulation, while
at the same time keeping the simulation as resource-efficient as possible.

Additionally, design and simulation do not always match the real circuit
parameters, and therefore, there must always be a constant feedback loop
between design, fabrication, and measurement. As qubit counts and circuit
complexity increase, optimizing qubit placement and routing of control and
signal lines becomes even more critical. Chapter 4 and Chapter 5 discuss some
of the design aspects of the QPU, while Chapter 6 evaluates the accuracy of
parameter targeting.
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CHAPTER 2

Josephson Junctions

The Josephson junction (JJ) stands as a fundamental building block in the
construction of qubits within superconducting circuits. The qubit’s distinct
states, |0⟩ and |1⟩, emerge from the nonlinearity of the junction’s induc-
tance—an essential factor that disrupts the otherwise evenly spaced energy
levels typical of linear harmonic oscillators. Due to its small size, Josephson
junction fabrication presents significant challenges, particularly in supercon-
ducting qubit circuits.

When designing a quantum processor, an intricately developed qubit fre-
quency crowding scheme is crucial for executing quantum gates, while min-
imizing crosstalk between qubits. Achieving the target qubit frequencies
strongly depends on the reproducibility of Josephson junction parameters.
Over the past five years, considerable efforts have been dedicated to advanc-
ing various aspects of Josephson junction fabrication, including improvements
in lithography, junction deposition, and oxidation techniques [33–38], along
with strategies to compensate for size drifts arising from angular evaporation
[39]. Beyond fabrication advancements, notable progress has been made in
post-fabrication tuning of junction resistance [40–44].

Section 2.1 provides an overview of the Josephson effect, its significance in
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superconducting qubits, and its influence on the reproducibility of the trans-
mon qubit frequency. Section 2.2 outlines the JJ fabrication process, empha-
sizing the simplifications introduced through the Patch-Integrated Cross-Type
(PICT) junctions. The reproducibility of the JJ’s normal-state resistance, RN ,
and its impact on qubit frequency reproducibility, is discussed in Sections 2.3
and 2.4. Finally, Section 2.5 delves into preliminary studies on various as-
pects of Josephson junctions, including aging effects, and the dependence of
normal-state resistance on temperature.

2.1 Josephson junctions in transmon qubits
In this section, I present the theoretical framework underpinning the work
discussed in this chapter. Without delving into detailed derivations, I focus
on key equations and concepts that motivate the use of Josephson junctions in
transmon qubits and help understand key aspects, especially their impact on
qubit frequency targeting. The following subsections address the Josephson
effect, the transmon qubit, and the factors influencing qubit frequency sta-
bility. This provides essential context for the experimental results discussed
later.

2.1.1 The Josephson effect
In 1962, 22-year-old graduate student Brian D. Josephson made a ground-
breaking theoretical prediction in superconductivity [45, 46]. Josephson pos-
tulated that a supercurrent Is flows between two superconducting electrodes
separated by a thin insulating barrier (or a weak link) in the absence of applied
voltage. This supercurrent is described by the relation

Is = Ic sinφ, (2.1)

where φ is the phase difference between the cooper pair wave functions in
both electrodes, and Ic is the critical current of the junction. This is known
as the DC Josephson effect. He further postulated that applying a voltage V
across this junction leads to evolution of φ according to the relation

∂φ

∂t
= 2π

Φ0
V, (2.2)
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where Φ0 = h/2e is the magnetic flux quantum. (e is the electron charge,
and h is Planck’s constant.) This leads to an alternating Is (Eq. 2.1) with
frequency 2eV/h, resulting in what is known as the AC Josephson effect.

From these relations, it can be shown that the current-voltage relation of
the junction has the characteristics of an inductor [47], where

V = L(φ)∂I
∂t
. (2.3)

L(φ) = Φ0/(2πIc cosφ) is the junction’s kinetic inductance, where the phase-
independent term is referred to as the Josephson Inductance LJ = Φ0/(2πIc).
This kinetic inductance is associated with stored energy E(φ) in the junction
analogous to that of a coil inductor. E(φ) is calculated by integrating the
electric power

∫
IsV dt =

∫
Is(Φ0/2π) d(φ) of the circuit, eventually leading

to

E(φ) = EJ(1 − cosφ), (2.4)

where
EJ = Φ0Ic

2π (2.5)

is known as the Josephson Energy, an important parameter that will be
referred to frequently throughout this thesis.

I conclude this introductory subsection with the Ambegaokar-Baratoff
relation, which states that

IcRN = π∆
2e tanh ∆

2kBT
, (2.6)

where RN is the normal state resistance of the junction, ∆ is the material-
dependent superconducting gap, kB is the Boltzman constant, and T is the
temperature [48]. For practical values of ∆ and typical operating temperature
of junctions at ∼10 mK, the tanh term approaches one. The Ambegaokar-
Baratoff relation is monumental for any technology that utilizes Josephson
junctions as it allows one to infer Ic through relatively simple room tem-
perature resistance measurements, as well be shown in the remainder of this
chapter. Although there may be an offset in RN from the measured resis-
tance at room temperature, it can be compensated for as will be presented in
Section 2.5.
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2.1.2 Transmon qubits

To effectively prepare and manipulate quantum information, a quantum sys-
tem with well-defined, discrete energy levels is required [49]. Quantum har-
monic oscillators are exemplary systems that can be initialized in their ground
state and possess equally spaced energy levels. However, this equal spacing
renders them inefficient for the task, as distinct energy level differences are
necessary for controlled quantum operations. To address this, a non-linear
element is introduced to break the equal spacing between energy levels. The
Josephson junction serves as an ideal element for this purpose due to its non-
linear dependence of Ic, LJ , and EJ on the phase difference φ, as discussed
in the previous section.

When incorporated into a harmonic oscillator circuit, the Josephson junc-
tion transforms the system into an anharmonic oscillator. Figure 2.1(a)-top
illustrates the circuit schematic of the transmon anharmonic oscillator [17, 50,
51]. The Hamiltonian governing this circuit is given by:

H = 4EC(n̂− ng)2 − EJ cos φ̂, (2.7)

where EC = e2/2CΣ is the capacitive charging energy, with CΣ representing
the total capacitance, composed of the shunt capacitance Cs and the junction
capacitance CJ , i.e., CΣ = Cs + CJ . (Notably, the junction also behaves as a
parallel plate capacitor.) Different types of superconducting qubits operate in
different EJ/EC regimes, and a characteristic feature of the transmon qubit
is the large ratio EJ/EC ≫ 1, which significantly enhances its robustness
against charge noise [50]. Typical EJ/EC ratios for the transmon qubit are
greater than 50.

The energy difference, E01, between the two lowest energy levels of the
transmon qubit, crucial for quantum operations, is given by

E01 = hf01 =
√

8EJEC − EC , (2.8)

where f01 is the qubit’s resonant frequency. For a single-junction transmon,
f01 is fixed. However, if two junctions are connected in a loop, as shown in
Fig. 2.1(a)-bottom, this frequency becomes tunable by threading a magnetic
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Figure 2.1: Transmon qubit. (a) Circuit schematic of the transmon qubit.
The Josephson junction (blue) has a Josephson energy EJ and self-
capacitance CJ and is shunted to ground (green) through a shunt
capacitor (red) with capacitance CS . The top schematic is a fixed-
frequency version of the transmon, while the bottom schematic is a
tunable-frequency version with the flux Φ threading the loop of the
two Josephson junctions. (b) SEM image of a transmon qubit, with
false colors to match the circuit schematic. The black dashed square
highlights where the Josephson junction is. The blue region is the cou-
pling arm of a coplanar waveguide resonator (not shown in (a)). (c)
Illustration of a Josephson junction with the superconductor layers typ-
ically made of aluminum, and the insulating layer made of aluminum
oxide. (d) A Josephson junction (J), galvanically connected by the
patches (P) to the capacitor (C) and ground plane (G).
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flux Φ which tunes EJ based on the relation

EJ(Φ) = EJmax cos
(
πΦ
Φ0

) √
1 + d2 tan2

(
πΦ
Φ0

)
, (2.9)

where EJmax is the sum of the Josephson energies of the two junctions, and
d = (EJ2 − EJ1)/EJmax is the junctions asymmetry. This relation will be
useful when I address tunable qubits in Section 3.3.

2.1.3 Uncertainty in qubit frequency
Equation 2.8 shows that f01 depends on both EC and EJ . Contributions to
EC arise from both CJ and Cs. In a transmon qubit, CJ is typically around
1–4 fF, significantly smaller than Cs, which is approximately 100 fF. Using
Eqs. 2.5 and 2.6, EJ can be expressed in terms of RN as

EJ = Φ0∆
4eRN

. (2.10)

The precise control of qubit frequency demands a precise control over Cs,
CJ , and RN . The latter two are properties of the junction, and their repro-
ducibility depends on the accurate control of the junction area, as well as
the thickness uniformity and stoichiometry of the oxide barrier. In contrast,
Cs is determined by a large planar capacitor that is 5–6 orders of magnitude
larger than the junction (on the scale of ∼0.5 mm), as shown in Fig. 2.1(b).
Consequently, the reproducibility of the qubit frequency is primarily limited
by the Josephson junction.1 Its small size makes it highly sensitive to di-
mensional variations, and the dependence of its properties on the uniformity
of an oxide layer, approximately 2 nm thick, further complicates the matter.
In this thesis, I focus solely on the reproducibility of RN for two main rea-
sons. Firstly, both RN and CJ are governed by the same junction parameters,
meaning that achieving reproducible RN inherently ensures reproducibility in
CJ . Secondly, the small CJ/Cs ratio implies that any variations in CJ have a
negligible impact on the total capacitance (see Appendix B of Paper B).

If we ignore variations in EC , the coefficient of variation (CV ) in the qubit

1In Chapter 6, we will see that in the flip-chip architecture, variations in Cs play a non-
negligible role in qubit frequency reproducibility, due to variations in the chip-to-chip
spacing.
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frequency can be derived as follows. Using Eqs. 2.8 and 2.10, the qubit fre-
quency can be expressed as

hf01 =

√
2Φ0∆
eRN

EC − EC . (2.11)

Using error-propagation rule, the standard deviation in f01, σf01 , and the
standard deviation in RN , σRN

, have the relation

σf01 ≈ 1
2
f01

RN
. σRN

. (2.12)

Finally, the coefficient of variation in qubit frequency CVf01 = σf01/f01 relates
to CVRN

= σRN
/RN via the relation

CVf01 ≈ 1
2CVRN

. (2.13)

Equation 2.13 serves as our foundation for characterizing the reproducibility
of qubit frequency through room temperature characterization of the junction
resistance. Although we ignored variations in Cs, with the level of variation
in RN achieved in our work, the qubit’s total capacitance begins to play a
non-negligible role.2 This aspect will be briefly addressed in this thesis.

2.2 Fabrication process
As mentioned earlier, the Josephson junction is essentially two superconduc-
tors separated by a week link. The most commonly used type of junctions in
superconducting qubits is a sandwich of aluminum/aluminum-oxide/aluminum
[Fig. 2.1(c)]. Such a trilayer structure is relatively easy to fabricate with metal
deposition and oxidation tools that were developed several decades ago. Sim-
ply, deposit a layer of aluminum, oxidize it (or let native oxide grow), then
deposit another layer of aluminum. The difficulty, however, is manifested in
three caveats. Firstly, both superconducting electrodes must be electrically
accessible, separately. Secondly, we need to have precise control over the

2Additionally considering variations in EC , CVf01 becomes√
0.25 CV 2

RN
+ 0.25 CV 2

EC
+ 0.0625 CV 2

RN
CV 2

EC
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area of the junction. Finally, the oxide layer thickness in-between the two
superconducting layers must be controlled as well. Several techniques have
been developed to tackle the first issue [36, 38, 52–56]. The second and third
conditions are criteria for precise control over EJ .

The most commonly used junction fabrication techniques have been the
Dolan bridge and the Manhattan style. The former was developed in 1977
[52], while the latter was developed in 1999 [53].3 However, other techniques
have recently been developed to avoid angular evaporation and lift-off [36,
55, 56]. In our research group, we adopted the Manhattan-style junction,
and so are all junctions in this work. Figure 2.2 illustrates the process of
making Manhattan junctions utilizing shadow evaporation for selective depo-
sition of the two junction electrodes with in-situ controlled oxidation. Our
choice of the Manhattan junction over the Dolan junction is motivated by
its relative simplicity. While in the former, variations in the junction area
are caused by lithographic uncertainty and sidewall metal deposition, in the
latter, the thickness of the bridge, its height and the possibility of sagging
constitute additional sources of variations. Lithographic uncertainties include
those attributed to electron-beam lithography exposure, resist development
and descumming. Both techniques, however, suffer from systematic drift in
their junction size across the wafer, due to the point-source nature of the
evaporated metal. More details on sources of deviations in the Manhattan
junctions are discussed in Section 2.3.3

2.2.1 Wiring layer
Our junctions are typically fabricated after the wiring layer is fully ready. On
a qubit wafer, the wiring layer is the base metal, which may include features
like coplanar waveguide resonators, qubit capacitors and a ground plane. On a
test wafer for calibrating the Josephson junction normal resistance, the wiring
layer is typically the contact pads used for four-point probe measurements as
will be explained later.

The wafers used in this work are either 2 or 3-inch intrinsic (100) silicon
wafers, with resistivity of 10–20 kΩ cm. Before any processing, wafers undergo

3The Dolan-Bridge Josephson junction is named after its inventor, Gerald J. Dolan. In the
original work, Manhattan-style junctions were never called by this name. The name was
given retrospectively due to their step-like structure, which resembles the grid layout of
Manhattan streets.
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Figure 2.2: Illustration of the fabrication process of Manhattan-style
Josephson junctions. (a) Top view of a pattern stack of
PMMA/MMA on a silicon substrate after exposure and development.
Isometric view of (b) developed stack of PMMA/MMA, (c) evaporation
of the first (bottom) junction electrode at 45◦, (d) in-situ oxidation of
the bottom electrode, (e) evaporation of the second (top) junction elec-
trode at 45◦ tilt and 90◦ planar rotation with the respect to the first
electrode, and (f) Josephson junctions after oxidation of the top elec-
trode and lift-off. The junction is formed at the overlap between the
two electrodes. Note that part of the PMMA/MMA stack is removed
from (b)-(e) for better illustration.
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the standard cleaning (SC–1) process, where they are dipped in a bath of
ammonium hydroxide (NH4OH) and hydrogen peroxide (H2O2) and Deionized
(DI) water (1:1:5), heated to 80◦ for 10 minutes, and then rinsed in DI water.4
To ensure that our aluminum is grown on a clean silicon substrate, we chose to
pattern our wiring layer through etching instead of lift-off. However, before
depositing aluminum, the wafer is dipped in a 2% hydrofluoric acid (HF)
solution for 1 minute, then rinsed in DI water. This step etches away the
native-oxide grown on the silicon substrate. The wafer is then quickly loaded
into an aluminum deposition tool (Plassys MEB 550s), where it is pumped to
∼10−6 mbar in about 10 minutes. The wafer holder is then heated to 300◦ for
10 minutes to dehydrate the silicon surface and prevent the regrowth of native
oxide. After about four hours and when the pressure drops to ∼8×10−8 mbar,
we deposit (150—500 nm) aluminum film at a rate of 1 nm/s. Finally, we
chose to controllably oxidize our base metal in-situ. This ensures a cleaner
aluminum surface than if it was left to oxidize natively in air. In chapter 3,
I will discuss the implications of the different aforementioned treatments on
the quality factors of our quantum circuits.

To pattern the wiring layer, we spin-coat a layer of photoresist (typically
AZ 1512), which we pattern using a laser-writer tool (DWL 2000 or MLA
150). After resist developing and descumming, aluminum is then wet-etched
in Transene-A, a standard wet-etchant of aluminum, containing phosphorice,
nitric acid, acetic acid, and DI water. After rinsing in DI water, the photore-
sist is then stripped using our standard resist stripping and lift-off process,
which consists of remover 1165 at 80°C,5 sonication for 5 minutes in the same
remover, sonication for 3 minutes in methanol, and finally sonication for 3
minutes in isopropyl alcohol (IPA).

2.2.2 Two-step fabrication process
Our two-step fabrication process of Manhattan junctions is laid out in Fig. 2.2,
where junctions are fabricated in one lithography step and a bandage/patch
layer is fabricated in an additional lithography step. The patch forms a gal-
vanic connection between the junction electrodes and the rest of the wiring
layer [Fig. 2.1(d)] by removing the interfacial oxide, which is known to cause
qubit losses [57].

4We skip the SC–2 process as we observed no effect on the quality of our devices.
5This is done for at least 10 minutes but may take longer in the case of the lift-off process.
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As shown in Fig. 2.2, Manhattan junctions are fabricated using angular
evaporation and lift-off process. To ensure a smooth lift-off, sidewall deposi-
tion during metal evaporation must not form a continuous film with the junc-
tion electrodes. Therefore, it is crucial to form an undercut profile. To achieve
such an undercut, we use a resist stack of PMMA (poly methyl methacrylate)
on top and MMA (methyl methacrylate) below. This positive resist stack is
commonly used for lift-off of metalic structures. Both resists are composed of
long polymer chains of carbon atoms, with PMMA having a higher molecular
weight than MMA. When the junction features are exposed using an electron
beam, the low molecular weight of the MMA compared to PMMA makes it
more sensitive to the electron beam breaking down its polymer chains, ren-
dering it easily soluble during the development process. This contrast in
sensitivity between the two stack layers creates the necessary undercut profile
required for a clean lift-off process.

The process starts with spin-coating of MMA El 12 at 3000 rpm for 1
minute, which is then baked on a hotplate at 160◦C for 5 minutes, resulting
in a ∼ 700-nm-thick layer. Then PMMA 950 A6 is spincoated at 6000 rpm for
1 minute, which is then backed on a hotplate at 160◦C for 5 minutes, which
results in a ∼ 250-nm-thick layer [58]. Features are exposed in EBL - JEOL
JBX 9300FS or Raith EBPG 5200 electron-beam lithography (EBL) systems;
both with 100 kV acceleration voltage. Since PMMA is less sensitive than
MMA to electron beam, it controls the minimum required dose for exposure.
The base dose used is 1600 µC/cm2 on average after implementing proxim-
ity error correction (PEC), which accounts for electron scattering during the
exposure. Junctions are exposed with a beam current of 2–10 nA.

The exposed features are then developed in a solution of MIBK:IPA 1:1 for
90 seconds, rinsed in IPA for 30 seconds, then immediately blow dried with
N2. Before depositing the junctions, the exposed features are descummed with
oxygen plasma in a reactive-ion etching (RIE) system at low power, calibrated
to remove ∼ 10 nm of resist. Removing the resist residues before junction
deposition is crucial for qubit coherence, and to avoid junction aging [57, 59].

The wafer is subsequently loaded to Plassys for junction formation. The
first junction electrode is created by depositing 50 nm of aluminum at a 0◦

planetary rotation and 45◦ tilt. Accounting for the tilt, the final thickness of
the bottom electrode is 45 × cos (45◦) = 35 nm. To form the tunnel barrier,
we oxidize the bottom electrode under a specific pressure and time, which I
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will discuss in Section 2.3.4. The top junction electrode is then deposited at
90◦ planetary angle and 45◦ tilt with a final thickness of 78 nm. The standard
deposition rate of junction electrodes is 1 nm/s. Finally, the surface of the
two junction electrodes is controllably oxidized in-situ, similar to the wiring
layer’s base aluminum. Junctions then undergo the standard lift-off process
in remover 1165.

Patches are subsequently fabricated using the same lithography process and
similarly deposited in Plassys. However, before deposition, the aluminum
oxide (AlOx) on the junction electrodes and the wiring layer is milled away
in-situ using a normally incident Ar+ beam that is neutralized before hitting
the substrate to avoid charge accumulation. More than 10 nm of AlOx/Al
is removed to ensure a galvanic connection between the junction electrodes
and wiring layer when depositing the patches. The milling calibration for our
process can be found in [60]. The patches are typically 200-nm thick.

Angular evaporation imposes limitations on the junction sizes that can be
formed. These limitations depend on the resist height s and tilt angle ϕ

[Figs. 2.3(a) and 2.3(b)]. The maximum junction electrode width d is given
by s/ tan(ϕ). Since ϕ = 45◦ and s = 950 nm, the maximum junction electrode
width is 950 nm. In practice, this limit is well below s/ tan(ϕ) to avoid
aluminum deposition in the undercut region. For a typical undercut of 200
nm, the maximum electrode width that avoids this residual deposition is 750
nm. Typical junction sizes used in our qubit devices are below this limit.

2.2.3 Patch-integrated cross-type junctions
As mentioned earlier, a galvanic and superconducting connection between the
junction electrode and the wiring layer was proven to be crucial for qubit
coherence [57]. However, making patches in an additional lithography step is
a lengthy process that consumes valuable resources, increases the probability
of error, and exposes the loss-sensitive junction area to additional processing.
Therefore, we invented the patch-integrated cross-type (PICT) junction to
mitigate those three issues, which is presented in Paper A.

The idea behind the integrated patch initiates from the Manhattan-style
junction itself. We again utilize the selectivity of angular evaporation to dif-
ferent patterned trenches, except that this time, we add a third trench at a
45◦ tilt between the two junction electrodes to form the patches. The process
steps are illustrated in Fig. 2.3. The 45◦ fringes overlap with the junction
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2.3 Reproducibility of RN

electrodes and the wiring layer.
The lithography steps of patterning the PICT junctions are identical to

the process explained in Section 2.2.2. Deposition of the junction electrodes
[Figs. 2.3(b) and 2.3(c)] is also identical to that explained in Fig. 2.2. For the
PICT process, we subsequently mill away AlOx/Al at 45◦ planetary rotation
and 45◦ tilt using an Ar+ beam [Fig. 2.3(d)]. At the same angles, aluminum
patches are deposited in the fringes to form the galvanic connection, followed
by a final protective oxide [Fig. 2.3(e)]. PICT junctions are similarly lifted-off
in remover 1165. Fig. 2.3(f) shows an SEM image of the PICT junction after
lift-off.

Similar to the two-step process, PICT junctions are limited in size. How-
ever, the limitation here is more stringent due to the addition of the fringes.
The maximum junction electrode width that avoids undesired aluminum de-
position on the junction electrodes trenches during milling and deposition of
the patches is d=s×cos(ζ)/tan(ϕ), where ζ is the angle between the fringes
and the two junction electrodes. Since ζ is always 45◦ and ϕ is set to 45◦ in
our case, the maximum d is 670 nm. Accounting for an undercut of 200 nm,
the maximum d becomes 470 nm. Finally, I would like to note that, although
we use three fringes per junction electrode, it is possible to pattern only one
fringe, as was replicated in [61] and [62]. This may alleviate concerns about
superconducting loops trapping flux near the qubit.

2.3 Reproducibility of RN

The focus of this section is on the reproducibility of Josephson junctions RN

and its impact on qubit frequency targeting. To ensure robust statistical anal-
ysis, all studies discussed here are conducted at the wafer scale. First, I start
with laying out the standard designs and measurement infrastructure for char-
acterizing RN . Then, I present our baseline PICT junctions reproducibility
and investigate the potential sources of variations. I end this section with our
lowest achieved wafer-level standard deviation of 2% in RN .

2.3.1 RN characterization setup
The junction resistance RN is measured using a 4-point-probe setup. A stan-
dard wafer layout is shown in Fig. 2.4(a). Each wafer contains 40 5×5 mm2
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Figure 2.3: PICT junction process steps. (a)-(e) Schematic of the PICT pro-
cess flow, showing the layout after (a) development, (b) first electrode
deposition and oxidation to form the tunnel barrier, (c) second elec-
trode deposition and oxidation, (d) ion milling of the aluminum oxide
at the fringes, and (d) deposition of the patches. θ and ϕ are the plan-
etary and tilt angles of the sample holder, respectively. Deposition of
Al on top of the resist is not shown for clarity. (f) SEM image of a
fabricated junction with the patch layer.
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2.3 Reproducibility of RN

dies, and each die contains 100 Devices Under Test (DUT). Each of the four
pads of a DUT is 150×150 µm2, and the junction lies in the middle. In total,
each wafer contains 4000 test devices, with each row of a die containing 10 dif-
ferent junction sizes, ranging from 100×100 to 400×400 nm2. All junctions in
this thesis are formed by two perpendicular electrodes with the same nominal
design width.

Junctions are then characterized in an automated probe-station MPI TS2000
[Fig. 2.4(b)], where a probe card containing 80 pins (4 pins for each DUT)
measures RN of 20 DUTs during a single touchdown [Fig. 2.4(c)]. Each ver-
tical DUT pair is measured simultaneously with two different SMUs of a sin-
gle Keithly 2612b sourcemeter, that iterate over each pair sequentially via a
Keithley 3706A-S system switch. After measuring each block, the probe card
moves to the following block of 20 devices. All measurements are current
biased, where the current is swept between −1µA to 1µA through a vertical
pair of pins on a DUT, and the voltage drop is measured across the other pair
of pins. For each DUT, an I-V curve has 20 points that are fit linearly to
extract the slope RN . For each RN , there is an associated r2 representing the
coefficient of determination (or goodness of fit). DUTs with r2 below 0.99 are
excluded from our statistics.

2.3.2 PICT-junctions reproducibility
To qualify PICT as a standard process for fabricating superconducting qubits,
we characterized both qubit coherence and RN reproducibility. Coherence is
discussed in Chapter 3. Here, I present our study on RN reproducibility.

The dependence of RN (mean RN ) on junction area is shown in Fig. 2.5(a).
RN is given by RJ/AJ , where RJ is the junction’s resistance per unit area, and
AJ is the junction area. To account for the lithography bias in the junction
area, RN can be expressed in terms of the junction width dJ = dn − d0 as
RN = RJ/(dn −d0)2, where dn is the nominal design width and d0 is the bias
in junction width, to account for the deviation from the nominal. To better
illustrate RJ and d0, Fig. 2.5(b) shows a fit of 1/

√
RN versus dn. The slope

s of such a fit reveals RJ as 1/s2, while the intersection with the x-axis is d0.
The extracted RJ for the junctions shown in the figure is 260 Ω · µm2, while
d0 is −28 nm. 6

6In Paper B, we reported RJ to be 240 Ω · µm2; however, that value, incorrectly, did not
account for the bias d0.
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Figure 2.4: Josephson junction characterization design and setup. (a) Lay-
out of the wafer, die and DUT. (b) A picture of the MPI TS2000 au-
tomated probe station, equipped with a black box to shield the DUTs
from light during measurements. (c) A block of 10×2 DUTs measured
by an 80-pin probe card.
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Figure 2.5: Wafer-level reproducibility of PICT junctions. (a) Mean RN as
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√
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by 1/s2, where s is the slope of the linear fit. (c) Histograms of the
normalized resistance R0 = RN /RN for four different junction areas.
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area AJ .

27



Chapter 2 Josephson Junctions

Histograms of the normalized resistance, R0 = RN/RN , are shown in
Fig. 2.5(c), resembling normal distributions with Kolmogorov-Smirnov p-values
of 0.52, 0.83, 0.44 and 0.21 from top to bottom, respectively [63]. One clearly
notices the narrowing of the distribution of these histograms from smaller to
larger junction sizes, meaning that larger junctions are more reproducible in
their resistance. The coefficient of variation in RN , CVRN

(also referred to
as the relative standard deviation), is shown in Fig. 2.5(d) as a function of
the junction area AJ . Such reproducibility levels were on par with the best
reported RN reproducibility levels (see Table II in Paper A).

2.3.3 Decoupling sources of variations in RN

The spread in RN is attributed to both non-uniformity in oxide-barrier thick-
ness, and variations in the junction area AJ . The latter affects RJ and it
depends on the in-situ oxidation conditions, surface morphology, and grain
size of the bottom electrode. Variations in AJ are attributed to lithographic
uncertainties in exposure, development, descumming and sidewall deposition,
and angular evaporation of aluminum electrodes. Figures. 2.6(a) and 2.6(b)
show wafer heatmaps of the measured RN for two different junction sizes.

To decouple these two sources of variations, the heatmaps in Figs. 2.6(c)
and 2.6(d) show the extracted RJ and d0, respectively. The inter-chip stan-
dard deviation in RJ is 3.3 Ω · µm2 (CVRJ

=1.3%), while d0 has a standard
deviation of 4 nm. While the gradient in d0 can be explained by sidewall de-
position and angular evaporation [39], the gradient in RJ , albeit small, is not
readily understood. Since RJ depends on the surface morphology, the surface
of the bottom electrodes on the left side of the wafer could lead to a thicker
tunnel-barrier oxide, hence, higher RJ . The rougher surface on the left side
of the wafer could be attributed to the steeper deposition angle compared to
the right side [34].

Another method of decoupling the two sources of uncertainties is to fit the
CVRN

data in Fig. 2.5(d) to the model proposed in Paper A, where

CV 2
RN

= CV 2
RJ
CV 2

AJ
+ CV 2

RJ
+ CV 2

AJ
. (2.14)

Since CVAJ
= σAJ

/AJ = 2σdJ
/
√
AJ , one extracts CVRJ

of 1.8%, and σdJ
= 4

nm. This comes to a close agreement with the previous method, with the
higher value of 1.8% instead of 1.3% in CVRJ

. One important difference
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Figure 2.6: Wafer-level heatmaps of junction resistance. (a) and (b) Wafer
heatmaps of the measured RN for two different junction sizes. (c) and
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Figure 2.7: Difference in electrode width due to sidewall deposition. SEM
images of two junctions, designed to be nominally the same width,
where the junction in (a) is near the center of the wafer, and the
junction in (b) is near the edge. The difference in their measured
widths is an artifact of the angular evaporation.

between the two methods is that in the second method, CVRJ
is calculated

between all individual junctions on the wafer, leading to a higher spread than
taking the mean RJ of each chip and then calculating the standard deviation.

Although both methods provide an insightful understanding of the two
sources of uncertainty in RN , we consider them qualitative models since they
rely on two imperfect assumptions. The first assumption is that RJ is in-
dependent of AJ . The second assumption is that the junctions have square
areas. While junctions are designed to be so, the deposition of the first (bot-
tom) electrode causes sidewall deposition on the resist wall of the second (top)
electrode, resulting in a narrower top junction electrode [37]. Specifically, near
the center of the wafer, the width of the top electrode is tb ×cos(45◦) narrower
than the bottom electrode, where tb is the nominal thickness of the bottom
electrode (50 nm in our case). This results in the top electrode being ap-
proximately 35 nm narrower than the bottom one. This difference varies as
we move away from the center since the deposition angle deviates from 45◦.
Figure 2.7 shows SEM images of two junctions, which were designed to be
nominally the same, but in practice, their width differs.

For accurate separation of the two error sources, a comprehensive wafer-
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2.3 Reproducibility of RN

scale SEM analysis of junction dimensions is essential. This process can be
greatly accelerated by utilizing automated SEM machines, which are capable
of scanning thousands of junctions within a few hours. To better understand
the uncertainty in RJ , a deeper comprehension of the uniformity of oxide
barrier thickness and its relationship with junction area is required. However,
achieving this is more complex, as conducting statistically significant TEM
studies on the tunnel barrier is resource-intensive. Furthermore, linking oxide
barrier thickness to RJ requires modeling the thickness distribution within
the barrier [64].

2.3.4 Larger, thick-oxide Josephson junctions
To scale beyond a few tens of qubits in a quantum processor, better repro-
ducibility of junction fabrication is required compared to the values reported
in Section 2.3.2.7 To achieve a lower spread in RN , in Paper B, we proposed
fabricating junctions with larger areas. As Fig. 2.5(d) shows, the larger the
junction area is, the lower CVRN

becomes, due to the lower sensitivity to
lithographic errors. There, the low spread in RN for larger junctions was not
utilized, as qubit junctions had small areas between 0.02–0.04 µm2. This size
range is limited by the target RN required to satisfy a typical transmon qubit
frequency range between 4 and 6 GHz.

To increase the junction area, while maintaining the same RN (or qubit
frequency f01) range, the oxide thickness must increase. We first conducted
an experiment to study the effect of junction oxidation time and pressure on
RJ . Fig. 2.8(a) shows the extracted RJ for six different oxidation doses. We
define the oxidation dose as the product of oxidation pressure and oxidation
time. The thin-oxide dose (used for junctions in Section 2.3.2) is 40 mbar·min,
with an oxidation pressure of 2 mbar over a duration of 20 minutes. For
larger-area, thick-oxide junctions, we selected a dose of 600 mbar·min, with
an oxidation pressure of 10 mbar and a time of 60 minutes. RJ was extracted
to be 926 Ω ·µm2 for the latter dose, compared to 260 Ω ·µm2 for the former.
The reasoning behind choosing the 600 mbar·min dose is threefold. Firstly,
junction areas that produce the target frequency range become large enough
such that CVRN

is at a nearly saturating level. Secondly, selecting a higher
dose does not provide a significant gain in reproducibility without increasing

7In Chapter 4, I present simulation and analysis of required junction reproducibility levels
to achieve a low number of collisions between quantum gates in a QPU.
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Figure 2.8: Wafer-scale comparison between thin- and thick-oxide junc-
tions. (a) Dependence of junction resistance on oxidation conditions,
highlighting the two oxidation conditions presented in the rest of the
figures: 40 mbar·min for thin-oxide junctions and 600 mbar·min for
thick-oxide junctions. (caption continued on next page)
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Figure 2.8: (b) RN as a function of the junction area. (c) CVRN as a function of
the junction area. (d) Expected σf01 using Eq. 2.13 for the two types of
junctions, where the green region highlighes the standard frequencies
of our transmons. (e) and (f) Average chip-level CVRN as a function
of the junction area for chip areas of 10×10 mm2 and 15×15 mm2,
respectively.

the risk of hosting two-level-system (TLS) defects within the tunnel barrier
(see Chapter 3). Finally, larger junctions require a thicker resist stack, which
may adversely affect RN reproducibility, as patterning high-resolution features
becomes more challenging.

To study the reproducibility of the thick-oxide junctions, I fabricated and
characterized a test wafer, and ran a similar analysis to that in Section 2.3.2.
Figure 2.8(b) shows RN versus junction area for both thin- and thick-oxide
junctions highlighting the increase in RN for thick-oxide junctions. Fig-
ure 2.8(c) shows CVRN

as a function of the junction area. Most notably,
thicker-oxide junctions do not show higher uncertainties. This is an essential
milestone to verify that the advantage of fabricating a larger junction is not
canceled out by a degraded tunnel barrier uniformity. In fact, thicker-oxide
junctions show lower CVRN

; however, we attribute this improvement mostly to
a more careful descumming [33]. The blue(red)-shaded region on Fig. 2.8(c)
highlights typical junction areas and their corresponding CVRN

used with
thin(thick)-oxide junctions, with up to threefold reduction in CVRN

. The
wafer-level CVRN

for junction sizes of interest is ∼2%. To understand the
implications of this on the qubit frequency reproducibility, Fig. 2.8(d) shows
the anticipated wafer-level standard deviation in qubit frequency σf01 , using
derivations in Section 2.1.3. Larger, thicker-oxide junctions show near three-
fold reduction in σf01– down to 45 MHz from an anticipated ∼120 MHz for
the smaller, thin-oxide junctions.

To examine chip-level variations in RN , I plotted the average CVRN
for

areas of 10×10 mm2 and 15×15 mm2 in Figs. 2.8(e) and 2.8(f), respectively.
The chip areas were analyzed by considering all possible combinations of 5×5
mm2 windows, resulting in 27 combinations of 10×10 mm2 areas and 16 com-
binations of 15×15 mm2 areas. On a QPU with a square qubit grid and an
average spacing of 2 mm between qubits, a 10×10 mm2 area can accommodate
25 qubits, while a 15×15 mm2 area can hold 49 qubits.
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Figure 2.9: A study of two test wafers for RN reproducibility. (a) Offset in
wafer-level RN from wafer 1 to wafer 2. (b) CVRN showing identical
values for the two wafers.

Finally, we confirmed the reproducibility of the CVRN
values by fabricating

an additional wafer (wafer 2) using the same fabrication process as the thick-
oxide-junction wafer presented earlier in this section (wafer 1). Figure 2.9(a)
illustrates the percentage offset in RN of wafer 2 from wafer 1. Notably, this
offset is size-dependent, as the sensitivity to an offset in the junction width
differs across junction areas. The extracted RJ for wafer 2 was 6.5% lower
than that of wafer 1. For junction sizes of interest, the offset in RN between
the two wafers is within 3–4% (green-shaded area in Fig. 2.9(a)). This level of
RN shift is acceptable for our QPU architecture, as the frequency shift across
all qubits would be similar. For instance, qubits with f01 in the 4 to 5 GHz
range would experience a shift of approximately 80–100 MHz for a 4% offset
in RN . More importantly, we observed that CVRN

remained nearly identical
between the two wafers, demonstrating that the low uncertainty in RN could
be consistently achievable.

It is important to note that wafer-to-wafer reproducibility in Josephson
junction fabrication depends not only on the specific process steps but also
on the cleanroom environment, tool conditions, and chemicals used. Thus, a
comprehensive study on reproducibility requires careful control of these fac-
tors, as well as the analysis of tens of wafers to obtain statistically significant
results. However, this study is beyond the scope of this thesis.
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2.4 Qubit frequency reproducibility
While characterizing RN at room temperature provides a useful metric for
the reproducibility of f01, it was crucial to confirm that the reproducibil-
ity levels inferred in Fig. 2.8(d) hold at low temperature. Various factors,
such as shifts in RN , ∆ (the superconducting gap), and EC (the charging en-
ergy), may come into play at low temperature, potentially affecting the device
performance. Therefore, low-temperature verification was essential to ensure
consistent reproducibility.

To characterize the reproducibility of f01 at low temperature, I fabricated
and characterized 32 transmon qubits over an area of 10×14 mm2. This area
was comprised of four identical 5×7-mm2 adjacent chips. Figure 2.8(a) shows
the layout of a representative chip, containing 8 qubits, each capacitively
coupled to a readout resonator, which in turn is inductively coupled to a
feedline. The nominal design area of all qubit junctions were identical with
dn= 0.33 µm. The chips were packaged in copper boxes and cooled down to
∼10 mK in a dilution refrigerator.

The frequencies and lifetimes of the 32 qubits were characterized. In this
section, I will focus on the reproducibility of qubit frequencies, while in Chap-
ter 3, I will address qubit lifetimes and quality factors. The distribution of
the measured f01 is depicted in Fig. 2.10(b), where the mean f01 of the 32
qubits is 4.596 GHz, with a standard deviation σf01 of 39 MHz (0.8%), ex-
cluding three outliers.8 Without excluding the outliers, σf01 increases to 49
MHz (1.1%).

To disentangle the contributions of EC and EJ to the frequency variations,
we measured the qubit anharmonicity and extracted both parameters using
the Cooper pair box Hamiltonian[50]. Figures 2.10(c) and 2.10(d) show his-
tograms for the two parameters, respectively. σEC

is 1.7 MHz (0.9%) after
excluding three outliers and increases to 2.9 MHz (1.5%) when no exclusions
are made. This non-negligible contribution of EC to frequency variations high-
lights the need to optimize the patterning process of the wiring layer, which
we expect to be an easier task than improving the reproducibility of junc-
tions, given the relatively large capacitor size. As for EJ , the calculated σEJ

is 0.27 GHz (1.8%). Using Eq. 2.10, we extract RN , where σRN
is 0.17 k.Ω

(CVRN
= 1.8%, with no outliers excluded). This comes to a very close agree-

8Outliers are defined as values more than two standard deviations away from the mean,
though they are still shown on the histograms.
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Figure 2.10: Qubit frequency reproducibility. (a) Layout of a representative
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ment with the anticipated chip-level CVRN
shown in Figs. 2.8(e) and 2.8(f)

for junctions with the same AJ as the 32 qubits (0.1089 µm2) and on a similar
chip area.9 The offset around the mean measured f01 and extracted EC and
EJ for all 32 qubits is illustrated in Fig. 2.10(f). This provides further insight
into the source of deviation in f01 for each qubit. Finally, it is important to
note that the extraction of RN from EJ , using Eqs. 2.5 and 2.6, assumes that
∆ is uniform across all junctions.

2.5 Further insight into Josephson junctions
In this section, I present preliminary studies conducted on our junctions, each
of which requires further extensive investigation, which I highlight at the end
of each subsection.

2.5.1 Aging of Josephson junctions
RN is known to increase over time from the moment the junctions are fab-
ricated, a process referred to as Josephson junction aging [59, 65, 66]. This
phenomenon is caused by the diffusion of oxygen into the tunnel barrier or the
redistribution of oxygen within the barrier. The aging follows a logarithmic
trend, with a sharp increase in RN shortly after fabrication that gradually
slows and saturates over a longer period. The extent and duration of this in-
crease in RN depend on several factors. Firstly, stronger oxidation conditions
(in terms of time and pressure) are more likely to saturate the oxidation of
aluminum, as the process is self-limiting, thereby reducing the likelihood of
further aging. Secondly, the conditions under which the junctions are stored
after fabrication, such as pressure, humidity, temperature, and the ambient
gas or liquid, also play a significant role in the aging process.

In this study, we investigated the aging of Josephson junctions and its de-
pendence on junction size. RN values from the same wafer, as discussed in
Section 2.3.4, were first measured on the second day following junction lift-off
(day 0), then again after 7 days, and finally after 21 days from the initial
characterization. Figure 2.11(a) illustrates the change in RN over these three

9In Paper B, we used algebraic manipulation to extract CVRN
from both f01 and EC

and their CV . However, the method presented here is more accurate as it extracts RN

directly.
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Figure 2.11: Aging of Josephson junctions. (a) Aging of Josephson junction’s
RN over a wafer after 7 days (red) and 21 days (green), and after 21
days compared to after 7 days (blue). Aging is defined as the increase
in RN after n days from day 0, divided by RN at day 0 in percentage.
(b) CVRN of the same wafer showing no change over time.

points in time. Firstly, we observe that aging is size-dependent; smaller junc-
tions exhibit greater aging than larger ones. Secondly, the aging rate decreases
over time; the change in RN over the 7 days from day 0 to day 7 is larger
than the change over the 14 days from day 7 to day 21. However, longer-term
studies are required to investigate the aging rate in more detail.

To understand whether the reproducibility of RN degrades over time, CVRN

at the three points in time is shown in Fig. 2.11(b). With no noticeable change
in CVRN

, we concluded that the oxide redistribution or diffusion, due to aging,
has not significantly impacted the uniformity of the junction resistance. This
conclusion is significant. An increase in RN over time can be accounted for in
design or subsequent chip selection; however, an increase in CVRN

cannot be
mitigated, except with post-fabrication tuning techniques [40, 42].

A more comprehensive study on junction aging could encompass extended
timescale characterization of RN for junctions fabricated under varying oxi-
dation conditions. Furthermore, investigating the impact of storage environ-
ments on aging, such as comparing normal office space conditions, cleanroom
storage, and liquid nitrogen preservation, would provide valuable insights into
the factors influencing long-term stability.
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Figure 2.12: RN dependence on temperature. RN of two thin-oxide junctions
with nominal area of 170×170 nm2 measured using a PPMS system
at different temperatures from 300 K down to 5 k.

2.5.2 Low temperature vs Room temperature RN

One important characteristic of Josephson junctions is the increase in mea-
sured RN from room temperature to low temperature. This is attributed to
two likely factors. The first is the shunting effect, where the finite sheet re-
sistance of the silicon substrate forms a shunt for charge carriers to bypass
the tunnel barrier. This shunt resistance depends on the bare silicon wafer
property, temperature of the substrate and light. With regard to the latter,
we have consistently observed that the measured RN drops by up to 10%
depending on RN if the substrate is exposed to light, which generates more
charge carriers in the silicon’s conduction band.10 The second factor is the
quantum tunneling and its temperature dependence. At room temperature, a
higher number of charge carriers has sufficient energy to tunnel through the
barrier. The number of carriers drops at low temperature which increases the
barrier resistance [67].

Figure 2.12 shows RN measurements for two junctions characterized using
a Physical Property Measurement System (PPMS), where the temperature
is swept from 300 K down to 5 K. Both thin-oxide junctions have a nominal
10All wafer-scale RN studies are conducted inside a dark box to minimize the effect of light

[Fig. 2.4(b)].
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area of 170×170 nm2. We found that both junctions increased in resistance
by 14%. Normally, we take into account this 14% whenever we design qubit
junctions to achieve a certain low-temperature RN , hence, EJ .

A further study on RN dependence on temperature should investigate this
dependence for different junction sizes. Additionally, this study could be con-
ducted on junctions made with different oxidation conditions, as one would
expect a different behavior of tunneling due to the different tunnel barrier
heights.
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CHAPTER 3

Qubit Coherence

The performance of superconducting qubits and our ability to run quantum
computations on them are highly constrained by their coherence. Coher-
ence is the ability of a qubit to maintain a well-defined phase between its
quantum states in a superposition over time. These constraints are imposed
by the qubit’s coupling to the environment, such as two-level system (TLS)
defects, quasi-particle (QP) tunneling, radiation, magnetic field noise, and
Purcell decay. Protecting the qubit from these channels of loss requires care-
ful circuit design, process development, and shielding from the radiative and
magnetic environment. In Section 3.1, I start with a brief introduction to
some of the loss channels. In Section 3.2, I present coherence characteriza-
tion of transmon qubits focusing on a comparison between the two-step and
PICT-junction qubits and later large-junction qubits, which I discussed in
Chapter 2. In Section 3.3, I present TLS spectroscopy measurements on small
and large-junction tunable qubits. Finally, in Section 3.4, I present our work
on mitigating interfacial loss in superconducting circuits.
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Chapter 3 Qubit Coherence

3.1 Loss channels
A qubit’s coherence is defined by the characteristic time T2, given by:

1
T2

= 1
2T1

+ 1
Tϕ
, (3.1)

where T1 is the relaxation time from |1⟩ to |0⟩ state; in other words, loss
of energy, while Tϕ is the pure dephasing, i.e., the phase loss without loss
of energy.1 Considering the different loss channels affecting T2, it can be
expressed as:

1
T2

=
∑

i

1
T i

2
, (3.2)

where T i
2 is the coherence time limited by the loss channel i. One can readily

see that the shortest time constant dictates the maximum coherence time at-
tainable, emphasizing the necessity to mitigate these losses altogether. These
loss channels can be QP [68–74], TLS [75–92], Purcell decay [50, 93–98], ra-
diation, and magnetic field noise [99–104]. In the remainder of this section, I
give a brief overview of the relevant dynamics of TLS and the Purcell decay.
However, other sources of coherence loss are not discussed in this thesis.

3.1.1 Two-level systems
TLSs have long been a source of mystery in the field of superconducting
qubits and other areas of research. While their existence and detrimental
effects on qubit coherence are well-studied, the exact origins of TLS are still
not well-understood. However, several hypotheses have been proposed, in-
cluding OH bonds in amorphous materials [75], interstitial hydrogen [76], hy-
drogenated aluminum vacancies [77], delocalized oxygen atoms [78], tunneling
electrons [79, 80], surface spins and magnetic impurities [81–83, 87, 88]. There
is a consensus that the highest density of TLS defects occurs at the interfaces,
such as metal-air, substrate-air, and substrate-metal interfaces, largely due to
their amorphous structure. Despite the uncertainty surrounding their origins,
the standard tunneling model (STM) is widely accepted as a phenomenolog-
ical approach to treating TLS in these different systems [105, 106]. In this

1Note that sometimes, I refer to the decay rate Γx = 1/Tx instead of the decay time Tx

throughout the thesis.
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Figure 3.1: TLS model. (a) Standard-tunneling-model representation of a TLS,
where a particle (red) is trapped in a double-well potential with a
ground state asymmetry of ε and a tunneling energy between the two
sides of ∆d. The energy eigenstates of such a system are separated by
Ed [105, 106]. (b) Example of a TLS within a junction tunnel barrier.
In this example, the TLS is an atom (red) that can switch its position
between two energetically similar configurations.
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Chapter 3 Qubit Coherence

model, a particle is trapped in a double-well potential [Fig. 3.1(a)], where it
can sit in one of two parabolic sides, with a non-zero probability of tunneling
between them. Due to this tunneling, the two lowest eigenstates in the left
and right sides of the potential well hybridize to form two energy eigenstates
with energy difference

Ed = hfd =
√
ε2 + ∆2

d, (3.3)

where fd is the TLS defect frequency, ε is the energy asymmetry between the
two sides of the double well, and ∆d is the tunneling energy between them.
An example of such a TLS is shown in Fig 3.1(b), where it lies within the
junction tunnel barrier’s amorphous AlOx. In this example, a bistable atom
(red) can switch between two energetically similar positions.

Such a TLS can be treated as an electric dipole that couples to the qubit’s
(or resonator’s) electric field E, with strength g′ = p·E, where p is the electric
dipole moment of the TLS. This suggests that defects in regions with strong
electric field, such as within the junction’s tunnel barrier of a transmon qubit,
exhibit a stronger coupling to the qubit than those in regions with weaker
electric field away from the metal edges of the transmon capacitor and the
junction electrodes. For a transmon qubit, E across the junction tunnel barrier
is ∼ 3000 V·m−1, which drops to a few V·m−1 about 200 nm away from the
metal edges [84, 85]. The qubit-TLS coupling gd is g′∆d/

√
ε2 + ∆2

d. When
a qubit interacts with a TLS, the relaxation rate of the qubit Γ1 exhibits a
Lorentzian behavior that is given by:

Γ1 = 2g2
dΓ

Γ2 + δ2
d

+ Γ1,q. (3.4)

Γ = Γ1,q/2 + Γϕ,q + Γ1,d/2 + Γϕ,d is the total decoherence rate of the qubit-
TLS system, where Γ1,d and Γϕ,d are the TLS relaxation and dephasing rates,
respectively [84]. This equation will be useful when I discuss TLS spectroscopy
in Section 3.3.

3.1.2 Purcell decay

Another channel of qubit’s energy relaxation is the decay due to the Purcell
effect, where a qubit loses a photon via spontaneous emission to the readout
resonator or the qubit drive line. In the case of the readout resonator, the
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3.2 Coherence characterization

qubit decay rate due to the Purcell effect can be approximated by

ΓP
1 ≈ κr

g2
qr

∆2
qr

, (3.5)

where κr is the resonator linewidth, gqr is the qubit-resonator coupling strength,
and ∆qr is the detuning between the qubit and the resonator. While it seems
easy to mitigate this decay by either increasing ∆qr or reducing gqr, the qubit
state readout time becomes slower as fast readout requires high gqr. Instead,
another circuit component, referred to as the Purcell filter, is used to protect
the qubit from such a decay while maintaining a high enough coupling and a
low enough detuning [94–98]. While the Purcell effect is not a discussion topic
of this thesis, Eq. 3.5 will be used later in this chapter to decouple Purcell
losses from TLS losses and will be revisited in Chapter 5 when I discuss design
considerations of the QPU.

3.2 Coherence characterization

Qubit characterization usually involves measurements of T1 and T2. All qubits
characterized in this section have the same design, where a transmon qubit
is capacitively coupled to a readout resonator, which is inductively coupled
to a feedline as shown in Fig. 3.2(a). Only the junction sizes are varied to
achieve the required EJ . To characterize T1, a π-pulse at the qubit frequency
excites the qubit to the |1⟩ state. After variable delays, the qubit state is read
out through the readout resonator. The measured population of the |1⟩ state
decays with an exponential e−t/T1 , where t is the delay time. To characterize
T2, a π/2-pulse, slightly detuned from the qubit frequency, excites the qubit
to the equator of the Bloch sphere, then we wait for variable delays for the
qubit to acquire some phase, then another π/2-pulse is applied to the qubit
with a readout pulse immediately after. The measured population of the |1⟩
state can be modeled as a decaying sinusoid, e−t/T2 sin (2πδ01), where δ01 is the
detuning of the drive pulse from the qubit frequency. Figures 3.2(b) and 3.2(c)
show the pulse sequences and exemplary traces for T1 and T2 measurements.
Note that for these devices, the qubit is driven through the readout resonator.
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Figure 3.2: Coherence characterization. (a) Micrograph of a transmon qubit
(i), coupled to a readout resonator (ii), which is inductively coupled to
a feedline (iii). (b) and (c) Pulse sequence and exemplary traces of T1
and T2 measurements, respectively.
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3.2.1 PICT transmons

As mentioned in Chapter 2, qualifying the PICT process entails characteri-
zation of both RN reproducibility and the qubit coherence. Here, I present
our coherence study of qubits made with PICT junctions in comparison to
the standard (two-step) junction. The study includes two qubit chips: one
with PICT junctions and the other with standard junctions. Both chips are
identical in design and fabrication, except for the junctions. Each chip con-
tains three qubits, named S-X1, S-X2, and S-X3 for the standard qubits and
P-X1, P-X2, and P-X3 for the PICT qubits. Figure 3.3 shows histograms of
the measured T1 and T2 for all qubits.2 Both qubit types show comparable
coherence values. Thus, we concluded that the PICT qubits maintained the
quality factors (Q=2πf01T1 >1.5×106) achieved with the two-step process.
Beyond this study, several tens of qubits were later fabricated with the PICT
process, which showed high quality factors, such as those qubits in Paper B
(Section 3.2.2) and Paper C (Section 3.4).

3.2.2 Larger-junction transmons

In Chapter 2, I demonstrated that larger junctions lead to higher reproducibil-
ity in RN and f01. However, one concern with using larger-junction qubits is
the potentially increased presence of TLS defects within the junction’s tunnel
barrier [75, 85, 107]. In [85], experiments probing these TLSs by tuning their
frequencies—and thereby their interaction with the qubit—revealed that the
density of these TLSs is about 1.5 GHz−1 · µm−2 for a 2-nm-thick dielectric.

To investigate whether this renders the large-junction qubits prohibitively
prone to losses compared to the small-junction qubits, we measured T1 values
of the 32 qubits presented in Section 2.4. The average quality factor of all
qubits was 1.65×106 [Fig. 3.4(a)], comparable to the quality factors reported
in the previous section. Notably, we found that T1 for most of these qubits
had a non-negligible effect from Purcell decay. Figure 3.4(b) shows the scaling
of the measured T1 with TP

1 . Similarly, Fig. 3.4(c) shows the scaling of Q with

2Coherence data shown in Table I of Paper A is limited to only 15 hours so that all
qubits matched in their measurement time span, while those shown in Fig. 3.3 include
all measured coherence data.
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Figure 3.3: PICT-junction qubit coherence. (a) and (b) Histograms of the
measured T1 on three qubits of the PICT-junction and two-step-
junction qubits, respectively. (c) and (d) Histograms of the measured
T2 of the same qubits in (a) and (b), respectively. The mean µ and
standard deviation σ of all histograms are stated on the plots.
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Figure 3.4: Quality factors and lifetimes of large-junction qubits. (a) His-
togram of the measured quality factors of 32 large-junction qubits. (b)
scaling of T1 with the Purcell-limited lifetime T P

1 showing that some
qubits were Purcell-limited. (c) Scaling of Q with the Purcell-limited
quality factors QP . (d) Histogram of the TLS-limited quality factors
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from the mean.
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QP (the limit on Q imposed by Purcell decay). Assuming

1
Q

= 1
Qd

+ 1
QP

, (3.6)

the average Qd (the limit on Q imposed by TLS defect losses) is about 2.7×106

[Fig. 3.4(d)].3 These quality factors show that there is no noticeable degrada-
tion in qubit performance when fabricated with large junctions. In Section 3.3,
I present further investigation on the quality of larger-junction qubits via TLS
spectroscopy measurements.

3.3 TLS spectroscopy
TLS spectroscopy is considered an essential tool for characterizing the quality
of the qubit material and design. This spectroscopy technique detects TLSs
by tuning the qubit frequency to or near resonance with these TLSs. The
qubit-TLS interaction results in a sharp increase in the measured qubit decay
rate according to Eq. 3.4. Fig. 3.5(a)-bottom shows a simulation of Γ1 in
the presence of three TLS with different couplings and decoherence rates. To
mediate such interaction while probing the qubit’s decay rate, a tunable qubit
is used, together with the pulse sequence shown in Fig. 3.5(a)-top is applied
to the qubit. A π-pulse excites the qubit to the |1⟩ state, then a flux pulse
tunes the qubit frequency for a duration Ts, with a readout pulse immediately
after. If the flux pulse tunes the qubit into resonance with a TLS, a larger
decrease in the |1⟩ state population is measured in comparison to the no-near-
resonance-TLS case, due to the qubit energy decay into the TLS. More details
on the pulse sequence and extracting Γ1 are in Appendix C of Paper B.

Here, we implement TLS spectroscopy as a means of characterizing the
large-junction qubits in comparison to the small-junction ones. Two tunable
qubits were fabricated for each of the two types. Tunability of these qubits
was achieved by means of asymmetric SQUIDs, where the junction sizes in
the SQUID loop were 0.012 and 0.032 µm2 for the small-junction qubits, and
0.035 and 0.097 µm2, aiming for an asymmetry d = 0.5 (Eq. 2.9). Qubits were
tuned via a DC flux line coupled to the SQUID loop as shown in Fig. 3.5(b).
Fig. 3.6(a) shows the qubit frequency as a function of the applied flux on qubit

3Here, the quality factors limited by other loss channels were neglected, assuming they are
much higher than Qd and QP .
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Figure 3.5: TLS spectroscopy design and simulation. (a)-top TLS swap spec-
troscopy pulse sequence, where a π-pulse excites the qubit to the |1⟩
state, then a flux pulse with different amplitudes tunes the qubit to
different frequencies to interact with TLSs in the vicinity, and finally,
the |1⟩ state population is readout through the resonator. (a)-bottom
Simulation of Γ1 as a function of qubit frequency in the presence of
three TLSs with different frequencies, couplings gd, and coherence rates
Γd. (b) Micrograph of a tunable qubit with a SQUID loop, where the
qubit frequency is tuned via a flux line.
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Figure 3.6: TLS spectroscopy measurements. (a) Tunability of qubit fre-
quency via the applied flux, along with a fit to Eqs. 2.8 and 2.9. (b) TLS
scan (using qubit spectroscopy) versus applied flux for four qubits: two
with small junctions (Small-JJ Q1 and Small-JJ Q2), and two with
large junctions (Large-JJ Q1 and Large-JJ Q2). Qubit Large-JJ Q2
exhibits an avoided-level crossing around 4.365 GHz, due to its inter-
action with a junction TLS, with a frequency splitting of ∼ 15 MHz.
(c)-(f) Exemplary traces of Γ1 as a function of qubit frequency for the
four different tunable qubits.
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Large-JJ Q1. By fitting this curve to Eq. 2.8 and Eq. 2.9, we extract both
EJmax and d. We also see that d = 0.467, close to the expected d = 0.5. Since
we are interested in extracting Γ1 as a function of qubit frequency, using this
fit, we calculate the expected qubit frequency as a function of the applied flux
[x-axes of Fig. 3.6(c)-(f)].

3.3.1 TLS characterization
Before applying the TLS spectroscopy sequence, an initial characterization
is conducted by sweeping the flux on the qubit and measuring its frequency,
searching for any detectable avoided-level crossings. Those crossings are signs
of the qubit strongly interacting with a TLS. Fig. 3.6(b) shows such a scan
for the four qubits. No avoided-level crossings were observed, except for qubit
Large-JJ Q2 [inset of Fig. 3.6(b)]. The splitting S in the qubit frequency
reveals the coupling strength gd between the qubit and the TLS, which we
extract to be g = S/2 ≈ 7.5 MHz. Observing such a strongly coupled TLS in-
dicates that the TLS lies within the junction tunnel barrier [85]. The presence
of this TLS was also confirmed by the TLS spectroscopy experiment.

Next, we implemented the TLS-spectroscopy experiment on the four qubits.
Each qubit was scanned for TLS over a 1 GHz span, acquiring over 30 traces
per qubit over a time span of approximately 15 hours. Fig. 3.6(c)-(f) show
exemplary traces of Γ1 as a function of the qubit frequency for the four qubits,
along with fits to Eq. 3.4. The primary aim of this experiment is to determine
if the large-junction qubits exhibit a significant increase in the number of
detected TLS compared to the small-junction ones. To assess this, we first
count the number of TLSs.

Given a TLS density of 1.5 GHz−1 ·µm−2, assuming a dielectric thickness of
2 nm, the metal-air and substate-air interface of our qubit island is expected
to host over 70 thousand TLSs. However, the TLS-spectroscopy technique is
sensitive only to TLS with gd above a certain threshold, set by the experimen-
tal resolution [85]. In our experiment, this threshold is gd/2π ≈ 0.09 MHz.
We therefore consider only TLS above this limit to ensure a fair comparison
across the four qubits. Those TLSs that are coupled more strongly lie within a
few hundred nanometers from the metal edges [85]. Fig. 3.7 shows the number
of well-fitted TLSs in each trace for the four qubits.4 No significant difference

4Variations in the number of TLSs within each qubit over different traces are attributed
to the robustness of the fitting routine rather than the variation in the number of TLSs.
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Figure 3.7: TLS parameters for small- and large-junction qubits. (a) Num-
ber of well-fitted TLSs for the four different qubits. (b) and (c) His-
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d , respectively.

was observed between the two types of qubits, where the maximum number
of well-fitted TLS varied between 14 and 29 for all qubits.

We do observe, however, a strongly coupled TLS in qubit Large-JJ Q2, in-
dicating that this TLS resides within the junction tunnel barrier [Fig. 3.6(f)].
This confirms the strong avoided crossing we observe in Fig. 3.6(b). The differ-
ence in this TLS frequency between the two figures (4.365 GHz in Fig. 3.6(b)
and 4.040 GHz in Fig. 3.6(f)) is likely because the two measurements were
taken in two different cooldowns of the cryostat, causing the TLS to move in
frequency due to thermal cycling (see Appendix C of Paper B).

What was the likelihood of observing a junction TLS? Given a total tunnel
barrier area of 0.044 and 0.132 µm2 for the two small-junction and the two
large-junction qubits, we expect, on average, 0.13 and 0.4 junction-TLS, re-
spectively. Therefore, there was a relatively high probability of observing a
junction TLS in the large-junction qubit. To robustly quantify the number of
TLS between the two junction size regimes, a statistically significant number
of tunable qubits must be characterized, which is outside the scope of this
thesis. However, in the next section, I present simulations of the expected
number of junction TLSs in a QPU with hundreds of qubits.
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Figure 3.8: Simulation of junction-TLS impact on QPU. Scaling of the num-
ber of dead qubits as a function of the (a) number of qubits in a QPU,
(b) qubit-TLS collision bound, and (c) density of junction TLS within
the tunnel barrier.

To provide further insight into the TLS, Figs. 3.7(b) and 3.7(c) show his-
tograms of gd/2π and Γ−1

d , respectively. The distribution of gd/2π almost
fades completely beyond 0.3 MHz and is consistent with gd of TLSs near the
film edges. The coherence time of the TLS is around 50–200 ns.

3.3.2 Implications on the QPU
Although large-junction qubits still remain within the regime of small junction
sizes, with a low number of junction TLSs (compared, for example, to phase
qubit junctions [75]), a QPU containing tens to hundreds of qubits incorpo-
rates multiple of such junctions. As the number of qubits increases, so does
the likelihood of a qubit colliding with a junction TLS. Therefore, it becomes
valuable to simulate the expected number of these collisions. For a QPU with
a total number of qubits NQ and an individual junction area AJ , the total
number of junction TLSs NJ

d within a given span of 1 GHz is:

NJ
d = ρdNQAJ , (3.7)

where ρd is the defect density. We ran a Monte Carlo simulation and ran-
domly assigned NJ

d TLSs with different frequencies over the QPU qubits.
Qubits were assigned frequencies between 4.3 and 5.3 GHz, based on the two-
frequency group lattice (see Chapter 4). A qubit is considered "dead" if its
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Chapter 3 Qubit Coherence

frequency is closer than a certain collision bound to a TLS frequency.
Figure 3.8(a) shows the expected number of dead qubits for small- and

large-junction QPUs with different number of qubits. AJ was chosen to be
0.036 and 0.109 µm2, respectively. As expected, the number of dead qubits
on a large-junction QPU is three times larger than that of a small-junction
QPU, since AJ is three times larger. On a 100-qubit large-junction QPU, we
expect one qubit colliding with a junction TLS for ρd = 1.5 GHz−1 · µm−2

and collision bound of 40 MHz. NJ
d also scales with the qubit-TLS collision

bound, which depends on gd [Fig. 3.8(b)]. Finally, since ρd depends on the
quality of the tunnel barrier oxide, it is also valuable to simulate NJ

d for
different ρd emphasizing the value of maintaining a low density of junction
TLSs regardless of the junction size [Fig. 3.8(c)].

3.4 Mitigating loss in aluminum-on-silicon qubits
Given that TLS defects lie within the different dielectric interfaces of a super-
conducting circuit, it is crucial to minimize their volume and their participa-
tion ratio of the qubit’s electric field. In Paper D, we conducted a systematic
investigation of how different process steps influence the mitigation of TLS-
induced loss. Additionally, in Paper C, we demonstrated improvements in
the quality factors of our resonators and qubits by increasing the aluminum
film thickness from 150 to 300 and 500 nm. This section summarizes the
key findings from these studies. More details can be found in the appended
papers.

3.4.1 Systematic study of the process steps
In Section 2.2, I provided an overview of the fabrication process steps of our
superconducting circuits. In Paper D, we reported a systematic study of
these steps, assessing their impact, or lack thereof, on the CPW resonators,
which serve as a proxy for the qubit quality factors. Table I of that paper
summarizes these effects, which I highlight here.

Figure 3.9 (top) shows the internal quality factors Qi of the CPW resonators
under different treatments as a function of the photon number ⟨n⟩. Each Qi

point is obtained from microwave forward transmission (S21) measurements
in a notch configuration of a CPW resonator coupled to a feedline. By fitting
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Figure 3.9: Effect of different fabrication process steps on resonator qual-
ity factor [108]. (a)-bottom Extracted TLS loss F δo

TLS of resonators
under different fabrication process treatments. Sample No. 1 is the
standard sample fabricated based on the process presented in Sec-
tion 2.2. In each of the other 5 samples, a different process step was
skipped/modified. These F δo

TLS values were extracted from fitting the
internal quality factor Qi as a function of photon number ⟨n⟩ shown in
(a)-top to Eq. 3.8. (b) TEM images of the silicon-aluminum interface
for the standard sample (No. 1) with HF treatment, and sample No. 2
with no HF treatment, before aluminum film deposition.
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the S21 data to a circle fit [109], we extract Qi for each photon number in
the resonator. Qi has contributions from both TLS loss, δTLS = 1/QTLS, and
other loss channels, δother = 1/Qother, such that 1/Qi = 1/QTLS + 1/Qother.

The TLS-induced δTLS can be expressed in terms of the resonator frequency
fr, temperature T , and critical photon number nc as

δTLS = Fδo
TLS

tanh (hfr/2kBT )
(1 + ⟨n⟩/nc)β

, (3.8)

where the filling factor F is the ratio of the electric field stored in the TLS
material to the total electric field, and δo

TLS is the intrinsic TLS loss. The
TLS saturation rate with photon power, β, is ≤ 0.5 [110–113]. By fitting Qi in
Fig. 3.9(a)-top to Eq. 3.8, we extracted Fδo

TLS as shown in Fig. 3.9(a)-bottom.

We found that the most crucial step, in those investigated, was the native
oxide removal of the silicon substrate using an HF dip. TLS losses of res-
onators increased five-fold from 0.87×10−6 to 4.4×10−6 when that step was
skipped. This comes as no surprise as the metal-substrate interface has the
highest energy participation ratio of all interfaces [114].5 TEM imaging of the
silicon-aluminum interface confirms the presence of a 1.5-nm-thick interfacial
oxide layer in the No-HF sample (No. 2), which is not present in the stan-
dard process sample (No. 1). Using x-ray photoelectron spectroscopy (XPS),
we found that this layer is composed of AlOx instead of the supposedly na-
tive SiOx, which we attributed to the oxidation-reduction reaction between
aluminum and SiOx [115, 116].

Another step that showed a non-negligible impact on TLS loss is the pre-
heating of the silicon substrate before the wiring layer deposition, aimed at
desorbing moisture from the surface. Skipping the preheating step in sample
No. 4, resulted in a 61% increase in Fδo

TLS. We found no noticeable increase
in oxygen concentration in the time-of-flight secondary ion mass spectrometry
(ToF-SIMS), which implies that either the concentration of oxygen is below
the observable limit, or desorption of oxidizing species is not the reason for
the increased performance of the standard devices.

Other treatment steps had little to no impact on TLS loss. For example,
Fδo

TLS increased by 15% when the standard cleaning (SC1) step was skipped
(sample No. 3). Similarly, sample No. 5 with no in situ oxidation showed

5We also show this in the participation ratio simulation section of Paper C.
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3.4 Mitigating loss in aluminum-on-silicon qubits

a small increase in Fδo
TLS of 10%, although these samples showed voids in

the aluminum wiring layer. A potential cause for these voids is the lattice
mismatch between aluminum and silicon, generating stress on the aluminum
film and leading to its defect formation. Oxidizing this film in situ may protect
the aluminum film from forming these voids by keeping the grains together.
However, this is inconclusive. In sample No. 6, where we pump for 4 hours
instead of overnight pumping before depositing the aluminum film, we see no
effect on the resonators’ quality factors. This is an important conclusion as
overnight pumping is costly.

3.4.2 Thicker aluminum films for lower loss
As mentioned earlier, our standard aluminum film of the wiring layer (ground
plane) has a thickness of 150 nm, where the average qubit T1 was around
70-80 µs. In Paper C, we demonstrated that increasing the film thickness to
300 nm or 500 nm increased the average qubit quality factors by twofold. The
best qubit T1 was observed in the 500-nm-thick film with an average of 270 µs
(Q = 5.1×106) and a best single value of 501 µs [Fig. 3.10(a)]. However, on
average, increasing the film thickness beyond 300 nm did not show significant
improvement. Similarly resonators fabricated with the thicker films showed a
reduction in TLS loss, where Fδo

TLS dropped from 1×10−6 on average for 150-
nm films to 8×10−7 and 5×10−7 in the 300-nm and 500-nm films, respectively.
However, resonators made with the 500-nm-thick films showed a frequency-
dependent increase in non-TLS loss, δother, which was not observed in qubits.
Therefore, we adopted the 300-nm-thick films as a new standard thickness for
our fabrication process.

At first, the reason for the observed reduction in TLS loss was not readily
clear. However, using TEM and ToF-SIMS analysis, we found that such im-
provement is attributed to the larger grain sizes of thicker aluminum films.
ToF-SIMS depth profile analysis of the different film thicknesses showed that
the oxygen concentration at the silicon-aluminum interface was lower for
thicker films as indicated with the black arrows in Fig 3.10(b). That, alone,
explains the reduction in TLS loss, however, the reason for such a drop in
oxygen concentration at the interface was still unclear. Therefore, we con-
ducted a TEM study of the films’ cross sections, where we found that thicker
films are formed by larger grains than those in thinner films [Fig. 3.10(c)].
Larger grains mean fewer grain boundaries; thus, less diffusion of oxygen from
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Figure 3.10: Reduction of TLS loss with increased aluminum film thick-
ness [117]. (a)-top T1 histogram of the best-performing qubit with
500 nm film thickness. (a)-bottom best T1 value of that qubit. (b)
Tof-SIMS depth profile of three different film thicknesses showing
the concentration intensity of oxygen along the etched depth, where
thicker films show lower concentration marked by the black arrows.
(c) TEM images of cross sections of two metal films with 150 nm (left)
and 500 nm (right), emphasizing the larger grain size of the thicker
film. The platinum (Pt) layer is added during sample preparation for
imaging.
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the ambient to the silicon-aluminum interface through these boundaries where
oxygen diffusivity is higher than that through pure aluminum [118].
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CHAPTER 4

Crosstalk and frequency collisions in a QPU

The focus of this thesis so far has been on enhancing the quality of single
qubits, with Chapter 2 addressing the reproducibility of qubit frequency and
Chapter 3 addressing qubit coherence. Moving forward, the emphasis shifts
to scaling QPUs to accommodate several qubits. In this chapter, I lay the
groundwork for Chapters 5 and 6 where I discuss the evolution of QPUs from
a planar to a 3D (or 2.5D) architecture. Section 4.1 introduces our first QPU
that extends beyond two qubits, featuring the airbridge circuit element. In
Section 4.2, we explore the flip-chip architecture, which is essential for scaling
QPUs. Finally, Section 4.3 details the layout of our first-generation 25-qubit
QPU within a flip-chip architecture, with an emphasis on crosstalk. This sets
the stage for the next two chapters, where I discuss the second generation of
this QPU.

4.1 5-qubit planar QPU
Quantum-information processing relies on the ability to control and couple
qubits, enabling the implementation of quantum gates that perform the tar-
get computations. Depending on the QPU architecture, this coupling can be
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Chapter 4 Crosstalk and frequency collisions in a QPU

achieved through a capacitive or inductive element, or a resonator-mediated
interaction [119]. We adopted the parametric-gate architecture [120–123],
where coupling between two transmon qubits is mediated by a transmon cou-
pler, that is tunable via its SQUID loop. By parametrically driving this
coupler, we implement either the iSWAP or the CZ gate between the two
transmons. In [124], we demonstrated the use of the CZ gate by implement-
ing a quantum approximate optimization algorithm on the exact cover prob-
lem. Our first QPU with more than two qubits was a 5-qubit QPU presented
in Paper E. There, we implemented a three-qubit gate by simultaneously
applying two-qubit operations, realizing a three-body interaction [125]. The
implementation of such a gate is not a topic of this thesis. Here, I discuss one
of the challenges encountered with scaling to 5 coupled qubits, which is signal
routing and shielding.

Figure 4.1(a) shows a portion of the QPU, focusing on three of the qubits:
q1, q2 and q3, where couplers cp(1,2) and cp(1,3) couple qubits q1 to q2 and
q1 to q3, respectively. The corresponding circuit schematic is shown in Fig-
ure 4.1(b). Each qubit is capacitively coupled to a control (or charge) line xyi,
where i is the qubit index. Each coupler is inductively coupled to a control
(or flux) line zi,j , where i, j is the coupler’s index. Biasing the flux line with
current induces a magnetic field threading the SQUID loop of the coupler,
enabling the modulation of its frequency, necessary to implement a two-qubit
gate.

With an increasing number of control lines (9 in total), in addition to the 5
readout resonators and the feedline, it becomes essential to provide sufficient
signal shielding and suppress the excitation of parasitic slotline modes in these
discontinuous transmission lines [126]. This can be achieved via crossover
structures, also known as airbridges. For this reason, we developed a fabrica-
tion process for airbridges, following the process in [127]. Figure 4.1(c) shows
a micrograph of airbridges fabricated on the 5-qubit QPU, where some air-
bridges were used for signal routing, crossing the central conductor of a trans-
mission line crossing over an intersecting transmission line. Figure 4.1(d)
shows an SEM image of several airbridges fabricated on a different wafer.
These airbridges can be extended to provide nearly complete shielding for
transmission lines as will be shown in Section 4.3. This proved to be espe-
cially useful for suppressing DC-flux crosstalk when flux lines are closer to
each other than a certain distance, as will be discussed in Section 4.3.2.
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Figure 4.1: 5-qubit QPU in a planar architecture. (a) A portion of the
QPU showing three of the five qubits, with each qubit qi coupled to
a dedicated charge line xyi. Couplers cpi,j mediate coupling between
qubits i and j. Each coupler is coupled to a flux line zi. (b) The circuit
schematic of the device shown in (a). (c) Micrograph of airbridges
used for grounding both sides of the transmission lines. The airbridge
indicated by the red arrow is used for signal routing. (d) SEM image
of airbridges fabricated on a different wafer.
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4.2 Flip-chip architecture

When we scale to tens of qubits on a QPU, planar architectures, such as the
one presented in Section 4.1 become cumbersome due to the high density of
routing lines required for driving quantum gates and reading out the qubit
state. It is possible to mitigate this issue by fabricating airbridges to provide
a crossover for signals, routing them over other routing lines. However, this
solution is infeasible with an increasing number of qubits, where managing
signal routing while mitigating crosstalk becomes a dilemma. Therefore, the
flip-chip architecture, widely used in microprocessors and electronics pack-
aging, was proposed for superconducting quantum processors [128–131]. In
the flip-chip architecture we adopted, a qubit chip (Q-chip) is bonded onto a
control chip (C-chip) [Figs. 4.2(a) and 4.2(c)]. The Q-chip hosts qubits and
couplers, while the C-chip hosts readout resonators and signal routing lines
(or transmission lines). This gives significantly larger space for routing lines,
maximizing the spacing between them, which minimizes crosstalk.

In Paper F, we presented our flip-chip architecture, achieving average co-
herence times exceeding 90 µs, with single- and two-qubit gate fidelities above
99.9% and 98.6%, respectively. This performance was comparable to our pla-
nar devices, demonstrating that our flip-chip processing does not degrade de-
vice performance — a significant milestone toward scalability. A photograph
of the flip-chip device bonded to a printed circuit board (PCB) that is mounted
into a microwave package is shown in Fig. 4.2(c), alongside an illustrated 3D
model in Fig. 4.2(d), where the Q-chip is rendered transparent. Figure 4.2(e)
shows a schematic of the device design, featuring two fixed-frequency trans-
mon qubits (q1 and q2) with a flux-tunable coupler on the Q-chip. xy1 and xy2
lines are used to drive the qubits state transitions. They are open-ended and
capacitively coupled to the qubit as depicted in the leftmost inset of Fig. 4.2(e).
The coupler’s z line forms a short-ended loop concentric with the coupler’s
SQUID as shown in the middle inset of Fig. 4.2(e). The quarter-wavelength
readout resonators (readout 1 and readout 2) are each capacitively coupled to
their respective qubit as shown in the rightmost inset of Fig. 4.2(e), and are
also coupled to a feedthrough transmission line. xy1, xy2, and z lines, along
with the readout resonators and the feedthrough transmission line are located
on the C-chip.

Fabrication of the C-chip and the Q-chip independently follows from the fab-
rication process laid out in Section 2.2. The two chips are connected together
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Figure 4.2: 2-qubit QPU in a flip-chip architecture [132]. (a) Simplified
illustration of the flip-chip module. A Q-chip is bonded onto a C-chip
via indium (In) bumps, with an Under-Bump Metallization (UBM)
layer between each bump and the Al ground plane of both chips. The
Q-chip includes qubits and couplers, while the C-chip includes control
lines and readout resonators. (caption continued on next page)
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Figure 4.2: The control-line traces and ground plane of the C-chip are wirebonded
to a PCB, which is glued together with the module to a microwave
package (sample box). (b)-top Schematic of an In bump structure,
where In is separated from the Al ground plane of both chips by an
NbN UBM. (b)-bottom-left Micrograph of an array of In bumps. (b)-
bottom-right SEM image of an In bump. (c) Photograph of the QPU.
(d) 3D illustration of a portion of the flip-chip module with the Q-chip
rendered transparent.

by bump-bonding compressible pillars of indium (In) as shown in Fig. 4.2.
To prepare the two chips for bump-bonding, after the ground plane deposi-
tion on both chips, a 50-nm thin under-bump metallization (UBM) layer of
niobium nitride (NbN) is sputtered onto patterned resist, which is then lifted
off. UBMs have circular shapes that are 50-µm wide, and act as a diffusion
barrier between Al and In, preventing the formation of an Al-In intermetallic
state [133]. The planar fabrication of both chips proceeds according to the
standard process.

To form the bumps, In pillars are evaporated on both chips on patterned
resist, which is then lifted off.1 The deposited In is 8-µm-thick, with each
pillar forming a 25-µm-wide cylinder. The two chips are flip-chip bonded by
compression at room temperature, with a target chip-to-chip spacing of 8 µm
after a 50% compression factor of the In bumps. A superconducting electrical
contact is created between the ground planes of both chips since both In and
NbN are superconducting.

This architecture is used for all our flip-chip QPUs, with different variations
in qubits, couplers (and their control lines), and readout resonators to meet
target circuit parameters. Signal routing schemes are also adapted based on
the number of qubits and signal lines in the QPU. We will see this later in
Section 4.3 and Chapter 5.

4.3 25-qubit flip-chip QPU
After demonstrating high-performance qubits and quantum gates on the flip-
chip architecture, our next natural step was to increase the number of qubits.

1Fabrication of In pillars and flip-chip bonding is done at VTT Technical Research Center
of Finland.
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Figure 4.3: 25-qubit QPU architecture [134]. (a) Overlapped layout of the
Q-chip (qubits and couplers) and C-chip (control lines, readout res-
onators, and feedthrough transmission lines) of a portion of the QPU
including qubits 11 to 25 (q11 − q25). Qubit indices are shown on the
top left. The left inset shows the coupling points of a qubit to its charge
xy line and readout (ro) resonator. The right inset shows the coupling
point of a coupler’s SQUID loop to its flux z line. The red (blue)
elements represent Al (Si) on the Q-chip, while the yellow (green) el-
ements represent Al (Si) on the C-chip. (b) Photograph of the QPU.
(c) Tunnel structures covering transmission lines on one version of the
QPU.
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This will be the focus of this section and the next two chapters, where I
discuss design and characterization results of our 25-qubit QPU. Figure 4.3(a)
shows the layout of a portion of the device (qubits 11 to 25, demonstrated as
q11 to q25), where the insets show the coupling points to the qubit and the
coupler. Qubits are arranged in five rows with five qubits each, forming a
5×5 grid, with a 2-mm pitch between qubits in each row (or column). Each
qubit is capacitively coupled to an xy line, and also coupled to two, three or
four neighboring qubits, depending on its position. Coupling between qubits
is mediated by a tunable coupler as explained in Section 4.2. Each qubit
is also capacitively coupled to a readout resonator, which is coupled to a
feedthrough transmission line. Each feedthrough transmission line is coupled
to five readout resonators of one qubit row.

The qubit capacitor design was modified from that presented in Section 4.2
to an Xmon-shaped qubit to facilitate coupling to the neighboring qubits [84].
Signal routing was designed to be as identical as possible for the inner three
rows, i.e. q6-q10, q11-q15 and q16-q20. Control lines are always routed from
either side of the corridor above the respective qubits row, serving qubits and
couplers of that row, along with the vertical couplers above.

Readout resonators are placed in the corridor below the qubits. The first
and last rows have different routing configurations to adapt to the distribution
of the signal launch pads at the square perimeter of the C-chip. Each control
line is routed all the way from its qubit (or coupler) to the edge of the C-chip,
where it is terminated by a launch pad that is wirebonded to a dedicated
trace on the PCB hosting the QPU [Fig. 4.3(b)]. Each trace is then electrically
connected to a dedicated microwave line to be routed to the control electronics
at room temperature. The ground plane between each two neighboring launch
pads is also wirebonded to the ground of the PCB.

In the following two subsections, I will present the relevant results on
crosstalk characterization. The interested reader can find more details in
Paper G. Details on the circuit parameters and the motivation behind them
will be presented in Chapter 5, where I focus on the second generation of
the 25-qubit QPU. I also note that our crosstalk study was conducted on two
versions of the QPU: one with airtunnels covering the control lines as shown
in Fig. 4.3(c), and one without them.
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Figure 4.4: Crosstalk in the 25-qubit QPU [134]. (a) Histogram of XY
crosstalk Λ(xy) between 72 source-victim pairs in the QPU with and
without tunnels. (b) Histogram of DC flux crosstalk β(dc) between
240 source-victim pairs. The inset shows β(dc) for outlier (high-flux-
crosstalk) couplers with configurations shown in (e) and (f). (c) Scaling
of Λ(xy) with the distance d(xy) between a source and a victim with
an average reduction of 1 dB/mm. (d) β(dc) and β(ac) as a function of
the distance dz between the loop of a victim coupler’s z line and the
nearest portion of a source z line. (e) and (f) Two configurations of
coupler sets: (A, B, and C) and (A’, B’, and C’), respectively, with ob-
served high flux crosstalk, along with their DC- and AC-flux crosstalk
matrices.
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Chapter 4 Crosstalk and frequency collisions in a QPU

4.3.1 XY crosstalk

To control the quantum state vector of any qubit, we transmit a signal through
its xy line at the qubit’s resonant frequency. However, this signal can uninten-
tionally reach a neighboring qubit, causing an undesired rotation of its state
vector. The qubit being intentionally driven is referred to as the source qubit
(qj) with a source charge line (xyj), while the qubit receiving the unintended
drive is referred to as the victim qubit (qi). To quantify this unintended drive
in practice, we compare the Rabi frequency of qi, Ωi,j , to that of qj , Ωj,j ,
when xyj is driven with the same signal amplitude. In reality, qi and qj may
be detuned in frequency, and driving xyj at the resonant frequency of qj has
a weakened effect on qi state vector due to the off-resonant drive. However,
to characterize XY crosstalk, we drive xyj with the resonant frequency of qj

when measuring Ωj,j , and the resonant frequency of qi when measuring Ωi,j .
This approach captures the naturally low crosstalk level, as we are interested
in quantifying this crosstalk regardless of the qubit frequency arrangement in
the QPU. The ratio of the two Rabi frequencies in dB is the XY crosstalk
Λ(xy)

i,j and is defined as:

Λi,j = 10 × log10

(
Ωi,j

Ωj,j

)2
, (4.1)

where a lower magnitude of Λi,j indicates lower XY crosstalk, meaning that
xyj is more effective at selectively driving qj .

Figure 4.4(a)-bottom shows a histogram of Λ(xy) for 72 different source-
victim pairs, with an average and standard deviation of −39.4 ± 3.7 dB for
the QPU version without tunnels, and −37.4 ± 3.9 dB for the version with
tunnels. Those 72 pairs correspond to qubits that were functional on both
versions of the QPU. Λ(xy) varied between −56 dB and −27 dB, comparable
with the lowest reported crosstalk values in [135, 136]. This shows that adding
airtunnels to control lines does not decrease the average crosstalk.

Despite the densely routed signal lines on the C-chip, the observed crosstalk
values could not be explained by direct capacitive coupling between the sig-
nal lines. Our simulations indicated that direct capacitive coupling between
the source xy line and the victim q alone accounts for XY crosstalk values
ranging from −49 dB to −150 dB, much lower than the measured values.
Additionally incorporating microwave crosstalk between signal lines on the

72



4.3 25-qubit flip-chip QPU

PCB, wirebonds and launch pads sets an upper bound of −47 dB for neigh-
boring xy lines. The discrepancy between this upper bound and the highest
measured XY crosstalk of −27 dB (or the average −36 dB)2, suggests that
additional factors are at play, requiring further investigation. A key finding
of our crosstalk characterization is the relationship between the crosstalk pa-
rameter Λ(xy) and the distance d(xy) between the victim qubit and the source
xy line shown in Fig. 4.4(c). For an architecture to be scalable, Λ(xy) must
decrease with increasing d(xy), thereby reducing the cumulative crosstalk er-
ror from several source xy lines. This allows us to focus only on crosstalk
effects from neighboring qubits, while neglecting contributions from more dis-
tant ones, simplifying the frequency allocation scheme needed for low crosstalk
errors (see Section 4.4).

Fig. 4.4(c) suggests such a favorable behavior, where the average Λ(xy)

drops at a rate of 1 dB/mm. However, our simulation showed that for a
realistic frequency allocation scheme on a QPU with simultaneous driving
of neighboring qubits, a drop rate of 1.5 dB/mm (or 2 dB/mm) in Λ(xy)

is required to maintain single-qubit gate errors below 0.1% in a QPU with
more than 100 (or 1000) qubits, if the maximum crosstalk from a nearest
neighbor is below −50 dB (see Appendix L of Paper G). Additionally, for
the worst case Λ(xy) of −27 dB, a detuning of more than 28 MHz in frequency
between a victim and a source qubit is necessary to achieve single-qubit gate
fidelity above 99.9%, accounting for the effect of only one source xy line.
Therefore, further efforts are necessary to suppress XY crosstalk below the
current measured level. Moreover, optimizing the frequency allocation scheme
is needed to maximize detuning between neighboring quantum gates. This is
the topic of Section 4.4.

4.3.2 Z crosstalk

Analogous to XY crosstalk, Z crosstalk occurs when the magnetic flux thread-
ing the SQUID loop of a victim coupler cpi changes with ∆Φi when a neigh-
boring coupler cpj is tuned via its source zj line by ∆Φj . In such a case, Z
crosstalk βi,j is defined as:

2This accounts for all measured source-victim pairs, and not just the 72 pairs, functional
on both QPU versions. See Appendix F of Paper G for the full data sets.
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Chapter 4 Crosstalk and frequency collisions in a QPU

βi,j =
∣∣∣∣ ∆Φi

∆Φj

∣∣∣∣. (4.2)

A tunable coupler cpi has both a DC- and an AC-flux component, such that
Φi = Φ(dc)

i + Φ(ac)
i cos(ω(ac)

i t+ θi). Thus, we characterized DC-flux crosstalk
β

(dc)
i,j and AC-flux crosstalk β(ac)

i,j separately.
Figure 4.4(b) shows a histogram of β(dc)

i,j , where the average DC-flux crosstalk
is 0.05%. Similarly to the AC crosstalk, these values are comparable with
the lowest reported values in [137, 138]. However, the QPU without tunnels
covering the z lines included a subset of coupler pairs where β(dc)

i,j increased
significantly to values between 0.3 and 0.6%. These outlier pairs corresponded
to couplers whose z lines were arranged in a specific way.

Figure 4.4(e) and 4.4(f) show the two coupler set configurations to which
the outlier β(dc)

i,j values belong, along with their DC-flux and AC-flux crosstalk
matrices. For the configuration shown in Fig. 4.4(e), β(dc)

A,B corresponding to
victim coupler A when source zB is biased, has a high value of 0.44%. On the
other hand, for the configuration shown in Fig. 4.4(f), β(dc)

A′,B′ , β(dc)
A′,C′ and β(dc)

B′,C′

also have high values of 0.35%, 0.59% and 0.53%, respectively. Interestingly,
the two DC-flux crosstalk matrices show an asymmetric behavior; that is, the
high crosstalk values are not observed when the roles of the source and the
victim are reversed. For example, β(dc)

B,A is 44 times lower than β
(dc)
A,B . AC-flux

crosstalk for both configurations showed a similar behavior.
Observation of such an asymmetry indicates that the high flux crosstalk

arises from the proximity of the current loop of a victim z line and the nearest
section of a source z line. We define this distance as dz. Let us take the
configuration in Fig 4.4(e) as an example. When dz increases from 150 µm,
as is the case between victim cpA and source zB , to 250 µm, as is the case
between victim cpB and source zC , β(dc) and β(ac) drop by almost a factor
of 10. Figure 4.4(d) shows β(dc) (left) and β(ac) (right) for the two different
dz values of 150 µm and 250 µm for identical configurations. Notably, the
high flux crosstalk was significantly suppressed for victim-source pairs with
dz = 150 µm in the QPU where z lines were covered with tunnels, whereas
pairs with dz = 250 µm were relatively unaffected by the incorporation of
tunnels. This indicates that it is necessary for these coupler configurations to
either cover z lines with tunnels or ensure that dz is greater than 250 µm. In
the second generation of the QPU presented in Chapters 5 and 6, we adopted
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the latter approach.

4.4 Frequency allocation on a QPU
When we allocate qubit frequencies in a QPU, it is essential to keep the
crosstalk between single and two-qubit quantum gates in mind. Neighboring
gates should be separated in frequency as much as possible, adhering to a
specific collision threshold set by the crosstalk level and target gate fidelities
(see Appendix D of Paper B). Even after careful allocation of frequencies by
design, uncertainties in qubit frequencies arising from the fabrication process
can eventually render quantum gates closer to each other in frequency than
intended. This highlights the importance of maximizing frequency separation
between neighboring gates to account for fabrication-induced variations and
to maintain the desired gate performance.

To minimize the effect of crosstalk, in Paper B, we proposed a frequency
allocation scheme for the parametric-gate architecture shown in Fig.4.6(a)-
left, where qubit frequencies were divided into two groups: a lower-frequency
group A [1 to 4] (blue) and a higher-frequency group B [5 to 8] (red). Two
qubit gates are implemented exclusively on couplers (black) connecting qubits
from group A with neighboring qubits from group B. Collectively, these eight
qubits form a unit cell of the QPU lattice. To determine what these frequen-
cies are, we consider the qubit gates implemented in our architecture which
are the iSWAP, CZ(02), and CZ(20). The coupler modulation frequencies
corresponding to these gates between two neighboring qubits are given by the
set of equations:

f jk
iSWAP = |f j

01 − fk
01|, (4.3a)

f jk
CZ(20) = |fk

01 − f j
01 − αj |, (4.3b)

f jk
CZ(02) = |f j

01 − fk
01 − αk|. (4.3c)

These equations indicate that to avoid collision between neighboring two-
qubit gates, detuning ∆jk = |f j

01 − fk
01| between neighboring qubits j and k

and their anharomnicities αj and αk, respectively, must be taken into account.
∆jk sets f jk

iSWAP for each pair, where f jk
CZ(20) and f jk

CZ(02) are offset by αj and
αk, respectively.
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Figure 4.5: Two-group frequency allocation in a Square lattice. (a)-left
Schematic of a square lattice of a QPU with two frequency groups:
group A in blue and group B in red. Two-qubit gates are implemented
between qubits from each group on the tunable coupler (black). (a)-
right Single-qubit gate frequencies (inside the blue and red boxes) and
two-qubit gate frequencies (inside the black boxes) for a portion of the
square lattice (green dashed square). Two-qubit gate frequencies are for
the iSWAP, CZ02 and CZ20, ranked from top to bottom, respectively.
All frequencies are expressed in GHz. (b) Two-qubit gate frequencies
for all possible qubit pairs.
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Table 4.1: Allocation of qubit frequency f01 and anharmonicity α in a square
lattice of QPU with eight-qubit unit cells.

Qubit 1 2 3 4 5 6 7 8
f01(GHz) 4.3 4.404 4.508 4.612 4.988 5.092 5.196 5.3
α (MHz) −156 −156 −156 −156 −260 −260 −260 −260

Table 4.1 shows f01 and α of the eight qubits. Figure 4.5-right shows the
qubit frequency allocation (red and blue squares) on a portion of the lattice,
and the corresponding f jk

iSWAP, f jk
CZ(02) and f jk

CZ(20) in the black squares from
top to bottom, respectively. Such a frequency allocation scheme aims to en-
sure that the neighboring single and two-qubit gates are as evenly spaced as
possible within the available bandwidth, maximizing the separation. For sin-
gle qubit gates, this requires a fixed f01 pitch, ∆Q, between qubits in each
group. For two-qubit gates, additionally, αA and αB (i.e. anharmonicities of
qubits in group A and B, respectively) are fixed for all four qubits within each
group. We set

αA = 1.5∆Q, (4.4a)

αB = 2.5∆Q. (4.4b)

This guarantees that any two-qubit gate frequency is equidistant from the two
closest neighboring two-qubit gates by 0.5 ∆Q. For example, let us consider
the iSWAP gate between q4 and q5, f45

iSWAP = 0.376 GHz. The two closest
neighboring two-qubit gate frequencies are the CZ(02) between q4 and q7,
f47

CZ(02) = 0.324 GHz, and the CZ(02) between q4 and q8, f48
CZ(02) = 0.428

GHz.3
Equations 4.4 are general conditions for our frequency allocation scheme.

However, determining the values of f01 and ∆Q depends on several factors,
such as qubit coherence, detunings between the qubit and readout resonator,
limitations of the control electronics and the target range of coupler modu-
lation frequency. In our case, we define three additional conditions through
which we derive those values. Firstly, the minimum EJ/EC ratio is 60, which
sets a specific higher limit for qubit T2. Increasing α (or EC) increases the
bandwidth over which we can assign gate frequencies [Eq. 4.3]; hence, lower

3Here, qz refers to qubit z, where z is the qubit index [1, 2, 3, ..., 8].
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chance of collision. However, we set a second condition where we cap the
maximum qubit frequency at 5.3 GHz to maintain a relatively high T1. Con-
sidering these two conditions, we choose αB = 260 MHz, which means that
αA = 156 MHz and ∆Q = 104 MHz. Finally, the bandwidth over which f01
are assigned is set to 1 GHz. This also sets the limit on the maximum two-
qubit gate frequency, which is f18

CZ(20) = 1 GHz +α1, where α1 is αA. This
limitation is mainly set by the bandwidth of the control electronics. There-
fore, the lowest f01 is 4.3 GHz. Then f01 of the other 6 qubits are populated
accordingly.

We finally note that our strategy of frequency allocation is not necessarily
optimal, and there could be other logical procedure through which we arrive
at nearly equispaced frequency crowding. However, this strategy is simple and
ensures the tileability of the QPU lattice.

4.5 Simulating frequency collisions on a QPU
The frequency allocation scheme presented in the previous section ensures
no collisions between neighboring gates under ideal conditions. However, as
previously mentioned, deviation in the assigned frequencies due to fabrication
uncertainties can cause collisions. In this section, I present a Monte Carlo
simulation to model quantum-gate collisions on a QPU based on the target
gate fidelities Ftarget, AC crosstalk level XAC and the standard deviation in
qubit frequency from the fabrication process σf01 .

In this simulation, a square-lattice QPU is populated with qubits follow-
ing the frequency allocation in Fig. 4.5(a) and Table. 4.1. However, f01 are
assigned according to a normal distribution with a mean equal to the target
f01 in Table 4.1 and a standard deviation σf01 . Based on these assignments,
single and two-qubit gates are recalculated. A collision occurs when two neigh-
boring quantum gates fall closer in frequency than a certain bound, which is
determined by XAC and Ftarget. Derivations of these bounds can be found in
Appendix D of Paper B. Here, we define gX = XACgwcs, where gX is the
gate strength on one qubit if a neighboring qubit is driven, and gwcs is the
worst case scenario of gX when XAC is 100%.

Fig. 4.6(a) shows the average number of collisions as a function of the num-
ber of qubits in a QPU for Ftarget=99.9% and XAC = 2%. A QPU fabricated
with large-junction qubits, where σf01 = 40 MHz, has almost three times lower
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Figure 4.6: Frequency collisions in a QPU based on the parametric-gate
architecture. Average number of collisions as a function of the num-
ber of qubits in a QPU for (a) different standard deviation in qubit
frequency, σf01 , for a 2% AC crosstalk and 99.9% target gate fidelity,
(b) different AC crosstalk for σf01 = 40 MHz and 99.9% target gate fi-
delity, and (c) different target gate fidelities for σf01 = 40 MHz and 2%
AC crosstalk. (d) Yield of fabricating collision-free QPU for different
σf01 when the target gate fidelity is 99.9%, and AC crosstalk is 2%.
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number of gate collisions than a QPU made with the small-junction qubits,
where σf01 = 120 MHz. Figures 4.6(b) and (c) show the scaling of the number
of collisions for different XAC and Ftarget, respectively when σf01 is 40 MHz.
These results highlight the importance of maintaining a low crosstalk level
while investigating the feasibility of achieving high-fidelity quantum gates.
Finally, Fig. 4.6(d) shows the yield of fabricating a collision-free QPU for dif-
ferent σf01 . While it is impossible to fabricate a collision-free 100-qubit QPU
with a σf01 of 120 MHz, there is a 20% chance of achieving this with a σf01 of
40 MHz. This yield increases significantly if the tolerance increases from zero
to one collision (not shown). More importantly, this simulation shows that in
order to achieve a 100% yield of collision-free QPU, the standard deviation
in qubit frequency must lie below 10 MHz, emphasizing the need for further
optimization of junction parameters in the fabrication process.

We note that in this simulation, we assume that we are only interested in
one of the CZ gates, allowing us to disregard collisions between the iSWAP
and the other CZ gate. Additionally, We do not account for qubit decoherence,
control pulse imperfections, or simultaneous driving of gates when we calcu-
late the collision bounds necessary to achieve a specific fidelity. Nevertheless,
the simulation offers valuable insight into the scaling of collisions for different
target fidelities, given the available crosstalk suppression and fabrication pro-
cess qualities. It is also important to clarify that the presence of a collision
does not render the QPU unusable. A collision means that the target gate
fidelity is not achievable for certain neighboring gates. In such case, one could
either accept the lower fidelities for those gates while minimizing their use in
a given algorithm. Alternatively, if a collision occurs between two neighboring
two-qubit gates, one could explore the possibility of implementing one of the
other two available gates without collision.
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CHAPTER 5

QPU Design

In this chapter, I present the design parameters and fabrication aspects of
the second-generation QPU, incorporating five key modifications. (1) Qubit
frequencies and anharmonicities are assigned according to the frequency allo-
cation scheme described in Section 4.4. (2) Larger-area junctions are used in
qubit fabrication to achieve the qubit frequency reproducibility demonstrated
in Section 2.4. (3) The Q-chip ground plane is fabricated with a 300-nm-thick
aluminum film to achieve higher qubit coherence, as presented in Section 3.4.
(4) Purcell decay to both the qubit drive line and the readout resonator is
minimized to utilize the anticipated coherence improvement from the thicker
ground plane. However, this is not guaranteed to be achieved in the flip-chip
architecture, since the energy-participation ratio of the amorphous interfaces
is different from that of planar architectures. (5) The proximity of coupler
flux loops to neighboring coupler control lines is maintained at a minimum
distance of 250 µm to reduce flux crosstalk, as discussed in Section 4.3.2.
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5.1 Design overview
The design and simulation flow of the QPU followed from that presented in
Paper G. IBM QISKIT METAL was used for generating layouts and rendering
them to ANSYS electromagnetic simulation software [139, 140]. Additionally,
L-EDIT layout editor was used in the final stages of design tape-out. The sim-
ulation model consisted of two 280-µm-thick silicon chips (C-chip and Q-chip),
with their ground planes facing each other (Fig. 4.2). The ground planes were
modeled as planar sheets with zero thickness. Readout resonator frequencies
were simulated using ANSYS HFSS eigenmode solver, while capacitances were
simulated using ANSYS Maxwell electrostatic solver. To achieve a target circuit
parameter in simulation, a parameterized sweep of the component’s geometry
was implemented. For example, the gap between the Xmon metallic cross and
the ground plane was swept over different values until the target qubit capac-
itance was achieved. More details on simulation parameters can be found in
the supplementary material of Paper F.

In the remainder of this section, I present our adaptation of the frequency
allocation scheme on the 5×5 QPU grid. Then, I elaborate on some of the
design aspects and the motivation behind selecting them.

5.1.1 Qubit lattice
In Section 4.4, I presented the frequency allocation scheme we adopted in the
second-generation 25-qubit QPU. There are different possibilities of mapping
those frequencies to the 5×5 grid shown in Fig. 4.3. The two-frequency group
assignment was designed to prevent collisions between nearest-neighbor qubits
and couplers in the grid. However, we should further account for the proxim-
ity of their control lines, as parasitic coupling between them may also cause
collisions.

As explained in Section 4.3, control lines of qubits and couplers in rows 2,
3, and 4 (along with the vertical coupler above each row) are routed through
the corridor above [Fig. 4.3(a)]. Since some farther-than-nearest-neighbor
quantum gates have identical frequencies in our frequency allocation strategy,
control lines for such gates must not be routed through the same side of the
same corridor. With that in mind, the frequency allocation in a 5×5 grid is
mapped as shown in Fig. 5.1, where frequencies shown in blue (red) boxes
correspond to the 0−1 transitions of group A (group B) qubits. Assigning
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Figure 5.1: Frequency allocation over the second-generation QPU. A 5×5
square-lattice grid showing single-qubit gate frequencies for qubits of
group A (blue) and group B (red), where two-qubit gate frequencies
between neighboring qubits are shown in the black squares (iSWAP,
CZ02, and CZ20 from top to bottom, respectively). Frequencies are
reported in GHz.
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anharmonicities of 156 and 260 MHz for group A and group B, respectively,
we extract iSWAP and CZ02(20) two-qubit gate frequencies as shown in black
boxes. Qubits and couplers in the gold dashed box have their control lines
routed from the right side, while the rest of the qubits and couplers in the
same three rows have their control lines routed from the left side. Control lines
for the first and fifth rows are routed from the top and bottom, respectively,
and are therefore less critical.

5.1.2 Qubit design
Each qubit in the QPU lattice has a target f01 and α value. To achieve this by
design, we simulate the Cooper-pair-box Hamiltonian and solve for EJ and EC

that result in the target qubit energy levels [50]. As discussed in Chapter 2,
EJ depends on the Josephson junction’s RN , while EC depends on the qubit
capacitance Cq. For an Xmon qubit, this capacitance is controlled by the
size of the inner metallic part of the capacitor, and its gap to the ground
plane. Figure 5.2(a) shows an Xmon design from group A, and its coupling
points to different circuit components. Table 5.1 contains the simulated design
parameters for each qubit. In the remainder of this section, I elaborate on
some of the design parameters.

5.1.3 Qubit control and readout
The coupling strength of a qubit to its control line determines its Rabi fre-
quency, Ωq, when driven at resonance with a signal amplitude Vd, such that

Ωq = e

ℏ
Cqd

CΣ

√
EC

2EJ
Vd, (5.1)

where Cqd is the coupling capacitance of the qubit to its control line, and
CΣ = Cq + Cqd [141]. On one hand, to implement a single-qubit gate in time
τsg = 1/(2Ωq) within the available Vd range, a lower bound is set on Cqd. On
the other hand, a qubit can lose energy to the control line by spontaneous
emission, where the T1 limit due to the Purcell decay to the drive line, T dP

1 ,
is given by:

T dP
1 ≈ CΣ

(2πf01)2C2
qdZd

, (5.2)
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feedline

ro

500 μm

150 μm

Cqr

Cqd

Cc

Cq

Cqc
cp

cp

cp

cp

xy

ro

(a)

(b)

ro-feedline
coupling

Figure 5.2: Qubit and resonator design. (a) The design of a qubit from group
A and its capacitive coupling points to the readout resonator (ro),
control (or drive) line xy, and coupler arm cp. Metal parts on the Q-
chip and C-chip are shown in red and blue, respectively. The ground
planes of both chips are rendered transparent for clarity. (b) Design of
the readout resonator and its coupling to the feed-through transmission
line (feedline).
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Chapter 5 QPU Design

where Zd is the impedance of the load connected to the line (50 Ω). This sets
an upper bound on Cqd, as a higher coupling capacitance degrades T1.

To readout the qubit state, the qubit is capacitively coupled to a CPW res-
onator with frequency fr and linewidth κr, where the qubit-resonator coupling
strength is gqr.1

gqr = fr
Cqr

Cq

(
EJ

2EC

)1/4√
πZr

RK
, (5.3)

where Zr is the resonator’s characteristic impedance, and RK = h/e2 ∼
25.8 kΩ is the resistance quantum [51]. The linewidth κr depends on the
coupling quality factor of the readout resonator to the feedline, Qc = fr/κr.
When a transmon qubit changes its state from |0⟩ to |1⟩, it induces a frequency
shift of 2χ on the readout resonator [50], where

χ =
g2

qr

∆qr

α

α+ ∆qr
. (5.4)

Achieving fast, high-fidelity readout necessitates high gqr and κr, along with a
low qubit-resonator frequency detuning ∆qr = f01−fr. However, this conflicts
with the goal of maintaining a high qubit T1 limit due to the Purcell decay
into the readout resonator, T rP

1 , which is given by:

T rP
1 ≈ 1

2πκr

∆2
qr

g2
qr

. (5.5)

Since no Purcell filters are implemented in this generation of the QPU, a
compromise is necessary regarding the acceptable Purcell decay limit.

Resonators in each row are assigned fr values over an 800 MHz span with
∆qr of 2250 MHz on average. This span is constrained by the 1 GHz band-
width available for each readout module dedicated to a qubit row. Resonator
frequencies are spaced as evenly as possible within this bandwidth to ac-
count for deviations in the spacing between the C-chip and Q-chip [142]. Fig-
ure 5.2(b) shows the design of a CPW readout resonator, coupled to a feedline,
where the distance between the resonator and the feedline determines Qc, and
consequently, κr.

In Table 5.1, TP
1 represents the total Purcell-limited T1, such that 1/TP

1 =

1From here on, frequencies, coupling strengths, linewidths ... etc., are only defined in Hz.
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5.1 Design overview

1/T rP
1 +1/T dP

1 . For a maximum qubit Q of 5×106 (Section 3.4), T1 decreases
by approximately 30% due to Purcell decay. For an average Q of 3×106, T1
decreases by about 20%. Further increasing the Purcell decay limit would ren-
der that readout challenging. This emphasizes the need for designing Purcell
filters to protect the qubit from decay [93–98].

5.1.4 Qubit-qubit coupling
In the parametric-gate architecture, coupling between two qubits (q1 and q2)
is mediated by a tunable coupler, where the coupler flux Φc is modulated with
a frequency corresponding to the target two-qubit gate (e.g. CZ or iSWAP
gate) [120, 122, 141]. The two-qubit gate strength depends on the effective
coupling between the two qubits geff, where

geff ≈ g12 + g1g2

2

(
1

f1 − fc
+ 1
f2 − fc

)
. (5.6)

g12 is the direct coupling between q1 and q2, while g1 (g2) is the individual
qubit-coupler coupling strength gqc for q1 (q2). The frequencies f1, f2 and
fc are the f01 transitions of q1, q2 and the coupler, respectively [141]. The
individual qubit-coupler coupling strength is given by:

gqc = Cqc

CqCc

e2

ℏ

(
EJq

EJc

4ECq
ECc

)1/4
, (5.7)

where Cqc is the capacitance between the qubit and coupler, and Cc is the
coupler’s capacitance. EJq

(EJc
) and ECq

(ECc
) are the qubit’s (coupler’s)

EJ and EC , respectively.2 In our design, the direct capacitance between any
two qubits is about four orders of magnitude smaller than Cqc; hence, g12 is
ignored.

All couplers on the QPU have EJc of 126 GHz and ECc of 58 MHz (Cc =
333 fF), resulting in an fc of 7.6 GHz. Group A and group B qubits have
Cqc values of 2.4 and 4.2 fF; thus, gqc of about 48 and 60 MHz, respectively.
This lies at the low end of typical gqc values of 50-100 MHz for our parametric
gates, which is limited by the maximum achievable Cqc, due to qubit and
coupler arm dimension constraints [Fig. 5.2(a)]. However, the gate strength

2See Fig. 4.1(b) for a circuit schematic of the parametric-gate architecture.
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Chapter 5 QPU Design

also depends on the qubit-coupler frequency detuning ∆qc (Eq. 5.6) and the
coupler’s DC bias point and AC modulation amplitude [120, 122]. This allows
for compensation of the slightly low values of gqc. Nevertheless, other factors
beyond design must be taken into account when calibrating a CZ or iSWAP
gate. We will see a glimpse of this in Chapter 6.

88



This page intentionally left blank.



Chapter 5 QPU Design

T
ab

le
5.

1:
D

es
ig

n
pa

ra
m

et
er

s
of

th
e

se
co

nd
-g

en
er

at
io

n
25

-q
ub

it
Q

P
U

Q
ub

it
1

2
3

4
5

6
7

8
9

10
11

12

f
r

(M
H

z)
71

90
67

94
69

89
66

09
74

14
67

92
72

09
65

91
73

91
69

93
69

89
66

09

f
01

(M
H

z)
51

99
45

02
50

94
44

09
51

99
46

08
49

97
43

02
52

98
46

08
50

94
44

08

∆
q

r
(M

H
z)

-1
99

1
-2

29
2

-1
89

5
-2

20
0

-2
21

5
-2

18
5

-2
21

1
-2

28
9

-2
09

3
-2

38
5

-1
89

5
-2

20
1

α
(M

H
z)

-2
60

.6
-1

55
.1

-2
61

.3
-1

55
.4

-2
60

.6
-1

54
.7

-2
61

.1
-1

55
.7

-2
59

.2
-1

54
.8

-2
61

.3
-1

55
.4

E
J

(M
H

z)
15

92
5

18
84

9
15

31
9

18
09

5
15

92
5

19
71

5
14

80
8

17
26

5
16

54
4

19
71

5
15

31
9

18
09

5

d
J

(µ
m

)
0.

33
9

0.
37

1
0.

33
2

0.
36

3
0.

33
9

0.
38

0.
32

6
0.

35
4

0.
34

6
0.

38
0.

33
2

0.
36

3

E
C

(M
H

z)
23

2.
5

14
3.

4
23

2.
5

14
3.

5
23

2.
5

14
3.

4
23

1.
9

14
3.

4
23

1.
9

14
3.

4
23

2.
5

14
3.

4

C
q

(f
F

)
83

.1
13

4.
7

83
.1

13
4.

7
83

.1
13

4.
7

83
.3

13
4.

7
83

.3
13

4.
7

83
.1

13
4.

7

E
J

/
E

C
68

.5
13

1.
4

65
.9

12
6.

1
68

.5
13

7.
5

63
.9

12
0.

4
71

.3
13

7.
4

65
.9

12
6.

2

C
q

r
(f

F
)

2.
4

4.
2

2.
4

4.
2

2.
5

4
2.

6
4.

5
2.

5
4.

2
2.

4
4.

2

g
q

r
(M

H
z)

47
56

46
54

52
54

50
57

50
59

46
54

χ
(M

H
z)

0.
13

0.
08

8
0.

13
3

0.
08

8
0.

12
6

0.
09

0.
12

2
0.

09
2

0.
13

4
0.

08
8

0.
13

2
0.

08
8

Q
c

(k
H

z)
17

.2
23

16
.5

22
.5

19
.5

21
.5

21
.1

24
.5

17
.6

23
.7

16
.5

22
.5

κ
r

(M
H

z)
0.

41
7

0.
29

6
0.

42
4

0.
29

4
0.

38
0.

31
5

0.
34

2
0.

26
9

0.
41

9
0.

29
5

0.
42

4
0.

29
4

T
r

P
1

(µ
s)

67
7

88
8

65
1

88
8

77
4

81
4

89
6

94
2

65
6

88
9

65
1

88
9

C
q

d
(a

F
)

41
.4

62
41

.4
62

41
.4

61
.7

41
.4

62
41

.5
61

.8
41

.2
61

.9

T
d

P
1

(µ
s)

90
7

87
6

94
6

91
5

90
9

84
3

98
6

96
0

87
2

84
0

95
3

91
8

T
P 1

(µ
s)

38
8

44
1

38
5

45
1

41
8

41
4

46
9

47
5

37
4

43
2

38
7

45
1

C
q

c
(f

F
)

2.
4

4.
4

2.
4

4.
4

2.
4

4.
4

2.
4

4.
4

2.
4

4.
4

2.
4

4.
4

90



5.1 Design overview

Q
ub

it
13

14
15

16
17

18
19

20
21

22
23

24
25

f
r

(M
H

z)
74

13
67

94
72

11
65

91
73

91
69

90
72

09
68

11
72

11
67

94
69

89
66

09
74

13

f
01

(M
H

z)
51

92
45

02
50

94
43

02
52

97
46

08
49

97
43

02
51

97
45

02
50

94
44

08
51

98

∆
q

r
(M

H
z)

-2
22

0
-2

29
2

-2
11

7
-2

28
9

-2
09

4
-2

38
2

-2
21

2
-2

50
9

-2
01

4
-2

29
2

-1
89

5
-2

20
1

-2
21

4

α
(M

H
z)

-2
59

.8
-1

55
-2

61
.3

-1
55

.7
-2

59
.2

-1
54

.8
-2

61
.1

-1
55

.7
-2

60
.4

-1
55

-2
61

.3
-1

55
.3

-2
60

.5

E
J

(M
H

z)
15

92
5

18
84

9
15

31
9

17
26

5
16

54
4

19
71

5
14

80
8

17
26

5
15

92
5

18
84

9
15

31
9

18
09

5
15

92
5

d
J

(µ
m

)
0.

33
9

0.
37

1
0.

33
2

0.
35

4
0.

34
6

0.
38

0.
32

6
0.

35
4

0.
33

9
0.

37
1

0.
33

2
0.

36
3

0.
33

9

E
C

(M
H

z)
23

1.
9

14
3.

4
23

2.
5

14
3.

4
23

1.
9

14
3.

4
23

1.
8

14
3.

4
23

2.
3

14
3.

4
23

2.
5

14
3.

4
23

2.
5

C
q

(f
F

)
83

.3
13

4.
7

83
.1

13
4.

7
83

.3
13

4.
7

83
.3

13
4.

7
83

.2
13

4.
7

83
.1

13
4.

7
83

.1

E
J

/
E

C
68

.7
13

1.
4

65
.9

12
0.

4
71

.3
13

7.
5

63
.9

12
0.

4
68

.6
13

1.
4

65
.9

12
6.

2
68

.5

C
q

r
(f

F
)

2.
5

4.
2

2.
5

4.
5

2.
5

4.
2

2.
6

4.
7

2.
4

4.
2

2.
4

4.
2

2.
5

g
q

r
(M

H
z)

51
56

50
57

50
59

50
62

47
56

46
54

52

χ
(M

H
z)

0.
12

5
0.

08
8

0.
12

8
0.

09
2

0.
13

4
0.

08
8

0.
12

2
0.

09
0.

12
8

0.
08

8
0.

13
2

0.
08

8
0.

12
6

Q
c

(k
H

z)
19

.4
23

19
.2

24
.5

17
.6

24
.2

21
.1

27
.3

17
.2

23
16

.4
22

.5
19

.4

κ
r

(M
H

z)
0.

38
2

0.
29

6
0.

37
6

0.
26

9
0.

41
9

0.
28

9
0.

34
2

0.
25

0.
42

0.
29

6
0.

42
7

0.
29

4
0.

38
2

T
r

P
1

(µ
s)

77
6

88
8

77
0

94
2

65
6

90
6

89
5

10
42

68
5

88
9

64
6

88
9

76
9

C
q

d
(a

F
)

41
.4

61
.9

41
.4

61
.9

41
.3

61
.9

41
.5

62
.1

41
.4

61
.9

41
.3

62
41

.3

T
d

P
1

(µ
s)

91
6

88
0

94
8

96
1

88
0

84
0

98
1

95
7

91
0

87
8

95
2

91
5

91
4

T
P 1

(µ
s)

42
0

44
2

42
5

47
6

37
6

43
6

46
8

49
9

39
1

44
2

38
5

45
1

41
8

C
q

c
(f

F
)

2.
4

4.
4

2.
4

4.
4

2.
4

4.
4

2.
4

4.
4

2.
4

4.
4

2.
4

4.
4

2.
4

91



Chapter 5 QPU Design

Table 5.2: Simulated capacitance offset in percentage for group A (group B) qubits
on the QPU due to variations in chip-to-chip spacing dc from 8 µm to
7 µm and 9 µm. The simulation is performed on one qubit from each
group, but a similar behavior is expected for all qubits.

dc 7 µm 9 µm
Cq 4 (3.5) -3 (-2.4)
Cqr 13.5 (13) -11.5 (-10)
Cqd 13 (11) -10 (-9)
Cqc -0.4 (-1) 1.3 (0.4)

5.1.5 Parameter sensitivity to chip-to-chip spacing
Design parameters extracted in Table 5.1 are based on a chip-to-chip spacing
dc of 8 µm between the C-chip and Q-chip. However, variations in dc arise
from the uncertainty in the flip-chip bonding process and chip thickness non-
uniformity. Therefore, it is useful to simulate the effect of such variations on
design parameters. Table 5.2 shows the offset in percentage in Cq, Cqr, Cqd

and Cqc when dc is 7 µm and 9 µm. The highest simulated deviation is in
Cqr and Cqd with up to 13.5%, while Cqc is almost insensitive to variations
in dc within this 2 µm range. Crucially, Cq can deviate by up to 4%, which
leads to ∼2% deviation in qubit frequency. In [142], simulation of a similar
device showed that a 1 µm offset in dc can lead to more than 100 MHz offset in
resonator frequency. As we will see in Section 5.2 and Chapter 6, deviations in
dc indeed led to large deviations in resonator frequencies and small deviations
in qubit frequencies.

5.2 Flip-chip module selection
Fabrication of the flip-chip module follows the process laid out in Section 2.2
and Section 4.2. As shown in Table 5.1, Josephson junction width dJ varied
between 0.326 and 0.38 µm depending on the target EJ (hence, junction
RN ).3 Two wafers (one with four C-chips and one with four Q-chips), were
fabricated and flip-chip bonded [Fig. 5.3(a)]. On the Q-chip wafer, junction

3See Chapter 2 for the relation between dJ and EJ .
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5.2 Flip-chip module selection

test structures, similar to those presented in Section 2.3.1, surrounded the four
Q-chips, and were utilized for junctions RN characterization of the nearby Q-
chips.

To select the optimal module out of the four, two factors were considered:
the target junctions’ RN and the measured chip-to-chip spacing dc. A module
with a large gradient in dc (even if average dc is on target) is less tolerable
in terms of frequency collisions than a module with a global offset. The
selected module had a dc gradient ranging from 5.8 to 6.7 µm.4 Figure 5.3(b)
shows a 3D schematic of the flip-chip module, illustrating a tilt. Based on our
simulations (Table 5.2), this would lead to about an 8% increase in capacitance
and, consequently, an 8% drop in EC . However, measurement of junction test
structures near that module showed that RN was expected to be 3% below
target; hence, 3% higher EJ than the target. This slightly compensates for
the drop in EC , causing qubit frequencies to decrease by only 2% globally
(Eq. 2.8). This module combined Q-chip 1 and C-chip 1, in which case junction
test structures on the top and left side of the wafer were used to predict EJ .
As I will show in Chapter 6, the measured reduction in EC was lower than
expected from the simulation, and the measured qubit frequencies were close
to the target.

4Chip-to-chip spacing measurements were conducted at VTT using SEM. The 5.8 to 6.7
µm gradient excludes outlier measurements, likely caused by chipping at the edge of the
Q-chip.
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Figure 5.3: Fabrication and flip-chip bonding. (a) Schematics of the Q-chip
wafer and C-chip wafer, each containing four chips. The Q-chip wafer
contains junction test structures (green) surrounding the Q-chips for
post-fabrication RN characterization and optimal module selection.
(b) 3D illustration of the selected flip-chip module for measurements,
where the chip-to-chip spacing dc deviates from the target value due
to uncertainties in the bonding process. Chip sizes, dc, and bumps are
not drawn to scale, and the tilt is exaggerated for clarity.
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CHAPTER 6

QPU Benchmarking

As processors grow in complexity, benchmarking QPUs is critical for eval-
uating and advancing quantum computing technologies. Key benchmarking
metrics include parameter targeting, coherence times, crosstalk, and gate fi-
delities. These metrics determine the feasibility of various quantum algo-
rithms, identify sources of errors, and guide the optimization of fabrication
processes.

In this chapter, I present benchmarking results of our second generation of
the 25-qubit QPU, whose design was presented in Chapter 5. At the time
of writing this thesis, this QPU is still undergoing further characterization.
Therefore, I only present results that have been accomplished thus far. Sec-
tion 6.1 provides an overview of the measurement setup. In section 6.2, I
lay out the calibration steps followed to extract the relevant parameters. In
section 6.3, I present an analysis of parameter targeting, the most critical
metric in this work. In section 6.4, I discuss qubit coherence. In section 6.7,
I analyze the quantum-gate performance, focusing on single-qubit gate fideli-
ties in isolation and during simultaneous operations to assess crosstalk effects.
Section 6.6 provides an example of a two-qubit gate implementation on the
QPU. However, automatic calibration and characterization of two-qubit gate
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Chapter 6 QPU Benchmarking

performance is an ongoing work. Finally, in Section 6.7, I present a list of
future characterizations to be implemented on the QPU, along with potential
experiments.

6.1 Measurement setup
After flip-chip bonding, the QPU module is glued to a microwave package,
where signal launch pads on the C-chip are wire-bonded to the corresponding
traces on the PCB. The packaged module is installed at the mixing chamber
stage of the dilution refrigerator. A schematic of the measurement setup is
shown in Fig. 6.1(a), and a photograph of the assembled package, connected
to SMPM cables, is shown in Fig. 6.1(b).

Gate pulses on the xy and z(ac) signal lines are generated by Qblox QCM-
RF modules, supporting single-qubit gates and coupler AC-flux modulation
for two-qubit gates, respectively. Qubit readout is performed by Qblox QRM-
RF modules. Each module is equipped with a dedicated local oscillator (LO),
and thus capable of generating RF signals with frequencies between 2 and 18.5
GHz. Additionally, a down-converter with an LO fixed at 4.4 GHz is used to
down-convert the two-qubit gate pulse generated by the QCM-RF modules to
the parametric-gate frequency regime.

DC currents for the z(dc) lines, dedicated to coupler DC biasing, are supplied
by Qblox SPI racks. Attenuators at different temperature stages of the cryo-
stat, along with filters, reduce the number of thermal photons and infra-red
radiation reaching the QPU [143–146]. I note that our current measurement
setup can only accommodate 20 qubits. Therefore, the first row of 5 qubits is
excluded from the characterization.

6.2 Device calibration
The standard calibration flow of single-qubit gates and readout calibration,
along with their pulse sequences, is shown in Fig. 6.2. 1 Before starting this
sequence, we first extract resonator frequencies using continuous-wave spec-
troscopy via a Vector Network Analyzer (VNA). QPU calibration and char-

1Calibration of single-qubit gates follows a method similar to that described in Appendix
D of Ref. [125], which includes exemplary plots.
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Figure 6.2: Standard calibration flow of single-qubit gates and readout.
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Figure 6.2: Readout pulses are shown as red boxes, while xy (or qubit-control)
pulses are shown as blue and white boxes/triangles. The parameter(s)
varied in each step are indicated in black text. fr and Ar are the
readout pulse frequency and amplitude, respectively. fq and Aq are
the qubit-control pulse frequency and amplitude, respectively. τ is
the delay between control pulses. dr is the DRAG parameter that
minimizes leakage to higher qubit energy states [147]. n is the number
of pulses. Note that for the drag-pulse calibration, the dark blue control
pulse is a 180◦ out of phase from the light blue control pulse.

acterization are then performed using Tergite Autocalibration, an open-
source software tool developed at Chalmers [148].

Figures 6.3(a) and 6.3(b) show color maps of the measured 20 qubit frequen-
cies f01 and anharmonicities α, respectively. These two color maps are shown
in a blue-red scale to highlight the two frequency groups: A in blue and B in
red (Fig. 5.1). Resonator frequencies fr are shown in Fig. 6.3(c). We fit the
resonators S21 transmission measurements to the complex resonator model
proposed in [149], and extract the loaded quality factor Ql, from which we
extract κr = fr/Ql.2 The measured resonators dispersive shift χ is shown in
Fig. 6.3(e), based on which, we extract the qubit-resonator coupling strength
gqr in Fig. 6.3(f), from Eq. 5.4.

In the next section, I compare the extracted QPU parameters with the
target design parameters, presented in Section 5.1.2.

6.3 Parameter Targeting

A QPU is designed to have ideal parameters, such as frequencies and coupling
strengths, tailored to meet target performance goals. However, these param-
eters deviate from the target due to uncertainties in the fabrication process
and packaging, or simulation inaccuracies. In the following, I quantify our
ability to meet the target design parameters.

2In Table 5.1, κr values are only based on Qc. Here, we assume Qi ≫ Qc, hence, Qc ≈ Ql.
For accurate comparison between measurement and design parameters, Qc should also
be extracted in future calibrations.
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Figure 6.3: Measurement of the QPU’s qubits and resonators parameters.
Heatmaps of (a) qubit frequency f01, (b) qubit anharmonicity α, (c)
resonator frequency fr, (d) resonator linewidth κr, (e) dispersive shift
χ, and (f) qubit-resonator coupling gqr for 20 qubits in the QPU.
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Figure 6.4: Qubit parameter targeting. Heatmaps of the measurement-design
offset ∆meas-des in (a) qubit frequency f01, (b) qubit anharmonicity α,
(c) charging energy EC , and (d) Josephson energy EJ . (e) Scatter plot
of ∆meas-des in f01, EJ , and EC for all 20 qubits. The dashed lines
correspond to the mean ∆meas-des of each parameter. The mean and
standard deviation in ∆meas-des are stated in the legend.
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6.3.1 Qubit frequency

Given that a primary objective of this thesis is to enhance qubit frequency
targeting on a QPU, I begin by presenting an analysis of qubit frequencies and
their deviations from the allocated frequencies. Figure 6.4(a) shows a heatmap
of the measurement-design offset, ∆meas-des, in f01. Measured qubit frequen-
cies are on average 0.4% higher than the target, with a standard deviation of
1.9% around that offset [Fig. 6.4(e)]. The 0.4% increase in f01 quantifies our
ability to target the mean f01, while the 1.9% quantifies the deviation around
that mean. Such a high precision in targeting the mean qubit frequency is a
key performance metric. However, as discussed in Sections 2.3.4 and 4.4, a
global offset in the mean f01 of a few percent is tolerable, while the standard
deviation around that mean is the main source of collisions between quantum
gates. To our knowledge, no studies have reported qubit frequency target-
ing in flip-chip architectures. Thus, it is valuable to analyze the sources of
the 1.9% standard deviation in qubit frequency, and its deviation from the
achieved 1% on planar chips, as presented in Section 2.4.

Targeting the qubit anharmonicity, α, is also of crucial importance, although
less emphasis is put on it, due to the relative simplicity of targeting EC of
the large qubit capacitor in a planar architecture. However, in a flip-chip
architecture, deviations in the chip-to-chip spacing, dc, lead to deviations in
EC and consequently in α. Figure 6.3(b) shows a heatmap of ∆meas-offset
in α. One can readily see a gradient in ∆meas-des with a low offset at the
bottom-right corner to a high offset at the left side and top-right corner of
the chip. This is consistent with the measured dc tilt shown in Figs. 5.3(c)
and 6.5(b), where dc varied between 5.8 and 6.7 µm. A lower dc leads to a
higher capacitance and hence lower EC and α.

To disentangle the sources of deviations in f01 and α, we determine EJ and
EC , by numerically solving the Cooper-pair-box Hamiltonian. Figure 6.4(c)
shows a heatmap of EC , emphasizing the gradient observed in α. However, as
shown in Fig. 6.4(d), EJ did not show an obvious gradient in its offset, which
is to be expected in a small Q-chip area of 12×12 mm2, where the gradient
in RN is small. Also, dc has no impact on EJ . Figure 6.4(e) shows a scatter
plot of ∆meas-des in f01, EJ and Ec, with means and standard deviations of
0.4 ± 1.9 %, 3.7 ± 3.1 % and −3.1 ± 2.6 %, respectively. As mentioned in
Section 5.2, we selected a flip-chip module where the mean EJ is expected
to be 3% above target, to compensate for the anticipated decrease of 4–8%
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in EC , based on dc measurements. The 3.7% mean offset in EJ is close to
the 3% we anticipated. However, the standard deviation in this offset (3.1%),
which is the same as the chip-level standard deviation in RN , is higher than
the 1.8% standard deviation in EJ measured on planar chips (see Section 2.4).

Interpreting the standard deviation of such a small sample size of 20 qubits
is challenging. One can use statistical methods for an insight into the standard
deviation of a larger qubit population. For example, the 95% confidence in-
terval of the standard deviation in EJ is between 2.4 and 4.6%. Additionally,
small sample sizes are more sensitive to outliers. Excluding q06, q07 and q12,
this standard deviation drops to 2.3%, with a 95% confidence interval between
1.8 and 3.6%. Alternatively, the higher standard deviation could be explained
by the additional fabrication steps introduced by the flip-chip processing.

The standard deviation in EJ alone should still lead to only 1.55% stan-
dard deviation in f01. However, Ec also has a similar contribution, leading
to the total 1.9% standard deviation in f01. The offset in Ec was lower than
we anticipated, but worked to our advantage. Simulations showed that Ec of
group A (group B) qubits decreases by 4 (3.5)% per 1-µm reduction in dc from
8 µm. Accordingly, we infer dc from the measured Ec and plot its heatmap in
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Figure 6.6: Resonator-qubit parameter targeting on the QPU. Heatmaps
of the measurement-design offset ∆meas-des in (a) resonator frequency
fr, (b) resonator linewidth κr, (c) dispersive shift χ, and (d) qubit-
resonator coupling gqr for 20 qubits.
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Fig. 6.5(a), where it varies between 6 and 8.3 µm, with a mean and standard
deviation of 7.2 ± 0.65 µm. SEM measurements of dc at the four edges of
the Q-chip are shown in Fig. 6.5. The discrepancy between the inferred and
measured dc could be attributed to inaccuracy in SEM measurements of dc,
due to chipping at the Q-chip edge or alignment of the flip-chip module inside
the SEM tool chamber. Additionally, bows in the Q-chip could also introduce
variations in dc that are not captured at the edge of the Q-chip. Furthermore,
inferring dc from EC measurements does not account for lithography varia-
tions in the planar capacitor. This could explain the local fluctuations in the
inferred dc between neighboring qubits.

6.3.2 Resonator-qubit coupling
Another benchmarking metric on this QPU generation is targeting resonator
frequencies fr and qubit-resonator coupling gqr. This metric is less crucial as
improving readout fidelity is not one of the main goals of this QPU, provided
the qubits are not strongly affected by the Purcell decay through the resonator.
Figure 6.6(a) shows a heatmap of ∆meas-des in fr with a similar gradient to EC ,
but with an opposite sign, since f01 increases with smaller dc [142]. However,
in regions where dc is inferred to be 8 µm, fr is ∼4% lower than the target,
indicating that our simulation of fr is off by as much.

Resonator linewidth, κr, is a more sensitive parameter to dc [142]; its
∆meas-des heatmap is shown in Fig. 6.6(b). I note that inaccuracy in the
measured κr offset may arise from the imperfection of the circle fit, and the
assumption that Ql = Qc (see footnote 2). Similarly, ∆meas-des in χ and gqr

are significantly high for some qubits, as these two parameters depend on fr,
f01, α and the coupling capacitance between the qubit and the resonator, cqr.

Although both κr and gqr are on average higher than their target values,
we observed no noticeable effect on T1 from the Purcell decay through the
resonator, as I will show in the next section.

6.4 Qubit coherence
A second key metric of the QPU is qubit coherence. Figures 6.7(a), 6.7(c)
and 6.7(e) show heatmaps of the mean T1, T2 and T echo

2 , respectively. The
mean values, with error bars representing ±1 standard deviation, are shown in
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Figure 6.7: Qubit coherence. Heatmaps of the measured (a) T1, (c) T2, and (e)
T echo

2 . Scatter plots of each parameter are shown in (b), (d), and (f),
respectively, where each data point represents 200 measurements over
a time span of 16 hours. The mean µ and standard deviation σ of each
parameter over all qubits are stated in the legend of each plot.
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Figure 6.8: Quality factors and Purcell decay of qubits. (a) Heatmap of the
measured quality factors Q. (b) Scatter plot of Q, where its mean µ
and standard deviation σ over all qubits are stated in the legend. (c)
T1 versus its Purcell limit through the readout resonator T rP

1 . (d) Q
versus its Purcell limit QrP . Neither T1 nor Q scale with their Purcell
limit, indicating that qubits are not Purcell-limited.

107



Chapter 6 QPU Benchmarking

scatter plots in Figs. 6.7(b), 6.7(d) and 6.7(f). (Each data point represents 200
measurements, over a time span of 16 hours.) The mean µ and the standard
deviation σ in each parameter over all 20 qubits are shown in the legend of
each plot. The mean T1, T2 and T echo

2 are 67, 68 and 115 µs, respectively.3
The significant increase in T echo

2 compared to T2, approaching the 2T1 limit,
highlights the presence of low-frequency noise that is canceled by the echo
pulse [150, 151].

For a fair assessment of the qubit quality on the QPU, we must scale their
T1 to their quality factors, Q. Figures 6.8(a) and 6.8(b) show a heatmap and
a scatter plot of Q, respectively. The average quality factors of the 20 qubits
is 2×106; almost a factor of two improvement compared to the average Q of
1.1×106 measured on the first generation of QPU without tunnels, discussed
in Section 4.3. To understand whether the qubits T1 and Q are limited by
the Purcell decay through the resonator, it is useful to plot both parameters
against T rP

1 and QrP , as shown in Figs. 6.8(c) and 6.8(d), respectively. We
observe no obvious scaling of T1 and Q with their Purcell limit and conclude
that their Purcell decay has no significant effect on the qubit performance.4

6.5 Crosstalk and gate fidelity
Errors in quantum-gate implementation can be divided into two types of er-
rors, which prevent us from implementing perfect operations [31, 32, 152–
159]. The first type, coherent errors, arises from systematic imperfection of
the control, resulting in deterministic but incorrect manipulation of the qubits.
Examples of coherent errors are gate miscalibration, pulse distortions, leakage
and crosstalk. The second type, incoherent errors, arises from random pro-
cesses that degrade the qubit state over time. Examples of incoherent errors
are decoherence and thermal excitations. Different benchmarking techniques
are used to quantify the different types of error.

One of the main goals of this thesis is to mitigate the effect of crosstalk
on quantum-gate fidelity. Therefore, characterization of single- and two-qubit
gates is required to assess our frequency allocation and to determine future
steps to improve those fidelities. At the time of writing this thesis, this char-

3The value of T1 of q11, q12 and q13 decreased from 62, 31, and 51 µs, respectively, in a
previous cooldown, which is probably due to thermal redistribution of TLSs.

4See Fig. 3.4 for the case where scaling of T1 and Q with the Purcell limit is obvious.
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acterization has only been tentatively conducted on single-qubit gates, which
will be the focus of this section. An example of two-qubit gate implementation
is presented in Section 6.6.

6.5.1 Randomized Benchmarking

Another key benchmarking metric, that I present in this thesis, is the effect
of crosstalk on quantum gates. We quantify this effect by extracting the gate
fidelity on a victim qubit, while other qubits are being driven in parallel. The
gate fidelity on the victim qubit is then compared to when it is driven in
isolation. One commonly used method of extracting the average quantum-
gate fidelity, Favg, is the randomized benchmarking (RB) [160–163]. In an
RB sequence, a qubit is prepared in its initial state, typically the |0⟩ state,
and then a random sequence of m unitary operations (gates) is applied on
the qubit, with a final inversion operation, such that the total sequence of
operations should eventually maintain the initial state of the qubit. The
random sequence of unitaries is sampled from the Clifford group. To extract
Favg, the RB sequence is implemented with increasing m, then the population
of the initial state P (|0⟩) is measured and fit to the exponential decay

P (|0⟩) = Apm +B. (6.1)

A and B are constants that account for the state-preparation and measure-
ment (SPAM) errors, and p is the depolarizing parameter. The depolarizing
parameter summarizes the cumulative effects of all errors in the system and
reports them into a single figure of merit. The average gate fidelity is then
given by

Favg = 1
2(1 + p), (6.2)

and the corresponding average gate error εavg is 1 − Favg.
Figure 6.9(a) shows an example of an RB measurement, where populations

of the |0⟩, |1⟩ and |2⟩ states are plotted as a function of the number of Clifford
gates. P (|0⟩) is fit to Eq. 6.1, where the fit parameter p is shown on the
plot legend. Figure 6.9(b) shows a scatter of the extracted εavg for 18 qubits,
where 12 qubits have εavg < 0.1%. The two qubits not shown are q23, where
ε = 0.625%, and q12, where the significantly low readout fidelity at the time
of measurements prohibited us from extracting a good fidelity fit. Further
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Figure 6.9: Randomized Benchmarking and average gate error εavg.
(a) Example of RB measurement, where the qubit’s P (|0⟩) decays ex-
ponentially with the number of applied Clifford gates m, and a fit to
Eq. 6.1. (b) εavg of 18 qubits when characterized in isolation. The two
qubits not shown are q23, where εavg = 0.625%, and q12, where the sig-
nificantly low readout fidelity at the time of measurements prohibited
us from extracting a good fidelity fit.
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Figure 6.10: Average gate error matrix of 8 qubits on the QPU.

reduction of error requires further optimization of single-qubit gates. However,
this is beyond the scope of this thesis, and instead, I focus on possible crosstalk
between qubits.

To achieve this goal, we implement the RB sequence in three different
forms: individual, pairwise, and simultaneous characterization. Initially, we
attempted to conduct such characterization with all 20 qubits. However, this
takes a prohibitively long time– especially in the absence of an active reset
of the qubit state– such that gate calibration parameters may drift over the
measurement.5 Therefore, we limited the characterization, presented here, to
qubits with the most noticeable fluctuations in εavg when driven in parallel
with other qubits.

Figure 6.10 shows εavg matrix for 8 such qubits, where the diagonal elements
5Running such measurements on 20 qubits takes over 48 hours, with m=1024 and 36

randomness seeds.
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are εavg when all 8 qubits are driven in parallel. Thus, the diagonal element
is expected to have the highest εavg of the respective row elements. The off-
diagonal elements in each row are εavg of this row’s victim qubit when the
qubit in the corresponding column is characterized in parallel. Among these 8
qubits, two pairs showed the strongest effect of crosstalk on the QPU: q14 −q24
and q15−q25. For the q14−q24 pair, the crosstalk effect is symmetric, such that
εavg of both qubits increases when characterized in parallel. We attribute this
noticeable effect of crosstalk to the proximity of both qubits’ f01, with only
11 MHz detuning. As for q15 −q25, the crosstalk effect was asymmetric, where
only εavg of q25 increased when both qubits were characterized in parallel. We
attribute this asymmetry to the proximity of q15’s f01 (4.948 GHz) to q25’s f12
(4.956 GHz), with only 8 MHz detuning between the two frequencies. This
means that single-qubit gates on q15 induce |1⟩ to |2⟩ state transitions on q25.

6.5.2 01 and 12 crosstalk
Based on these observations, it becomes useful to classify the crosstalk ef-
fects on single-qubit gates into two types. The first type is a symmetric "01-
crosstalk", which occurs when the victim qubit’s f01 is close in resonance to
a source qubit’s f01. The second type is an asymmetric "12-crosstalk", which
occurs when the victim qubit’s f12 is close in resonance to a source qubit’s
f01.

Besides the observed crosstalk on the two-qubit pairs mentioned in the
previous subsection, several other weaker crosstalk effects were observed on
other pairs. In Fig. 6.10, a "01-crosstalk" effect is observed between q09 and q17,
where both their εavg increased by 0.05% and 0.03%, respectively, compared
to their isolated case. Additionally, we notice a "12-crosstalk" effect between
the victim q17 and the source q07, where εavg of q17 increased by 0.05%.

We find it useful to plot an f01 collision matrix, and an f12 − f01 collision
matrix for all qubits, which helps anticipate symmetric crosstalk (01-crosstalk)
or asymmetric crosstalk (12-crosstalk). Figure 6.11(a) shows a matrix where
each element is the absolute value of the measured detuning between f01
values of the two corresponding qubits. Figure 6.11(b) shows a matrix where
each element is the absolute value of the measured detuning between the row
qubit’s f12, and the column qubit’s f01. Elements that are bordered by red
boxes in each matrix correspond to qubit pairs where a hint of crosstalk was
observed across different characterization rounds. However, a more extensive
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Figure 6.11: Collision matrix of some qubits on the QPU. (a) f01 collision
matrix, where each element is the absolute value of the measured
detuning between f01 values of the two corresponding qubits. This
matrix is relevant for "01-crosstalk". (b) f12 − f01 collision matrix,
where each element is the absolute value of the measured detuning
between the row qubit’s f12, and the column qubit’s f01. This matrix
is relevant for "12-crosstalk". Qubits that are not close in resonance
to any other qubits are removed to simplify the matrices.
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characterization of these qubit pairs is needed. Note that on both matrices,
qubits that are not close in resonance to any other qubits are removed to
simplify the matrices.

6.5.3 Preliminary conclusions

There are three important conclusions to make out of the single-qubit gate
characterization. Firstly, a frequency allocation scheme that maximizes the
spacing between qubit frequencies is crucial. While this has been achieved
between most qubits on the QPU, deviations in qubit frequencies arising from
uncertainties of the fabrication process render some of these qubits closer to
each other in frequency than intended. Secondly, our frequency allocation of
8-qubit unit-cell is designed to mitigate crosstalk between nearest-neighboring
qubits, in which case, qubit frequencies are, by design, repeated over the QPU
lattice. For example, q09 and q17 are indeed designed to have the same fre-
quency, so it is not surprising that their detuning is low. Thirdly, and conse-
quently, it is of most importance to understand the sources of crosstalk and
mitigate them. Although the cause of crosstalk between certain qubit pairs,
as discussed in the previous two subsections, is not yet well understood, di-
rect capacitive coupling—either between qubits themselves or between victim
qubits and source xy lines—can be excluded as a potential cause. In each of
these pairs, qubits are separated by at least one other qubit, and their xy lines
are spatially well separated by at least 4 mm, with launch pads that are often
on different sides of the C-chip. The direct capacitance between an xy line and
its qubit is 40−60 aF, which is more than seven orders of magnitude larger
than the direct capacitance between an xy line and a next-nearest-neighbor
qubit.

6.6 Two-qubit gate

Mitigating crosstalk between two-qubit gates is equally important. However,
since our automatic calibration of two-qubit gates is still ongoing, I limit the
discussion here to the fidelity of a CZ gate. When applied between two qubits,
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the CZ gate has an effective unitary operation:

UCZ =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 ,

with a truth table
Input Output
|q1q2⟩ |q1q2⟩
|00⟩ |00⟩
|01⟩ |01⟩
|10⟩ |10⟩
|11⟩ −|11⟩

where the |11⟩ state acquires a geometric π phase. Such an operation is capable
of generating entanglement between qubits, and along with single-qubit gates,
it forms a universal gate set, that is sufficient for implementing any quantum
algorithm [164].

We implemented the CZ gate between q14 and q15, where the gate frequency
fcz is 559 MHz, and the gate time τcz is 262 ns.6 To characterize the CZ gate
fidelity, Fcz, we use two-qubit RB and iRB (interleaved RB). In iRB, the gate
under investigation (CZ) is inserted after applying every random Clifford gate
of the RB [165]. The p parameter for RB and iRB (pRB and piRB , respectively)
is extracted using Eq. 6.1, where Fcz is given by:

Fcz = 3
4

(
1 − piRB

pRB

)
. (6.3)

Figure 6.12(a) shows the population of the |00⟩ state, P |00⟩ as a function of
the number of Cliffords for RB and iRB. The extracted gate fidelity is 97.4%,
below the 98.6% achieved on our two-qubit flip-chip device (Paper F), and
planar devices [124, 125], and below the 99% state-of-the-art CZ-gate fidelities
reported for the same gate architecture [166].

We found that most of the gate error (2.6%) is attributed to qubit decoher-
ence. To extract the coherence limit of the CZ gate fidelity, F coh

cz , we DC-bias
the coupler to the same bias point we use during gate implementation. Then

6Calibration of the CZ gate follows a method similar to that described in Appendix D of
Ref. [125], which includes exemplary plots.
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we measure T1 and T2, extract Tϕ using Eq. 3.1, then calculate F coh
cz [125,

167], where

F coh
cz =

(
1
2

1
T q14

1
+ 3

10
1

T q15
1

+ 61
80

1
T q14

ϕ

+ 29
80

1
T q15

ϕ

)
τcz. (6.4)

We measure T q14
1 = 70 µs, T q15

1 = 75 µs, T q14
ϕ = 23 µs, and T q15

ϕ = 22 µs,
resulting in F coh

cz of 98.4%. These Tϕ values are significantly lower than Tϕ

values at the coupler’s zero bias point. Figure 6.12(b) shows the measured
T1 and Tϕ for both qubits and the corresponding F coh

cz , for different applied
currents to the coupler’s z line. While T1 is not affected, Tϕ of q14 drops by
an order of magnitude, and Tϕ of q15 drops by a factor of three. This leads
to a drop in F coh

cz from 99.6% at zero applied current to 98.4% at −0.33 Φ0
(dashed line on Fig. 6.12(b)).7

The cause of reduced qubit coherence with increasing coupler bias is still
under investigation. A potential cause is the increased sensitivity of the cou-
pler to flux noise at −0.33 Φ0, increasing its dephasing [168–171]. In turn,
this degrades the coherence of the two qubits, which are dispersively coupled
to the coupler.

6.7 Future work
Despite the progress made in understanding crosstalk in our quantum pro-
cessor, further work is needed to fully characterize crosstalk, its effects, and
contributing mechanisms. Here, I outline a list of experiments and studies
that may enhance our understanding and aid in the mitigation of crosstalk in
future devices:

• Expand the study of single-qubit gate fidelities to extract an error ma-
trix, similar to that in Fig. 6.10, on all 25 qubits. For such an experi-
ment, the duration of each measurement must decrease significantly to
avoid temporal drifts in the calibration parameters. Active reset of the
qubit state [172], instead of waiting for the qubit state to decay to |0⟩,
improves the characterization throughput.

7The coupler’s −0.33 Φ0 bias point corresponds to an applied current of −720 µA to the
coupler’s z line. At zero applied current, the flux bias of the coupler is −0.109Φ0, due
to a pre-existing offset in the flux bias.
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Figure 6.12: Fidelity of the CZ gate. (a) Two-qubit gate RB and iRB on qubits
14 (q14) and 15 (q15), where the population of the |00⟩ state, P|00⟩,
decays exponentially with the number of applied Cliffords, m, and fit
to Eq. 6.1. The CZ gate fidelity Fcz is calculated using Eq. 6.3. (b)
Coherence limit of the CZ gate fidelity, F coh

cz , based on T1 and Tϕ (left
y-axis) of the two qubits at different coupler DC-bias. The dashed
line represents the DC-bias point where the CZ gate is implemented,
corresponding to an applied flux of −0.33Φ0.
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• Implement purity benchmarking (PB) [173], to decouple coherent and
incoherent errors, providing an insight into the nature of crosstalk and
the possibility of compensating for its effect [158, 174, 175].

• Study the correlation between the strength of the crosstalk effect and
the detuning between the source and victim qubits’ frequencies.

• Integrate active crosstalk mitigation into the calibration of single-qubit
gates to minimize crosstalk-induced errors [31].

• Expand the crosstalk investigation to two-qubit gates, analyzing both
DC- and AC-flux crosstalk effects.
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CHAPTER 7

Summary and Contributions

To summarize the work presented in this dissertation, we invented the PICT
Josephson junction fabrication process for superconducting qubits, cutting
fabrication time and cost, reducing the probability of error, while protect-
ing the sensitive junction area from additional processing. PICT junctions
maintained high resistance reproducibility and qubit quality factors. By fab-
ricating transmon qubits with larger junction areas, we demonstrated highly
reproducible qubit frequencies with a standard deviation of 40 MHz (i.e., 1%)
on a planar chip. These qubits maintained high quality factors exceeding 2
million. We conducted an extensive study on the impact of different fabri-
cation steps on the loss tangent of our coplanar-waveguide resonators. By
increasing the ground plane thickness to 300 and 500 nm, we demonstrated
an average qubit quality factor of 3 million, with the best qubit achieving an
average T1 of 270 µs.

To mitigate crosstalk on quantum processors, we proposed a scalable fre-
quency allocation scheme that maximizes detuning between neighboring qubits.
We measured a crosstalk level between qubits on our first-generation 25-qubit
QPU, which is on par with the lowest reported values in the literature. How-
ever, we concluded that further reduction of crosstalk is essential to scale
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QPUs beyond 100 qubits with low gate errors. We conducted an extensive
study of parameter targeting on our second-generation QPU, where the stan-
dard deviation in qubit frequency was 1.9%, and found that uniformity of the
chip-to-chip spacing in the flip-chip architecture is crucial for better accuracy
in parameter targeting.

By characterizing single-qubit gate fidelities on the same QPU, we found
that for the two pairs of qubits, impacted the most by crosstalk, the average
gate error increased by ∼0.35%. Such an effect was only observed between
next-nearest-neighbor qubits, highlighting the efficiency of our frequency al-
location scheme in avoiding collisions between nearest-neighbor qubits, while
emphasizing the importance of suppressing crosstalk below the current level.
However, our crosstalk characterization requires further experimentation and
analysis. We finally demonstrated a CZ gate on two qubits of the same QPU,
with a gate fidelity of 97.4%, mostly limited by the low coherence when the
coupler is biased close to the frequency of the two qubits.

In light of these conclusions, I would like to specify my contribution to
this work. While most of the content in Chapters 2, 3, and 4 is based on
already published papers, the work presented in Chapters 5 and 6 is yet to be
published.

For the published work, the following were my contributions:

• Paper A: I co-invented the PICT process, developed the necessary
infrastructure for the automated junction resistance characterization,
designed the devices, fabricated and characterized thousands of Joseph-
son junctions and dozens of transmon qubits, and devised the model to
quantify the contributions of junction area fluctuations and oxide thick-
ness variations to resistance reproducibility. Additionally, I authored
the first draft of the paper.

• Paper B: I co-conceptualized the idea of making larger junctions for
better qubit frequency reproducibility, developed the fabrication recipe,
fabricated and characterized thousands of junctions and the transmon
qubits investigated, calibrated and conducted the TLS-spectroscopy ex-
periment, and performed the analysis. I contributed to the frequency
allocation scheme proposed by our device theory colleagues in the Ap-
plied Quantum Physics division, by optimizing the frequency selection.
I developed the Monte Carlo simulation, illustrating the impact of the
frequency allocation and qubit frequency reproducibility on the perfor-
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mance of QPUs. I also authored the first draft of the paper.

• Paper C: I contributed with some qubit characterization and data anal-
ysis. I also performed some fabrication steps and characterized surface
roughness and aluminum critical temperature.

• Paper D: I collaborated in the development of the study, discussion
of the fabrication process, and data analysis of SIMS, XPS, and TEM
measurements.

• Paper E: I fabricated the 5-qubit chip, contributed to the design to
achieve the target qubit frequencies, and co-developed the fabrication
process of airbridges, which was essential for signal routing and sup-
pression of crosstalk.

• Papers F and G: I contributed with process development and numer-
ous discussions on fabrication and design.

For the unpublished work in Chapter 5 and Chapter 6, I did the following:

• defined the parameters of the second-generation QPU.

• designed the QPU and simulated the qubit chip, using a design code
base, previously developed by colleagues for our first-generation QPU.

• fabricated the wiring layer and Josephson junctions of the QPU.

• characterized the resistance of the test junctions on the qubit wafer and
selected the module to be measured.

• ran all the measurements presented in Chapter 6 and performed all the
analysis on parameter targeting and crosstalk. For these measurements,
I used tergite automatic calibration [148], developed by our soft-
ware team and further enhanced with contributions from several col-
leagues in our research group.

• contributed to the tergite automatic calibration by improving and
developing some calibration nodes of single- and two-qubit gates.
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