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Abstract
In this work, samples of chromia (Cr2O3) scale have been prepared for atom probe tomography and field evaporated with deep ultraviolet laser 
light (258 nm wavelength). The investigated range of laser energies spans more than three orders of magnitude between 0.03 and 90 pJ. 
Furthermore, the effects of detection rate and temperature were investigated. Simultaneous voltage and laser pulses were employed on 
additional needle specimens to reduce the standing voltage and minimize background noise during the measurement. Smooth evaporation 
with minimal mass spectrum peak tails was maintained over the whole range of measurement parameters. High laser energies result in 
significant underestimation of the oxygen content. Only laser energies below 1 pJ resulted in measured values near the expected oxygen 
content of 60 at%, the closest being about 58 at%.
Key words: atom probe tomography, chromia, laser-assisted atom probe tomography, oxide, oxygen quantification, parameter study

Received: April 26, 2024. Revised: September 17, 2024. Accepted: October 23, 2024 
© The Author(s) 2024. Published by Oxford University Press on behalf of the Microscopy Society of America. 
This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial License (https://creativecommons.org/ 
licenses/by-nc/4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly cited. For 
commercial re-use, please contact reprints@oup.com for reprints and translation rights for reprints. All other permissions can be obtained through our 
RightsLink service via the Permissions link on the article page on our site—for further information please contact journals.permissions@oup.com.

Introduction
Atom probe tomography (APT) provides information on the 
local chemistry of materials. A needle-shaped specimen is 
placed in a high electric field and exposed to a voltage pulse 
to initiate field evaporation. The generated ions are acceler
ated toward a position-sensitive detector and identified with 
time-of-flight mass spectrometry. The method offers atomic 
resolution with high sensitivity for all elements (Gault et al., 
2012; Larson et al., 2013; Miller & Forbes, 2014). 
Originally, the analysis was limited to conducting materials, 
i.e., metals and alloys. However, the advent of laser-assisted 
APT made the measurement of nonconductive materials pos
sible (Gault et al., 2006; Oberdorfer et al., 2007; Stiller 
et al., 2016; Devaraj et al., 2018). The use of laser light with 
wavelength in the ultraviolet (UV) spectrum shows usually 
better mass resolution and performance than green or infrared 
light (Hono et al., 2011; Lu et al., 2017). Accordingly, the 
commercial APT instruments switched through the genera
tions from green (LEAP 3000, 532 nm wavelength) to UV 
(LEAP 4000 and LEAP 5000, 355 nm) to deep UV (LEAP 
6000, 258 nm) laser light (Devaraj et al., 2018; Ulfig et al., 
2022).

Investigations of compounds, such as oxides, carbides, ni
trides, and borides, are challenging and often show an under- 
stoichiometric composition (Tang et al., 2010; Mancini et al., 
2014; Morris et al., 2022, 2024). The loss of certain species 
can happen due to detector pile-up, where the impacts of 
more than one ion in close proximity in time and space cannot 
be resolved with the detector systems currently used 
(Thuvander et al., 2011, 2019; Meisenkothen et al., 2015; 
Peng et al., 2018). With oxide and nitride samples, APT 

measurements often lead to field evaporation of molecular 
ions (Saxey, 2011; Santhanagopalan et al., 2015; Blum 
et al., 2016). These ions can undergo dissociation processes 
that in part result in neutral molecules (Gault et al., 2016; 
Morris et al., 2022).

Thermally grown chromia (Cr2O3) is used as protective ox
ide in high-temperature applications (Nguyen et al., 2015; 
Young, 2016; Chyrkin et al., 2022). It is formed as a protective 
layer from Cr within the base alloy, e.g., during oxidation of 
stainless steel and Ni-based superalloys. The chromia scale in
corporates elements from the base material, influencing the 
properties of the oxide (Chyrkin et al., 2011). In this paper, 
we report on the laser-assisted field evaporation of specimens 
from chromia scales with deep UV laser light in a LEAP 6000 
XR. This tool is rather new, and hence, characterization of dif
ferent materials utilizing laser light with not yet investigated 
photon energy is highly desired. Different measurement pa
rameters, in particular, laser pulse energy (LPE) as well as de
tection rate (DR) and temperature, are investigated to identify 
a parameter window for optimal composition measurements.

Materials and Methods
Chromia scale was thermally grown on Ni-based alloy Inconel 
625 at 900°C for 1000 h in laboratory air. The oxide thickness 
was 3–5 µm. Further details on the investigated material can 
be found elsewhere (Chyrkin et al., 2011, 2022). APT speci
mens were prepared via focused ion beam (FIB) lift-out in 
the dual-beam FEI Versa 3D workstation (Hillsboro, OR, 
USA) implementing well-known procedures for sample lift- 
out and preparation (Thompson et al., 2007; Langford & 
Rogers, 2008). Scanning electron micrographs of the cross- 
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section of the chromia scale and the microtip before APT 
measurement in laser mode are depicted in Supplementary 
Figure S1 in the supplementary material. APT measurements 
of chromia were performed in a LEAP 6000 XR from 
CAMECA (Madison, WI, USA). The instrument is equipped 
with a reflectron and has 52% detection efficiency. The LPE 
of the deep UV laser (258 nm wavelength) was varied between 
0.03 and 90 pJ. Furthermore, measurements were performed 
with simultaneous voltage and laser (V + L) pulsing, with 
20% voltage pulse and LPEs between 0.05 and 50 pJ. The 
measurements were primarily performed at 200 kHz and 
40 K (data points of 90 and 70 pJ were measured at 
170 kHz). The DR was varied between 0.2 and 2%, and the 
effect of temperature was investigated between 25 and 
100 K. About one million ions were sampled for each param
eter set (except for the lowest LPE due to fracture of the speci
men), and the data were evaluated with the commercial 
software AP Suite 6.3 (CAMECA). The background values, 
expressed as ppm/ns, are taken from the initial step in the re
construction wizard. For compositional measurements, the 
“local range-assisted’ background reduction with a power 
law fit within AP Suite was used. The O composition was cal
culated with the following peak assignments for two peaks 
with possible overlaps: 16 Da O+, 32 Da TiO++. Peak assign
ment and deconvolution are discussed at the beginning of 
the Discussion section.

Results
After the initial turn-on of the specimen, evaporation was main
tained until the run had stabilized without a remaining Ga signal 
coming from the FIB preparation. Subsequently, about one mil
lion ions were collected for each LPE. The standing voltage in
creased with every decreasing step in LPE (as a higher 
electrostatic field is needed to maintain a constant DR when us
ing a lower LPE). The portion of ions for evaluation was chosen 
to avoid this initial voltage increase. Figure 1a shows the evolu
tion of the standing voltage and the background signal as a func
tion of ion sequence during the variation of LPE for laser pulse 
mode. This measurement was performed on the same specimen 
with 0.5% DR. As can be seen on the x-axis, the measurement 
ran for more than 100 million ions in between the LPE variation. 
The voltage increases only slightly during evaporation, which 
speaks for a small shank angle of the specimen. For lower 
LPEs, the background signal increases and hence impairs ac
curate quantification for low signal-to-noise peaks (Oltman 
et al., 2009; Haley et al., 2020). To reduce the standing volt
age, and hence the background signal, simultaneous V + L 
pulsing was employed. The corresponding voltage and back
ground evolution is depicted in Figure 1b. The noise is reduced 
by more than a factor of two. The background signal for all 
runs shows a close dependence with LPE as follows: 
Background = constant∗LPE-0.5. The background as a func
tion of LPE and the power law fits are depicted in 
Supplementary Figure S2 in the supplementary material.

Figure 2 shows mass spectra of sections with different LPE. 
The main contributions of ions are O+, Cr++, CrO++, CrO2

++, 
CrO+, CrO2

+, and CrO3
+. Additionally, some Ti and its oxide 

ions can be found, leading to about 2–3 at% Ti in the chromia. 
Aluminum has a concentration of about 0.2–0.3 at%, and oth
er elements combined amount to less than 0.2 at%. At high 
LPEs, molecular ions such as Cr2O3

+, Cr2O3
++, and Cr2O4

+ 

are measured, whereas these ions are missing at lower LPEs 

(i.e., higher field). Similarly, Cr+ is apparent at high LPEs, but 
shows diminishing fractions with lower LPEs. Figure 2d shows 
the mass spectra of the sections of the laser run as well as a 
V + L run with a LPE of 0.1 pJ. The apparent ions are the 
same, and the V + L run shows less background noise compared 
to the laser run. The fractions of the most relevant ions as a 
function of LPE are depicted in Figure 3. At low LPEs, CrO++ 

is dominant. With increasing LPE, CrO++ and CrO2
++ are de

creasing. In contrast, O+ and Cr++ are increasing with higher 
LPE. At 2 pJ (laser run) and 2–5 pJ (V + L), the highest fraction 
of O+ is reached. Applying higher LPE leads to a decrease in 
the fraction of O+ as well as a continued decrease of CrO++ 

and an increase of Cr++. Other ions seen in the mass spectra 
like Cr+ and heavier molecular ions account for fractions be
low 5% and are only shown in Supplementary Figure S3 in 
the supplementary material and not in Figure 3 for visibility 
reasons. The errors of ion concentrations as well as atomic 
O concentrations are derived from number statistics (one sig
ma) in AP Suite, which is a minimal bound for variance since 
peak ranging, overlaps, etc., likely have larger influence but 
are rarely quantifiable (Danoix et al., 2007; London, 2019). 
The statistical errors are smaller than 0.1% for the lowest 
LPE with limited number of ions due to sample fracture. 
Errors for all other data points are below 0.05%, which is 
smaller than the symbol size, and hence, error bars are not 
shown in the diagrams for better visualization.

Figure 4a shows the measured O concentration as a function 
of LPE. The O content at 90 pJ is 37 at%, which is significant
ly lower than the expected stoichiometric concentration of 
60 at%. With decreasing LPE, the O concentration is increas
ing. At LPE of <1 pJ a plateau value of about 58 at% is 
reached and maintained until the concentration falls marginal
ly for LPEs below 0.04 pJ. The effect of different DRs was in
vestigated during the second V + L run at 10 pJ LPE. The O 
concentration is increasing significantly with higher DR. The 
LPE variation with 1% DR gives higher O concentrations 
than the runs with 0.5% DR, confirming the improved accur
acy with higher DR. Figure 4c shows the influence of tempera
ture on the O concentration. A slight increase toward the 
expected O concentration is observed with increasing tem
perature. This effect is less pronounced than the influence of 
DR.

Discussion
The peak at 16 Da could stem from O+ or O2

++. This declar
ation influences the oxygen content drastically. Investigation 
of 18O-enriched hematite (α-Fe2O3) showed that the 16 Da 
peak came predominately from O+ (Bachhav et al., 2013) in 
that case. The peak was ranged as O+ in this work as well, as
suming that the evaporation of the two oxides is not signifi
cantly different. Another work with 1:1 ratio of 16O and 
18O during oxidation of a Ni-based superalloy showed an 
overall contribution to the O concentration of about 1 at% 
from O2

++ ions (Viskari et al., 2013). It can be noted that the 
occurrence of X2

++ seems to be unusual also for B, C, and 
N. Similarly, the small peak at 32 Da could come from O2

+ 

or TiO++. The number of ions from the four Ti isotopes with 
low abundance indicates that the 32 Da peak is predominantly 
TiO++ and hence was ranged accordingly. The reported O con
centrations correspond therefore to the lower bound of pos
sible outcomes of each measurement of the O concentration. 
An exemplary deconvolution of peak overlaps with the APT 
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software was performed for the section of the laser run at 1 pJ 
LPE. Table 1 presents the possible ions near 16 and 32 Da. The 
natural abundances as well as the deconvoluted counts are dis
played. Initially, with the assignments described above and 
without using deconvolution of overlapping peaks, the O con
centration was 56.0 at%. The peak deconvolution yields add
itional 26,496 O counts and an O concentration of 57.2 at%. 
Most of these counts come from the peak at 16 Da. However, 
the only peak solely declared as O2

++ at 16.5 Da shows no 
counts above the background. Thus, the deconvolution of 
the 16 Da peak has limited foundation and infers a large un
certainty. The deconvolution at 32 Da identifies a small frac
tion of O2

+ that raises the overall O concentration by 0.04 at 
%. Defining an upper bound for the O concentration is diffi
cult since the accurate division between O2

++ and O+ at 
16 Da is not known. Ranging the peak at 16 Da as solely O2

+ 

+ leads to an overall O concentration of 63.7 at%, which is 

higher than the expected value. This peak assignment seems 
rather improbable due to the absence of a clear 16.5 Da peak.

So far, the expected stoichiometry was taken to be 60 at%, 
which is the case for pure Cr2O3. In addition to Cr and O, 
about 2–3 at% of other elements, mostly Ti, are present in 
the analyses of the oxide. Ti segregates to the grain boundaries 
as well as being incorporated into the matrix. For elements 
that are segregated, the ratio of O to Cr should be unaffected 
and amount to 1.5. The values for our material are presented 
in Supplementary Figure S4 in the supplementary material and 
approach this value to about 1.45, suggesting that some O is 
still missing. Chromia with incorporated Ti might be written 
as Cr2-xTixO3, and thus, the expected stoichiometry is still 
60 at% O.

The field at the apex of the needle-shaped specimen can be 
estimated by the charge state ratios (CSRs) according to 
Kingham (1982). The CSR of Cr++/Cr+ was obtained for all 

Fig. 1. (a) Voltage and background history as a function of ion sequence (detected ions) for the variation of LPE in the laser run. (b) Voltage and background 
history during measurements with simultaneous V + L pulsing. Note that the background scales are different.
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LPE; however, measurements at low LPEs incurred low Cr+ 

counts and high background. Furthermore, dissociations 
might influence the CSR of metallic Cr significantly 
(Schreiber et al., 2014). Therefore, in order to estimate the 

field for different LPEs, the initial Cr++/Cr+ CSR during the la
ser run at 90 pJ LPE with the value of 32 was used to estimate 
the electrostatic field for this data point (using the Kingham 
curves) to be 23 V/nm. Subsequently, the fields for all further 
data points of the laser run were calculated using the increase 
in standing voltage relative to the voltage for the initial LPE. In 
this way, the relative electrostatic fields can be determined 
with high accuracy, although the absolute values are some
what uncertain and depend on the precision of the value of 
23 V/nm for an LPE of 90 pJ. The field estimate for the first 
V + L run was calculated based on the CSR of Cr++/Cr+ at 
50 pJ LPE compared to the CSRs from the laser run and sub
sequently by the relative voltage steps. The field estimates of 
the second V + L run were derived from the DR variation at 
the same LPE to the first V + L run, and the relative voltage 
changes. We refrain from showing absolute values as laser- 
mode evaporation of Fe3O4 showed a peculiar dependence 
of the CSR of Fe ions on the electrostatic field as well as LPE 
(Schreiber et al., 2014). In the case of chromia, we observe a 
consistent trend of CSRs for LPEs between 5 and 90 pJ, mak
ing our comparison feasible. Furthermore, we do not observe 
any significant amounts of O2

+, suggesting higher fields as was 
the case in Schreiber et al. (2014). Figure 5 shows the O con
centration as a function of the relative change in field. The 
plateau value of about 58 at% O is reached above a 40% in
crease compared to the initial field at 90 pJ LPE. The O con
centrations measured for various DRs and temperatures fit 
well with the curve from the series of measurements done 
with varied LPE.

APT measurements of chromia and chromite with UV laser 
light with 355 nm wavelength (photon energy of 3.5 eV) have 
shown little influence of LPE on the O concentration (La 
Fontaine, et al., 2015a, 2015b). The O content measured in 
these studies was close to the expected value of 60 at% for 
the investigated LPEs between 22 and 115 pJ. It should be 
noted that the values of LPEs between different instruments 
cannot be compared, e.g., due to different spot sizes. The 
peak at 16 Da was ranged as O+, and hence, a direct compari
son is reasonable. We believe that the evaporation in this case 
happens through heating of the sample. Considering the re
ported bandgaps of chromia of 2.9 to 3.55 eV, the photon en
ergy of 3.5 eV might be just below the threshold for strong 

Fig. 2. Sections of mass spectra collected with different LPEs. The 
diagrams show number of counts as a function of mass to charge ratio. A 
direct comparison of laser and V + L runs at 0.1 pJ is shown in (d). The 
number of detected ions is about one million in each case.

Fig. 3. Fractions of ions as a function of LPE in (a) laser and (b) V + L mode. Note that the half and open symbols correspond to different DRs during 
evaporation. In (a), the DR was set to 0.5%.
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absorption (Henry et al., 2000; Guo et al., 2012). So, it is ne
cessary to have a high LPE to provide the heating of the apex, 
and since little energy is provided to the sample, a high field is 
expected for the specimen leading to the observed good values 
of the measurement.

A similar dependence of the O content on LPE as in this 
work was observed for UV (355 nm wavelength) laser-assisted 
evaporation of MgO (Devaraj et al., 2013). The authors 

furthermore showed that the electrostatic field, shown by the 
CSR of Mg, is correlated with the LPE and the O content in 
a similar way as in this study. Field evaporation of SiO2 and 
Al2O3 with extreme UV laser light (photon energy >> bandg
ap) shows good mass spectra and stoichiometry at low LPEs 
(Chiaramonti et al., 2020; Caplins et al., 2023). The intro
duced energy in these experiments is too low to heat the 
apex of the specimen significantly. The authors propose that 

Fig. 4. Measured O concentration as a function of (a) LPE, (b) DR during V + L mode, and (c) temperature. Note that the x-axes in (a) and (b) are in 
logarithmic scale. Error bars from counting statistics are smaller than the symbol sizes and are not shown for visibility reasons.

Table 1. Peak Deconvolution Near 16 and 32 Da Performed in AP Suite.

Mass to charge ratio (Da) 16.0 16.5 17.0 17.5 18.0
Ion O+ O2

++ O2
++ OH+ O2

++ O+ O2
++ OH2

+ O+ OH+ O2
++

Natural abundance (%) 99.762 99.525 0.076 99.747 0.399 0.038 0.000 99.731 0.200 0.053 0.000
Deconvoluted counts 175388 25417 0 525 101 66 6 0 344 0 0
Mass to charge ratio (Da) 31.0 31.5 32.0 32.5 33.0 33.5 34.0
Ion TiO++ TiO++ O2

+ TiO++ TiO++ CrO++ TiO++ O2
+ TiO++ CrO++ CrO++ O2

+ TiO++

Natural abundance (%) 8.229 7.422 99.525 73.564 5.439 4.335 5.322 0.076 0.013 0.002 83.599 0.399 0.010
Deconvoluted counts 1372 1245 854 12742 961 8040 1039 118 64 65 152777 0 0

The data set was measured at 1 pJ LPE during the laser run and contains 612,161 ions after background correction.
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a direct athermal photoionization with a thermal desorption 
might take place (Chiaramonti et al., 2020).

For photon energies higher than the bandgap, as for the 
4.8 eV from the deep UV laser, absorption is high and the en
ergy for localized heating or direct ionization is provided ef
fectively. Hence, a low LPE can be used for evaporation of 
ions, whereas high LPEs lead to a lower electrostatic field ne
cessary for constant evaporation. The deficiency in O when 
using high LPEs might come from the formation of neutral 
O atoms or O2 molecules during dissociation of complex 
ions.

The bulk of the laser measurement, i.e., between the LPE 
variations, was done at 20 pJ, and the peak shapes are well 
pronounced to display certain anomalies. Figure 6 shows 
selected ranges of the mass spectrum of about 40 million col
lected ions. The peak at 16 Da shows a portion with increased 
counts at higher mass to charge ratios, whereas all the isotopes 
of Cr+ display a shoulder toward lower mass to charge ratios. 
Additionally, CrO+ shows an indication of a similar shoulder 
as Cr+ (not shown in Fig. 6). One possible explanation for 
these peak shapes is the following: CrO++ could dissociate 
after initial acceleration toward the detector into Cr+, which 
receives a higher kinetic energy than mono-atomic Cr+ ions 
would get, and O+, which receives a deficit in kinetic energy. 
The background-corrected additional counts at 16 Da corres
pond to only about 18% of the additional ions at the shoulders 
of Cr+ and CrO+. The measured O concentration at 20 pJ is 
45 at% and still below the content expected from stoichiom
etry. Hence, other dissociation processes with neutral O are 
expected to happen. Double-charged peaks of Cr, CrO, and 
CrO2 do not show anomalies in their peak shapes. This is rea
sonable since most dissociations would not lead to double- 
charged daughter ions. The full mass spectrum with ranges 
is shown in Supplementary Figure S5 in the supplementary 
material. Furthermore, the mass spectrum during ion collec
tion at 0.5 pJ LPE is presented in Supplementary Figure S6
for comparison.

Judging from the comprehensive investigation of dissoci
ation processes in Fe oxides of Kim et al. (2024), several 

dissociation processes might be similarly expected for chro
mia. The following dissociations resulting in neutral O were 
shown for Fe2O3:

FeO+
4 → FeO+

2 +O2 

FeO+
4 → FeO++O3 

FeO++
4 → FeO++

2 + O2 

Furthermore, DFT calculations predicted the following disso
ciations with negative reaction energies (Kim et al., 2024):

FeO+
2 → Fe++O2 

FeO+
3 → FeO++O2 

The investigation into dissociation processes of molecular ions 
is limited in this study since the used APT instrument is 
equipped with a reflectron. This means that the trajectory of 
neutral atoms or molecules cannot reach the detector. A de
tailed analysis of dissociation lines of multiples, as shown by 
Saxey (2011), is therefore not meaningful.

For the investigation of chromia with deep UV laser-assisted 
field evaporation, we suggest a LPE of 0.5 to 1 pJ and 1 to 2% 
DR at common test temperatures, for the instrument used. 
This is considerably lower than LPE values used on other ma
terials on this tool (Jakob & Thuvander, 2024; Mayweg et al., 
2024) as well as on previous instruments with UV laser light. 
Applying higher LPEs than suggested above would result in an 
O deficiency between 10 and 25 at%. Using low LPEs can 
achieve more accurate O concentration measurements but 
leads to higher standing voltage and thus higher background 
signal as well as higher risk for fracture of the specimen. The 
V + L mode can achieve lower background at the same LPE 
and therefore widens the parameter window for the investiga
tion of elements with low concentrations. Measurements were 
stable over the whole range of LPEs, and specimens fractured 
only below 0.2 pJ (at about 9 kV voltage).

Fig. 5. O concentration as a function of the relative change in field at the 
apex of the specimens. See the text for the explanation of field 
estimates. Error bars derived from counting statistics are smaller than 
the symbol size and hence not shown for visibility reasons.

Fig. 6. Peak shape of O+ and Cr+ after detection of about 40 million ions 
at 20 pJ LPE. These ions were collected between LPE variations in the 
laser run.
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Conclusion
Laser-assisted field evaporation of thermally grown chromia 
(Cr2O3) on a Ni-based alloy was performed with deep UV la
ser light. Smooth evaporation is maintained over more than 
three orders of magnitude variation in LPE. High LPEs lead 
to heavier molecular ions and a higher fraction of Cr+ than 
low LPEs. It is shown that the accuracy of O measurements de
pends on the strength of the electrostatic field and hence only 
indirectly on the LPE. This is supported by the change in com
position during variation of DR. The test temperature has only 
minor influence on the measured concentration. The apparent 
O deficiency is attributed to dissociation processes that lead to 
neutral O in the case of high LPEs. The used APT instrument is 
equipped with a reflectron and hence cannot detect neutral 
species.
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