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ABSTRACT
The integration of Positioning, Navigation, and Timing (PNT) services within the 5G non-terrestrial
networks (NTN) infrastructure is necessary to eliminate the need for a GNSS receiver in the user terminal.
Using the positioning reference signal (PRS) in an NTN scenario presents significant challenges, such
as interference analysis from the transmission of multiple PRS signals. This study provides a stochastic
model for the interference generated by PRS transmissions in a 5G NTN scenario. This model has been
derived empirically from a Monte Carlo simulator designed specifically for this purpose, showing that
the distribution that best fits the interference is a Generalized Extreme Value (GEV) distribution. The
parameters of this distribution are also modeled based on the PRS configuration. Therefore, a designer
can use this model to evaluate the probability of encountering certain levels of interference.

INDEX TERMS 5G, NTN, PNT, PRS, interference, SINR, GEV distribution.

I. Introduction

ONE key reason for extending fifth generation (5G)
services to non-terrestrial network (NTN) scenarios is

the pursuit of global coverage for data and communication
services. From Release 17, NTN user equipments (UEs) are
mandated to incorporate a global navigation satellite system
(GNSS) receiver to access NTN services [1]. However, this
requirement poses significant challenges due to the inherent
limitations of GNSS receivers in the 5G NTN scenario.

GNSS receivers face limitations such as signal blockage
and attenuation, especially in urban environments and dense
foliage, as well as multipath effects due to signal reflections
off surfaces like buildings and terrain. These issues
degrade positioning accuracy and reliability. Additionally,
GNSS signals are susceptible to jamming and spoofing
attacks, posing security risks in critical applications [2].
The high Doppler shifts caused by the relative motion

between satellites and UEs in NTN scenarios complicate
signal acquisition and tracking. Furthermore, the power
consumption of GNSS receivers in Internet of things
(IoT) devices can compromise their commercial viability,
especially for battery-powered devices that require a long
operational lifetime [3]. These limitations not only affect
the reliability and accuracy of positioning but also limit
the ability of satellite network operators (SNOs) to offer
their services in GNSS-denied areas where line of sight
(LOS) with satellites exists, but signals are compromised
by jamming or spoofing attacks.

Consequently, developing a GNSS-free UE for NTN
operation is critical. This necessity motivates the exploration
of providing positioning, navigation, and timing (PNT)
services alongside data services through a unified NTN
infrastructure. Integrating PNT services within the 5G NTN
framework could enhance resilience, improve security, and
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: I INTRODUCTION

provide high-precision, low-latency positioning essential for
emerging applications.

In 3rd Generation Partnership Project (3GPP) Release 16
of 5G, positioning features were standardized to offer PNT
services [4]. Among various positioning techniques, the use
of a specific downlink signal, positioning reference signal
(PRS), is notable for its wider bandwidth and higher carrier
frequencies compared to previous generations, reaching up
to 100 MHz in the frequency region 1 (FR1) band and up
to 400 MHz in the frequency region 2 (FR2) band [5],
[6]. However, the current definition of 5G PNT services
necessitates a network connection for the subscriber; that
is, 5G PNT services are on-demand by the UE, the core
network, or a third party connected to the core network,
in contrast to GNSS, which is a broadcast service. This
architecture, inherited from Long Term Evolution (LTE),
was initially designed for emergency call requirements as a
terrestrial positioning system. In this framework, the network
informs the UE about the PRS configuration; subsequently,
the UE acquires and relays the measurements back to the
core network, which then performs position estimation. This
approach poses scalability challenges in terms of the number
of simultaneous users and is impractical in NTN scenarios
where a network connection may not be established prior to
positioning.

Moreover, from Release 17 onward, 5G networks include
NTN elements such as unmanned aerial vehicles (UAVs),
high-altitude platforms (HAPs), and satellites, increasingly
emphasized by industry stakeholders to facilitate global
communication capabilities [7]. An NTN feature similar
to GNSS is the ephemeris dissemination of satellites via
the system information block (SIB)19 message. However,
the accuracy required for these ephemerides is not as high
as in GNSS since precise positioning is not needed for
communication use cases. In an NTN satellite scenario, each
UE requires position information prior to its initial access.
Therefore, current standardized 5G positioning techniques
are impractical in an NTN scenario due to the prerequisite
of a network connection for the UE.

Looking beyond 5G, the upcoming 6G network is
expected to establish a unified network entity characterized
by multiple connectivity layers designed to meet the
requirements of various devices in diverse scenarios [8].
The convergence of network PNT services with NTN
offers numerous advantages, including the development of
an autonomous integrated communication and navigation
system under a unified network infrastructure [9]. Recent
studies highlight the technological potential to achieve a
truly integrated communication, location, and sensing system
[10]. Furthermore, the industry is making progress with
the development of services such as Xona [11], the ESA
LEO-PNT mission [12], and the Geesat constellation from
ESA and China. However, these commercial developments
do not include a communication service, emphasizing the
need for integrated solutions.

In this context, developing GNSS-free PNT services
integrated within the 5G NTN infrastructure is essential.
Such an approach would mitigate the limitations of
GNSS receivers, provide reliable and secure PNT services,
and support emerging applications requiring high-precision
positioning. This study explores the feasibility and
implementation of offering PNT services alongside data
services through a unified NTN infrastructure, aiming to
contribute to the advancement of integrated communication
and navigation systems.

A. State of the Art
Although the integration of communication and navigation
systems within a unified network, as highlighted in the
previous paragraph, holds the promise of revolutionizing
PNT solutions, it also introduces new challenges in signal
interference management. The literature on interference
in orthogonal frequency-division multiplexing (OFDM)
systems, as illustrated by [13]–[15], focuses mainly on
terrestrial communication scenarios, addressing inter-symbol
interference (ISI) issues in multipath environments. This
existing research is pivotal for understanding interference
dynamics; however, it primarily explores scenarios involving
single transmitters. Furthermore, studies such as [16], [17]
delve into inter-numerology interference (INI) modeling
and improvement strategies, primarily in single-transmitter
scenarios with inter-carrier interference (ICI), ISI, and INI
as the main sources of interference.

The complexity increases manifold when considering
integrated systems, where multiple transmitters and receivers
interact within a shared spectral environment. Similar
approaches are already available in the literature for
terrestrial networks, such as in [18], where a fraction
frequency reuse (FFR) scheme is proposed, or the concept
of Network-MIMO, developed in [19] for indoor scenarios.
However, none of these are intended for navigation systems.
Therefore, advanced interference management techniques
must be developed to meet the unique requirements of an
integrated communication and navigation system, ensuring
the reliability and accuracy essential for such a converged
network infrastructure [20]. This gap in existing research
underscores the need for comprehensive studies that extend
beyond traditional interference models to address the
complexities of integrated systems in future networks.

In a satellite scenario, the delays between the signals from
different satellites (in the millisecond range) significantly
exceed the length of the cyclix prefix (CP) of the waveform
(in the microsecond range) [21]. This leads to ISI and
ICI at the receiver located in areas where inter-satellite
beams overlap. Assuming that all satellites are synchronized
and transmit positioning pilots synchronously in the same
bandwidth part (BWP), two strategies are considered in the
literature to address interference. In the first strategy, the next
generation base station (gNB) applies a temporal guard band,
called muting [22]. This is used in terrestrial scenarios, as
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the maximum delay is shorter than the CP. However, in a
satellite scenario, the muting duration must be long enough
for the signal to reach each beam edge; for this reason, a
muting scheme is not envisioned for NTN scenarios. The
second strategy is for satellites to exploit the low probability
of signal collision due to the large differential delay between
satellites [23].

Despite significant advancements in interference analysis
for 5G NTN scenarios, a critical area remains underexplored:
the aggregated interference effects caused by positioning
signal transmissions, such as the PRS, within an NTN
context. Current research does not thoroughly investigate
the interference generated by differential propagation delays
between satellites, which are considerably longer than the
duration of the PRS slot [21]. It is essential for system
designers to ensure that interference levels between PRS
and data transmissions are minimized, allowing the receiver
to accurately decode data symbols and extract positioning
observables.

This area of study is crucial for the development
and optimization of LEO PNT services. By meticulously
characterizing and modeling interference phenomena and
understanding their impact on received signals, robust
positioning algorithms and techniques can be developed
to effectively mitigate interference effects. This will
greatly improve the accuracy and reliability of positioning
services, addressing the growing demand for precision in
contemporary applications.

B. Paper Contributions
In this paper, we model the interference from broadcasting
multiple PRS signals among different satellite gNBs in a
BWP. We assume the terrestrial multiplexing scheme for
multiple PRS signals [24] and adapt it to an NTN scenario.

Our proposal adopts an approach similar to that used
by GNSS; in this case, the SNO dedicates a BWP for
broadcasting the PRS, termed bandwidth part for positioning
(BWPP). Within the BWPP, the network operator broadcasts
the PRS from all satellites. This framework requires
a comprehensive analysis of the generated interference,
ensuring that it remains sufficiently low for the receiver to
decode the data symbols accurately. Our study proposes a
model of interference in such a system. The main benefit of
broadcasting the PRS is that these signals are accessible to all
users, similar to GNSS. This approach enables UE to initiate
access to the NTN without requiring a GNSS receiver.

The primary objective of this research is to model
the maximum interference power received by a user
terminal on the ground. The study focuses on the statistical
characteristics of interference, which are critical for UE
position estimation. In traditional statistical modeling, the
primary focus is on the central tendency of the data,
with metrics such as the mean, median, variance, and
interquartile range typically used to describe the most
common observations within a dataset. However, there exists

a specialized branch of statistics that concentrates on extreme
events, specifically the tails of distributions. Unlike simple
outliers, which might be attributed to data entry errors, these
extreme values represent genuine occurrences within the
data that are significantly distant from the central tendency
and, despite their rarity, can have substantial relevance and
impact. As a result, in our analysis of interference, these
extreme values, which degrade receiver performance, cannot
be ignored.

Extreme value statistics provide the tools to model these
rare events, allowing for the estimation and prediction
of extreme outcomes, much like traditional statistics do
for central tendencies. Due to the infrequency of high
interference values, a larger number of simulations is often
required to perform a robust analysis.

The contributions of this study include the following:

1) Conduct a theoretical analysis of the received signal
and the interference generated by the simultaneous
reception of four PRS signals at the receiver. This
interference is calculated at the output of the matched
filter at the receiver.

2) Explore the potential of applying extreme value
statistics, specifically the block maxima approach, to
characterize wireless signal interference. By focusing
on the extreme values of interference, this approach
not only provides a novel metric for assessing signal
quality but also facilitates the comparison of different
waveform configurations under conditions of rare but
impactful interference events. This method, adapted
from fields where the impact of extreme events is
critical, offers valuable insights into the performance
and reliability of wireless communication systems.

3) Develop a Monte Carlo simulator to evaluate the
interference generated by the PRS. The PRS can
be configured for different numbers of symbols,
Comb Sizes, and transmitted power. It outputs the
delay/Doppler map (DDM) as a matched filter at the
receiver for all received signals.

4) Extract a novel stochastic model of the interference
generated by the PRS. This model is based on the
configuration of the PRS, such as the transmitted
power, the number of symbols, and the Comb
Size used at the transmitter side. The model fitting
is performed empirically using the results from
the previously designed Monte Carlo simulator,
confirming the extreme value theorem empirically.

The structure of this paper is as follows: Section II
details the scenario and the channel model for low Earth
orbit (LEO). Section III presents the signal models used in
NTN, the matched filter at the receiver, and the interference
model. Section IV describes the Monte Carlo simulator
developed and the empirical interference model extracted
from the simulation results. Finally, Section V discusses the
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: II SCENARIO FOR 5G SATELLITE POSITIONING

conclusions drawn from this study and suggests directions
for future research.

II. Scenario for 5G Satellite Positioning
This section outlines the framework and scenario definition
for PNT service provision via 5G NTN. It involves a detailed
examination of the assumptions, simplifications, and the
reasoning behind them. The proposed model requires that
the signal from at least four distinct NTN gNBs, similar to
GNSS, reaches the user terminal.

In GNSS systems, all satellites carry on board a very
precise atomic clock. These clocks are used to keep them
synchronized, and the user is notified of any deviation
through the navigation message. In our particular scenario,
we assume that all satellites are perfectly synchronized, as
solving this challenge is beyond the scope of this paper. An
initial approach is presented by Prol et al. in [25].

In our study, we adopt an Earth-moving beam
configuration, where the satellite beam moves along with
the satellite, as defined in 3GPP TR 38.821, without
loss of generality, as the interference will be analyzed
for single snapshot estimations. For multibeam satellites,
the satellite implements precompensation at a reference
ground point for each beam, effectively reducing the
maximum delay/Doppler range experienced by the signal.
Consequently, a single-beam satellite represents a worst-case
scenario from this perspective, which we focus on in our
analysis.

Nowadays, beam overlapping can be achieved by massive
constellations such as Starlink (in our case, we assume a
single shell where all satellites are at the same altitude).
There are examples in the literature, such as [26], on how
to achieve this beam overlapping for a data service.

A. Frequency reuse in a common 5G Resource Grid
In a positioning system, the UE must receive several signals
to extract the observables. In the case of a 3D position
using time of arrival (ToA), the UE must receive the PRS
from at least four satellites to estimate its state, including
position and clock bias, [x, y, z, δ]. A multiplexing scheme
must be devised to address the simultaneous reception of
four signals, taking into account the high delays and Doppler
shift characteristics of the NTN channel. This multiplexing
scheme must ensure that the user can receive all four
signals with minimal aggregate interference. In this regard,
a 5G network operator can dynamically allocate its physical
resources (time and frequency) based on the requirements of
the use case. This dynamic allocation is referred to by 3GPP
as BWP, wherein the signals for different user profiles are
partitioned in frequency or time, depending on the resources
requested or available, as illustrated in Figure 1.

In this study, we implement the PRS multiplexing design
used for terrestrial applications [24], as depicted in Figure
2. This design facilitates the transmission of multiple PRS
signals within a single OFDM slot, whereby the empty

Operator Carrier

BWP1 f

(a) Single BWP within the operator carrier.

Operator Carrier

fBWP3BWP2

(b) Dual BWPs, each of them can transport different
numerology and or services.

t

f

(c) Dynamic allocation of BWP depending on the resource
needs.

Fig. 1: Split of operator spectrum in different BWP in
frequency and time.

resource elements (REs) left by one transmitter, due to the
steps of the subcarrier (”Comb Size” parameter), are used
by another gNB for its PRS allocation.

Unlike the terrestrial channel, the NTN channel
experiences larger differential delays and Doppler shifts. Our
analysis focuses on the interference generated by different
transmissions in this scenario, where each satellite’s signal
travels through a wireless channel that can be assumed to be
independent and uncorrelated for each satellite. A challenge
in this scenario is modeling the maximum interference
between transmissions from different satellites.

B. Satellite Scenario
The initial step in evaluating a satellite system involves
determining the service requirements, which, in turn,
establishes a minimum signal to interference plus noise ratio
(SINR) at the perimeter of the service beam. Achieving this
required SINR primarily depends on mitigating the link loss,
with the key factor being the distance between the satellite
and the user at the edge of the beam, denoted as ρMAX
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Fig. 2: 5G PRS Transmitted Resource Grid example to
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the PRS per transmitter) of 4.

REhSAT

LH RMAX

θMASK ρMAX

Spherical cap A

Typical user

Satellite of interest
Interfering satellite

Not visible satellite

Fig. 3: A typical satellite user view, where the maximum
slant range is defined by RMAX at an elevation angle of
0◦. It also shows the usable area as a spherical cap A in
green, defined by the minimum elevation angle θMASK. At the
elevation angle θMASK, the satellite is at the maximum usable
distance ρMAX. The figure also displays different satellites:
one of interest, three that could interfere with the satellite of
interest, and one out of sight of the user.

in Figure 3. This distance is essential for closing the link
budget.

Figure 3 shows a typical satellite user view, where the
maximum slant range is defined by RMAX at an elevation
angle of 0◦. It also shows the usable area as a spherical
cap A in green, defined by the minimum elevation angle
θMASK. At the elevation angle θMASK, the satellite is at the
maximum usable distance ρMAX. The figure also displays
different satellites: one of interest, three that could interfere
with the satellite of interest, and one out of sight of the
user. In Figure 3, the elevation angle mask θMASK delimits
the coverage area when the user limits its operation due
to link budget constraints. The value of θMASK is crucial,
as it significantly impacts the maximum signal propagation

RE

hSAT ρMAX

Local Horizon (LH)

SSP

SAT

O

Θ

φ

θMASK

Fig. 4: Distances and angles within a satellite beam depends
on the user local horizon (LH), and the altitude of the satellite
hSAT.

time between the satellite and the ground station, as well
as the maximal losses incurred due to free space path loss
(FSPL). This parameter represents the minimum elevation
angle required to achieve a certain quality of service, as
below this value, the slant range (distance between the user
and satellite) is too large, and the channel losses are too high
to guarantee the quality of service.

Figure 4 shows a perpendicular cross section of the
plane illustrated in Figure 3, aiding in understanding
the trigonometric calculations leading to (1). This figure
demonstrates the direct relationship between θMASK and
ρMAX in relation to the altitude of the satellite hSAT plus
the radius of the Earth RE.

ρMAX = (RE + hSAT)
sin
(
π
2 −Ψ

)
sin
(
π
2 + θMASK

) , (1)

Here, we define (2) to simplify the mathematical notation of
(1), where the value of Ψ is defined as:

Ψ = θMASK + arcsin

(
RE sin

(
π
2 + θMASK

)
Re + hSAT

)
, (2)

Additionally, the Local Horizon (LH) is the tangential
plane to the Earth’s surface at the user’s location, used to
define the parameters of a satellite pass over this user.

Figure 5 presents a three-dimensional representation of a
single satellite pass, expanding the concept of the LH from
Figure 4. This depiction emphasizes that the LH depends on
the geographical coordinates of the user, defined by latitude
ϕ, longitude λ, and altitude above mean sea level h. This
implies that for a moving user, the LH will change. However,
for our analysis, since the user’s speed is much smaller than
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: II SCENARIO FOR 5G SATELLITE POSITIONING

θMAX
ρmin

ρ(t)

vSAT(t)

ρMAX

Satellite

θMASK

Local Horizon (LH) [ϕ, λ, h, t]

vUE(t)UE

Fig. 5: Parameters involved in a single satellite pass.

the satellite’s speed vUE(t) ≪ vSAT(t), we assume the user
is static.

Moreover, Figure 5 highlights various parameters that
play a critical role in understanding satellite dynamics from
the perspective of a ground user, which are integral to the
channel model. Among these parameters, θMAX stands out as
particularly significant. It represents the maximum elevation
angle that the satellite will attain during a specific pass over
the user. This parameter is vital because it influences several
other factors, such as the duration of the satellite pass and
the minimum distance between the satellite and the user,
represented by ρmin. The range of θMAX is defined as being
between [θMASK, π/2] if the user’s latitude ϕ is smaller than
the satellite inclination i, and [θMASK,Φ] if ϕ > i, where
Φ = π/2 − θMASK − ϕMAX. Here, ϕMAX is the maximum
user latitude where the satellite’s maximum elevation angle
reaches, at least, the elevation angle mask θMAX ≥ θMASK.
The value of ϕMAX can be obtained using the law of cosines:

ϕMAX = arccos

(
2R2

E + h2
SAT + 2REhSAT − ρ2MAX

2RE (Re + hSAT)

)
(3)

It should be noted that each satellite pass will have a
unique value of θMAX, determined by orbital dynamics, the
user location, and the time, while:

max (θMAX) =

{
π/2 if i ≥ ϕ

Φ if i < ϕ
(4)

is the maximum value achievable for θMAX.
Next, we provide a numerical analysis to give the reader

a clear understanding of the concepts previously described.
Assuming a satellite with hSAT = 600 km, an orbit
inclination of i = 60◦, and an elevation angle mask of
θMASK = 10◦, users within a latitude range of ϕ ∈ ±i will
experience a maximum elevation angle of π/2 at some point,
while users up to latitudes of ±75◦ will be able to close the
link budget, as the satellite will reach at least an elevation
angle equal to the elevation angle mask at some point. Users

above these latitudes and up to ±84◦ will have the satellite
in LOS, but it will never exceed θMASK. Finally, for users
located above ±84◦, the satellite will never appear above the
horizon. This example only represents the values for the line
of sight between the user and satellite and does not take into
account any antenna pattern.

From the previous example, there is a time dependency
between the user location, the satellite movement, and θMAX,
as both the satellite and Earth move. Stochastic models
have been developed in the literature to remove the time
dependency, such as the work in [27], where the authors
present a statistical model to estimate the elevation angle of
a satellite, and the work in [28] presenting a statistical model
for the maximum elevation angle of a satellite pass.

For wireless communications, the main parameters of the
satellite are the slant range between the i-th satellite and the
user, ρi = ∥rSATi − rUE∥, and the relative speed between
the satellite and the user, vSATi,UE = (vSATi − vUE). These
two parameters determine the delay, path loss, and Doppler
shift that the signal will experience at the receiver, as defined
by the channel model. To obtain these parameters, there are
stochastic models such as those in [29]–[31]. However, those
models assume that the number of satellites in view follows
a Poisson Point Process, while in our scenario, we assume
that there are always 4 satellites in view at random positions
on the spherical cap A. This assumption is grounded in
projections for future PNT service constellations, which are
designed to provide continuous coverage with an average
of four satellites visible to users in these regions [32]. The
anticipated orbital configurations and satellite densities of
these constellations support this level of satellite visibility,
making our assumption both feasible and representative for
our analysis.

C. Wireless Channel Model
We use a delay/Doppler spread representation of the wireless
channel [33], i.e.,

γi(υ, τ) =
√

Li hiδ(υ − υi)δ(τ − τi). (5)

The channel representation in (5) depends on four

parameters: the free space path loss Li =
(

c
4πfcρi

)2
, a

random phase rotation hi, a delay τi =
ρi

c , and a Doppler
shift defined as υi ≜ − fc

c
d
dtρi, where d

dtρi = ûT
SATivSATi,UE

is the relative speed between the UE and the i-th satellite,
calculated as the projection of vSATi,UE onto ûSATi. Then,
ûSATi =

rSATi−rUE
∥rSATi−rUE∥ is a unit vector that points from the user

to the i-th satellite. Finally, hi represents the initial random
phase and is constant for the received signal. Since it is
a constant value, it will not affect the correlation process
during the acquisition step in the receiver; therefore, we can
assume an initial phase of 0.

Furthermore, we assume that the channel is wide-sense
stationary (WSS) for the duration of the slot (0.5ms using
30kHz of subcarrier spacing); thus, the values of Li, τi, and
υi can be considered constant for the duration of the slot.
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The mean variation of the delay is on the order of 3ns for
0.5ms of satellite movement, and after one slot, the assumed
error is less than 0.001%. This is a realistic assumption that
does not compromise the results, as similar NTN models use
it [34].

The channel FSPL is modeled by Li assuming unit gain
on both the TX and RX antennas, i.e., omnidirectional.
Li depends on the carrier frequency fc and ρi. A more
realistic NTN channel would include other losses, such
as tropospheric effects (e.g., gas absorption, rain/cloud
attenuation), antenna beam/polarization misalignment, etc.
These effects are assumed negligible, as these attenuations
are much lower compared to FSPL for transmissions in the
L/S frequency bands.

The signal delay τi is also considered constant, as
the change during a slot is negligible. A more accurate
model would include additional ionospheric and tropospheric
delays due to signal refraction. These effects have been
extensively studied for GNSS receivers and are modeled
by the Klobuchar model [35] or the NeQuick model [36],
[37]. However, the inclusion of these models could obscure
the theoretical analysis of this work, as the model for the
interference does not depend on specific values for the effects
of satellite dynamics but rather on the differential values of
delay and Doppler between satellites, as we will see later.

The model of υ shows that the measured Doppler is
proportional to the relative speed of the satellite-user link
in an ideal scenario, where its value is only affected by
the dynamics of the satellite and the user. The channel
model in (5) serves as a baseline for the generation of a
dataset published in [38]. This dataset includes several user
positions, and for each location, several satellite passes are
computed with a 1-second resolution. For each pass, the
satellite’s position and velocity are stored.

III. Transmitted and received signal model
In this section, we present the transmitted signal model and
the theoretical framework for analyzing interference between
satellites transmitting the PRS.

Our focus is on analyzing the impact of the NTN channel
on transmissions from S satellites, assuming LOS conditions
and no multipath effects.

A. Downlink Signal Model
The 5G downlink signal model begins with the generation of
the PRS sequence for each i-th satellite. In 5G NR, the PRS
sequence generation follows a mathematical formulation
similar to other reference signals in the system, such as the
Demodulation Reference Signal (DMRS) and the Channel
State Information Reference Signal (CSI-RS). The PRS is
generated using a Gold sequence. Below, we describe the
Gold sequence generation in detail.

The Gold sequence is a pseudo-random sequence that can
be efficiently generated by combining two maximum-length
sequences (m-sequences). These m-sequences are produced

by Linear Feedback Shift Registers (LFSRs), each defined
by a generator polynomial.

A Gold sequence, denoted as c(n), is defined by
combining two m-sequences, x1(n) and x2(n), as follows:

c(n) = x1(n)⊕ x2(n+Nc), (6)

where:

• c(n) is the Gold sequence.
• x1(n) and x2(n) are two m-sequences.
• Nc is a cyclic shift applied to x2(n) to generate

different sequences for different base stations (gNBs)
or PRS configurations.

• ⊕ denotes bitwise modulo-2 addition (XOR).

Generation of m-sequences x1(n) and x2(n):
The m-sequences x1(n) and x2(n) are generated using

primitive polynomials of degree 31, corresponding to the taps
of a 31-stage LFSR. The recursive relations for generating
these sequences are:

x1(n+ 31) = (x1(n+ 3)⊕ x1(n))mod 2, (7)

x2(n+31) = (x2(n+3)⊕x2(n+2)⊕x2(n+1)⊕x2(n))mod 2,
(8)

The choice of these specific feedback taps ensures
that the sequences have maximum length and are thus
pseudo-random.

The initial states of the m-sequences are crucial for
generating different PRS sequences for different base
stations. The initial states are determined based on the cell ID
(NIDcell ), PRS ID, and other configuration parameters defined
in the 3GPP specification.

For x1(n), the initial state x1(0), x1(1), . . . , x1(30) is
typically set to a predefined value that is not all zeros.

For x2(n), the initial state x2(0), x2(1), . . . , x2(30) is a
function of the cell ID and PRS configuration, ensuring that
each cell can transmit a unique PRS.

The shift Nc is determined by the physical cell ID (PCI) or
the PRS occasion index. This ensures that the PRS sequences
transmitted by different cells (gNBs) or for different PRS
occasions are unique, reducing the likelihood of interference
between different PRS signals.

The sequence c(n) is then mapped onto the resource
grid (RG) in accordance with 3GPP TS 38.211 Section
7.4.1.7.3 [39] as Ai ∈ CM×NSCS , where M represents the
OFDM symbols and NSCS is the total number of subcarriers
of the Resource Grid. The cyclix prefix orthogonal
frequency-division modulation (CP-OFDM) modulation is
applied by incorporating zero padding prior to the inverse
fast Fourier transform (IFFT) operation as per 3GPP TS
38.211 Section 5.3.1 [39]. Following this, the CP is appended
by the transmitter. The transmitted signal from satellite i is
thus expressed in its complex baseband form, as described
by
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: III TRANSMITTED AND RECEIVED SIGNAL MODEL

xi(t) =
√

PTX

M−1∑
m=0

NSCS−1∑
k=0

Ai[m, k]ej2πk∆ftrect
(
t−mTs

Ts

)
,

(9)
where Ts = T + TCP indicates the symbol duration as

the OFDM symbol time T plus the duration of the CP TCP,
∆f = 1

T is the subcarrier spacing, and rect(t/Ts) is the
rectangular function. We assume the use of the rect pulse
as it reduces computational complexity and maintains the
orthogonality between subcarriers; therefore, the interference
is due to the channel dynamics only.

The transmitted signal xi(t) has an average power level of
PTX. This power level is fixed at the satellite’s high power
amplifier (HPA) to guarantee minimum performance for
beam-edge users. This approach assumes, similar to GNSS,
a uniform equivalent isotropic radiated power (EIRP) across
the satellite beam.

B. Received Signal Model
The channel model outlined in (5) describes a channel
between the i-th satellite gNB and the UE. In a positioning
system, the user typically receives all downlink signals
within the same BWPP spectrum. Thus, the received signal
model is an aggregation of different NTN signals, each
affected by a distinct channel γi. The received signal is
modeled by

y(t) =
√

Li

S−1∑
i=0

ej2πυit+ϱxi(t− ρi/c) + w(t), (10)

as the aggregation of the signal received by the S satellites
in LOS. The model (10) is essential for subsequent analyses,
including SINR evaluations and performance assessments of
the delay estimator.

C. Matched filter
In the receiver architecture, the matched filter operation
is based on the cross ambiguity function (CAF). This
process involves correlating the received signal y(t) with
the different pilot signals shifted in frequency by a certain
known value, analogous to the procedure employed by a
GNSS receiver in its acquisition phase. The definition

χxy(υ, τ) =

∫ +∞

−∞
x(t)y∗(t− τ)ej2πυtdt, (11)

illustrates the principle of detector operation, where the
received signal is compared against the different local copies
of the PRS, one per satellite. Therefore, the receiver will
perform at least four different CAF computations.

Substituting the received signal y(t) into the CAF, and
following a similar analysis as done in [40], the matched

filter output for the i-th PRS is given by

χ(i)
yx(υ, τ) =

√
Lie

j2π(υ−υi)τiχ(i)
xx (υ − υi, τ − τi)

+

S−1∑
s ̸=i
s=0

√
Lse

j2π(υ−υs)τsχ(i)
xsx(υ − υs, τ − τs)

+χ(i)
wx(υ, τ). (12)

D. Post-matched filter Signal-to-Noise Plus Interference
Ratio Analysis
This subsection concludes the modeling discussion by
presenting SINR as a critical key performance indicator
(KPI) for analyzing receiver performance. Assessing SINR
is paramount for the effective detection of the peak in the
receiver’s detector.

We know that the maximum value of the ambiguity
function (AF) is at the origin τ = 0, υ = 0. By applying
a variable change in (12) as τ ′ = τ − τi and υ′ = υ−υi, we
shift the origin to the peak, then evaluate the CAF in relation
to the difference in delay and Doppler of interference signals.
For this, we apply the following change of variables in (12):
∆τs = τi − τs and ∆υs = υi − υs, yielding

χ(i)
yx(τ

′, υ′) =
√

Lie
j2πυ′τiχ(i)

xx (υ
′, τ ′)

+

S−1∑
s̸=i
s=0

√
Lse

j2π(υ′−∆υs)τsχ(i)
xsx(υ

′ −∆υs, τ
′ −∆τs)

+ χ(i)
wx(υ

′, τ ′).
(13)

Therefore, we can find the contribution to the signal to noise
ratio (SNR) of the signal of interest i from the other s
satellites. As mentioned above, the peak of the displaced
CAF corresponds to υ′ = 0 and τ ′ = 0. Therefore, we
define the SINR by setting υ′ = 0 and τ ′ = 0 in the CAF:

SINRi =
LiPTX∑S−1

s ̸=i PTXLs|χxsx (∆υs,∆τs) |2 + |χwx (υi, τi) |2
(14)

=
PTXρ

−2
i∑S−1

s ̸=i PTXρ
−2
s |χxsx (∆υs,∆τs) |2 + σ2

, (15)

where we assume the same transmission power across all
satellites, denoted as PTX, and the CAF of the receiver noise
as |χwx (υi, τi) |2 = σ2. This simplification incorporates
the concept that the noise power is attenuated by the
transmitted power normalized by the FSPL at the i-th
satellite, represented as PTXLi.

Consequently, the interference contribution of the
remaining satellites to the i-th satellite SINR depends on
the distance ρs and the CAF, and is expressed as

Ii = PTX

S−1∑
s̸=i

ρ−2
s |χxsx (∆τs,∆υs) |2. (16)

This assumption is valid under the approximation that
all satellites transmit at the same wavelength, which is
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the characteristic scenario when using a common BWP
for transmitting the PRS. Moreover, interference is further
influenced by the values of the CAF for the differential
delay, denoted as ∆τs, and the differential Doppler shift,
represented as ∆υs, between the satellite of interest i and
the interfering satellite s.

Satellite positions are required to compute their distance
to the user, ρs. However, a closed form for ρs is complex and
has several dependencies, such as the time of observation,
the position of the user on Earth, the satellite constellation
design, the orbit model, etc. From Figure 3, we can see that
all satellites are located on a spherical cap, called A. The
satellites’ azimuth and elevation angles can be considered
as uniform random variables, where the azimuth angle is
between [0, 2π] and the elevation is between [θMASK, π/2].
However, the distance to the user is not random, as it depends
on the azimuth, elevation, and the spherical cap where the
satellites lie.

Therefore, to evaluate the interference, a statistical
approach is taken. We are interested in the extreme
(maximum) values of the interference, as they have a
very high impact on receiver performance. In extreme
value theory, there are two fundamental approaches, both
widely used: the block maxima (BM) method and the
peaks-over-threshold (POT) method.

The BM approach consists of dividing the observation
period into non-overlapping periods of equal size and
focuses on the maximum observation in each period. This
approach fits our analysis, as each block can be seen as an
OFDM symbol, and we evaluate the maximum value of the
interference per symbol.

We use the Fisher–Tippett–Gnedenko theorem, which
establishes that the distribution of the maximum value of
the BM converges to the Generalized extreme value (GEV)
defined in (17).

FInterference(x) = exp

(
−
[
1 + k

(
x− µ

σ

)]−1/k
)
. (17)

This GEV distribution is defined by three parameters:
k (shape), σ (scale), and µ (location). However, obtaining
a closed-form expression for these parameters based on
the PRS configuration is not feasible analytically; for this
reason, we follow an empirical approach to estimate these
parameters. In the next section, we extract the different
expressions to model the interference based on the PRS
configuration.

IV. Empirical Interference model extraction
This section describes the Monte Carlo simulator developed,
the methodology used to extract the interference model
empirically, and the parameter models based on the PRS
waveform configuration.

Simulation Parameters

Waveform Generator

Channel model

DDM Generation

PDF modelling

Dataset

user id, tpass

PTX,m, cs

xi(t)

y(t)

Ii

Li, τi, υi

Fig. 6: 5G PRS LEO simulator architecture.

A. Monte Carlo simulator architecture
Figure 6 shows the simulator developed to extract the model
for the probability density function (PDF) of the interference
as seen in equation (16). This simulator follows a Monte
Carlo technique, evaluating the system for different user
locations and signal configurations from the public dataset
[38] and from a constellation proposed in [32] for the future
LEO-PNT mission by ESA. The constellation proposed for
this mission consists of 11 orbital planes, with 19 satellites
per plane, evenly distributed using polar orbits at an altitude
of 1200 km. We will then compare the interference model
from both constellations and find a common model that
generalizes it to be independent of the constellation design.

The assumption made for the simulator is that all satellites
are synchronized and transmit the PRS at the same time but
in a different RG arrangement, as shown previously in Figure
2.

The simulator starts with the definition of the simulation
parameters, such as the signal configuration and the dataset
[38] for the satellite passes. Then, it generates the requested
waveforms. The next step is to apply the corresponding
channel to each waveform i, where the delay τi, losses Li,
and Doppler υi are tightly coupled due to satellite movement.
The simulator then performs the signal acquisition by
computing the DDM of the received signal, composed of
the signal of interest and the other interference signals plus
noise. Finally, from the DDM, the simulator generates the
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: IV EMPIRICAL INTERFERENCE MODEL EXTRACTION

Fig. 7: User’s distribution of the dataset.

interference power samples used to analyze its probabilistic
behavior.

Both datasets used contain 100 users uniformly spread
across Earth’s surface (using a Fibonacci lattice). For each
user location, 10 minutes of satellite passes are stored with
a 1-second resolution. Figure 7 shows the locations of the
users on Earth from the dataset used to compute the satellite
passes.

The Monte Carlo simulator performs 10,000 iterations per
user location and transmitted waveform parameters (number
of symbols, Comb Size, and transmitted power). To compute
the interference, we follow the procedure illustrated in Figure
6. For each user in the dataset, we generate the transmitted
signal and apply a channel model at a randomly selected
time, thereby assigning specific values of slant range and
velocity to the satellites. After applying the channel model,
the acquisition process begins. This process is analogous
to the acquisition step in GNSS receivers, wherein a bank
of correlators processes the signal using local replicas. A
threshold is then applied to ascertain the presence of the
signal of interest. If the signal is not detected, the process is
repeated with different local replicas. If the signal is detected,
we use the simulation environment to evaluate the power of
the signal of interest and the power of other signals, which
are treated as interference. The obtained interference power
values are then used to develop the interference model.

Table I enumerates the parameters relevant to the scenario
described in Section II. In this scenario, the number of
concurrent satellites in LOS is set to four, which represents
the minimum required for 3D position estimation. The
bandwidth is set to the minimum permissible for the
transmission of the PRS. Similarly, the carrier frequency is
chosen as the highest allowed within the n256 band.

Table II shows the various parameter values used to
generate the PRS in the simulation. We made a comparison
using different numbers of OFDM symbols, various Comb
Size values, and different transmission powers.

Table I: Scenario details

Description Symbol Value
Number of satellite in LOS S 4

Maximum signal bandwidth BWMAX 8.64 MHz

Satellite’s constellation 1 Starlink
Inclination

of 53 deg/554km

Satellite’s constellation 2 LEO-PNT
Polar.

11x19 1200 km

Carrier frequency fc n256 (2.2 GHz)

Number of MC iterations Nindex 10000

Doppler Max value ±υMAX 40 kHz

Doppler resolution υstep 500 Hz

Table II: PRS generation details.

Description Symbol Value
Number of Symbols m 1 to 12

Number of Subcarriers NSC 288

Subcarrier Spacing ∆f 30 kHz

Comb Size cs 4, 6 and 12

Transmitted power PTX 1 to 30 dBW

B. Distribution parameters extraction for the interference
model
As seen in Section III, the statistical interference model in
(16) used in the SINR analysis can be modeled by a GEV.
However, an analytical evaluation of the GEV parameters
µ, σ, k is not feasible in this satellite scenario. Therefore, we
present the methodology for using the Monte Carlo approach
to extract the distribution parameters of the interference
created by the PRS.

Table III shows the KS fitness test and p-value for the
different commonly known distributions used to compare the
fitness. As predicted by the Extreme Value Theorem seen in
Section III, the distribution that best fits the measurements
corresponds to the GEV distribution, which has the lowest
KS statistic of 0.0142 and the highest p-value of 0.3688.

Furthermore, Figure 8 shows, in discrete blue, the
empirical PDF for two different waveform configurations
(using 1 and 12 OFDM symbols) from the simulator and,
in continuous red, the fitted PDF using a GEV model.

Table III: Kolmogorov-Smirnov test (KS) test and p-test
result for the different distribution evaluated.

Distribution KS p-test
Normal 0.0382 0

LogNormal 0.0256 0

Gamma 0.0298 0

Rayleigh 0.5295 0

Rician 0.0382 0

GEV 0.0142 0.368

10 VOLUME ,

This article has been accepted for publication in IEEE Open Journal of the Communications Society. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/OJCOMS.2024.3503692

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



−260−240−220−200−180−160−140−120

0

1

2

3

4

5

·10−2

Interference Power [dBW]

PD
F

MC m = 1, cs = 4

MC m = 12, cs = 4

GEV m = 1, cs = 4

GEV m = 12, cs = 4

Fig. 8: An example of a PDF of the interference power used
to compare the results from the Monte Carlo simulation and
the GEV distribution.

Once we evaluated the model that best fits the maximum
values of interference, we identified the relationship between
the waveform parameters—number of symbols m, Comb
Size cs, and transmission power PTX—and the distribution
parameters—shape k, scale σ, and location µ. A compromise
was found between the complexity of the model and the
fitness of the data.

• Scale:
σ(m) = a1 + a2m+ a3m

2 (18)

• Location:

µ(m,PTX) = b1 + b2PTX + b3m
−1/2 + b4mPTX (19)

• Shape:
k(m) = c1 + c2m

−1/2 + c3m (20)

We follow a curve fitting process to obtain the parameters
of (18), (19) and (20) using the Levenberg-Marquardt
algorithm for least squares minimization. The following table
IV shows the numerical values of the parameters for both
constellations and a third scenario called ”Generic”, where
we fit the parameters from both scenarios to make the model
agnostic of the scenario. Besides, we have added the fitting
error as R2 for each parameter. Furthermore, we also show
the residuals between the ”Generic” constellation values and
the other two to show that this generic model can be used
for any constellation design, having into account the error
we get. This is a trade off between the complexity of the
model and accuracy of it.

The results from Table IV show that the parameter k < 0,
indicating that the GEV is a bounded distribution (Weibull),
suggesting a natural upper limit to interference power. This
natural upper limit arises from the output of the DDM when
comparing two different signals. Furthermore, the low values
of k suggest a low risk of extreme interference power.

Figures 9, 10, and 11 show the models used for the
parameters k, σ, and µ using data from the LEO-PNT,
Starlink, or both. They also include the 95% confidence
interval for the model of both constellations.

• LEO-PNT Model: The R2 value is higher for all
parameters in the LEO-PNT model when applied to its
own dataset.

• Starlink Model: The Starlink model has a lower
R2 than the combined model, indicating that the
combined model is able to generalize better than the
Starlink-specific model in this case.

• Combined Model: The combined model, which fits
both the LEO-PNT and Starlink data, has a lower
error than the Starlink-specific model, particularly for
the parameter µ. This suggests that the combined
model provides a good balance in fitting both datasets,
sometimes even outperforming one of the specific
models (Starlink, in this case).

The combined model benefits from exposure to both
datasets, allowing it to find patterns that generalize well
across different scenarios, while the Starlink-specific model
may overfit to the nuances of the Starlink data, leading to
a lower R2. This explains why the combined model can
outperform a model fitted on just one dataset. The combined
model generalizes well, making it a robust choice across both
datasets.

This model extraction can be used in future designs to
evaluate the interference power that a PRS pilot will generate
in a typical scenario with reception from four satellites. It
can be used to calculate the exceedance probability that the
interference power exceeds a certain threshold x, as shown
in (21).

P (M > x) = 1− FGEV(x). (21)

By formulating the interference power, we can:

• Quantify Extreme Events: Provide mathematical
expressions for the probability and magnitude of
extreme interference events.

• Inform Decision-Making: Aid in the design of satellite
communication systems that can withstand rare but
severe interference events.

• Enhance Reliability: Improve overall performance and
reliability by proactively managing the risks associated
with extreme interference.

V. Conclusions and Prospects for Future Research
This study presents a model of the interference power in
an NTN scenario when using the PRS as a signal for
positioning. The model has been extracted empirically using
a Monte Carlo approach, as the dynamics of the LEO
scenario make it unfeasible to derive a direct mathematical
formulation for interference modeling.

Two analytical tools, the CAF and the DDM, have been
used in assessing the interference for a PRS signal. These
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Fig. 9: k value for both dataset separately, k for the combined dataset and the confidence interval

Fig. 10: σ value for both dataset separately, σ for the combined dataset and the confidence interval
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Table IV: Comparison of GEV parameters between the Generic, Polar, and starlink scenarios.

Scenario a1 a2 a3 b1 b2 b3 b4 c1 c2 c3

LEO-PNT 8.5535 0.0237 -0.0042 199.994 -1.909 8.571 -0.0143 -0.1428 -0.1061 0.0042

Starlink 8.8366 -0.1809 0.0087 195.402 -1.950 13.826 -0.0086 -0.0674 -0.1572 0.0004

Generic 8.6951 -0.0786 0.0023 197.698 -1.929 11.198 -0.0114 -0.1051 -0.1316 0.0023

Residual (LEO-PNT) 0.1416 0.1023 0.0065 2.296 0.020 2.627 0.0029 0.0377 0.0255 0.0019

Residual (Starlink) 0.1415 0.1023 0.0064 2.295 0.021 2.628 0.0028 0.0377 0.0256 0.0019

Fig. 11: µ value for both dataset separately, µ for the combined dataset and the confidence interval using PTX = 10dBW

Table V: R2 metric for the fitting of the curves.

Constellation R2
k R2

σ R2
µ

LEO-PNT 0.91 0.95 0.93

Starlink 0.88 0.92 0.89

Combined 0.90 0.94 0.91

methodologies have paved the way for an open research
question: the feasibility of designing a positioning system
that multiplexes different transmissions while minimizing
interference.

In summary, the findings of this study contribute
significantly to the understanding of interference challenges
in LEO scenarios and mark a step towards the integration of
5G NTN as an autonomous system, independent of GNSS
receivers at the UE end. The results highlight the need for
advanced multiplexing strategies to manage multiple satellite

signals within the same BWP, thereby mitigating SINR
degradation.

Future research includes applying precompensation for
delay and Doppler within the beam coverage area,
incorporating the ICI and ISI models during DDM
computation to reduce their effects, or exploring alternative
waveform designs such as orthogonal time frequency space
modulation (OTFS), which could leverage their robustness
in high Doppler and delay environments. Another avenue
for enhancing current results involves implementing a
succesive interference cancellation (SIC) algorithm, which
holds promise for improving the SINR of the signal [41],
or exploiting the sparsity of the DDM matrix by using an
orthogonal matching pursuit (OMP) algorithm.

Appendix. Acronyms
This paper uses an extensive number of acronyms, and to
assist the reader, the following list presents all of them:
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5G fifth generation
3GPP 3rd Generation Partnership Project
AF ambiguity function
BWP bandwidth part
BWPP bandwidth part for positioning
CAF cross ambiguity function
CP cyclix prefix
CP-OFDM cyclix prefix orthogonal frequency-division

modulation
DDM delay/Doppler map
EIRP equivalent isotropic radiated power
FFR fraction frequency reuse
FR1 frequency region 1
FR2 frequency region 2
FSPL free space path loss
GEV Generalized extreme value
gNB next generation base station
GNSS global navigation satellite system
HAP high-altitude platform
HPA high power amplifier
IFFT inverse fast Fourier transform
IoT Internet of things
ICI inter-carrier interference
INI inter-numerology interference
ISI inter-symbol interference
KPI key performance indicator
KS Kolmogorov-Smirnov test
LEO low Earth orbit
LOS line of sight
LTE Long Term Evolution
NTN non-terrestrial network
OFDM orthogonal frequency-division multiplexing
OMP orthogonal matching pursuit
OTFS orthogonal time frequency space modulation
PDF probability density function
PNT positioning, navigation, and timing
PRS positioning reference signal
RE resource element
RG resource grid
SIB system information block
SIC succesive interference cancellation
SINR signal to interference plus noise ratio
SNO satellite network operator
SNR signal to noise ratio
ToA time of arrival
UAV unmanned aerial vehicle
UE user equipment
WSS wide-sense stationary
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