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ABSTRACT Research into novel approaches like Machine Learning (ML) promotes a new set of oppor-
tunities for sustainable development of applications through automation. However, there are certain ML
tasks which are prone to spurious classification, mainly due to the bias in legacy data. One well-known and
highly actual misclassification case concerns gender. As the vast dataset for engineering rules, standards
and experiments are based on men, a bias towards women is the subject of research. Accordingly, any bias
should be contained before the algorithms are deployed to the service of the sustainable society. There is a
substantial amount of data on ML gender-bias in the literature. In these, the majority of the investigated cases
are for ML branches like image or sound processing and text recognition. However, utilizing ML for driving
style investigations is not an extensively researched area. In this work, a novel application for gender-based
classification with bias-attenuation using anonymized driving data will be presented. Using data devoid of
biometric and geographic information, the proposed pipeline distinguishes manifested binary genders with
80% accuracy for the drivers in the holdout data set. In addition, a method for sustainable algorithm selection
and its extension to embedded applications, is proposed. An investigation into the environmental burden of
seven different types of ML algorithms was conducted and the popular neural network algorithm had the
highest environmental burden.

INDEX TERMS Battery electric vehicles, driving style classification, energy consumption, feature engineer-
ing, machine learning, unsupervised/supervised learning.

I. INTRODUCTION
Conforming with the United Nations Sustainable Develop-
ment goals [1], automation will support sustainable cities and
help in reducing inequalities. Machine Learning (ML) is an
enabler for automation impacting all aspects of the society.
Instead of model based approaches, ML makes use of the
available data to discover the characteristics of the system at
hand, which may impose a cost on the environment [2], [3],
[4], [5], [6].

ML is used extensively for systems including those involv-
ing human interaction. Numerous characteristics can be used
for identification of individuals using ML. Traits in human
face [7], human voice, thumb impression, touch dynamics,
gait dynamics, iris morphology, shopping behavior [8] etc. are
reported to be used for effective identification incorporating

ML. Although ML based systems have proven to reach very
efficient classification, occasionally, the automatized systems
misidentify individuals [9]. Accordingly, there is research
aiming to improve the recognition rate [10]. Specifically, as
there is a general mismatch between amount of training data
for men and women, a gender-bias may affect classifica-
tion score for ML algorithms. ML empowers the society to
come with sustainable products and services, however, being
a computation-intense undertake, ML itself may cost a CO2

burden. Accordingly, a trade-off may be established between
the ML delivery and the environmental burden due to the
computations by the ML algorithms.

There is a substantial amount of data on ML gender-bias
in the open literature. The bias in training may lead ML to
fail a benign case of touchscreen lock failure or may lead
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to dire consequences like accommodation credit application
rejection [11]. Research demonstrates that ML has in many
cases discriminated based on gender [12], [13]. Despite its
power, even the state-of-the-art Neural Network (NN) based
algorithms are not spared from committing erroneous classifi-
cation [14]. There is also research showing that deep learning
occasionally learns uninterpretable solutions that could have
counterintuitive properties [15]. Additionally, it is reported
that one of the major suppliers to the vehicle industry may
have gender-bias in speech recognition software [16]. Fur-
thermore, recent research aiming at vehicle industry may also
contain gender bias [17]. Another common shortcoming is
assuring the quality for the training data. For the situations as
the one reported in this work, when the drive data is recorded
on roads with the presence of calculated (tunnels on the road),
or uncalculated (GPS errors) artifacts in the training set. For
the automotive industry, gender-balanced data is a reoccurring
issue as the actual data is mismatched in favor of men. Most
dummies used in automotive crash tests are designed to rep-
resent an average man [18]. It was first in 2011 that women’s
crash test dummies were to be used [19]. Also for determining
thermal comfort in vehicles, the standard values of metabolic
rate for an average male are used and may overestimate female
metabolic rate by up to 35% [20]. Despite a substantial parti-
tion of vehicles in the market is purchased by women, their
needs and preferences have been ignored throughout history
until but recently [21]. Women and men use their vehicles dif-
ferently, as men tend to drive more and longer distances, take
more risks and thus be involved in more traffic accidents per
driven km [22], [23]. By recognizing the minute differences in
driving dynamics of women and men, further improvements
can be achieved in developing tailored vehicles suitable for
both men and women [24]. It is also well known that the
diving style impacts the energy consumption of a vehicle [25],
[26]. Research points out that women in average are driving
slower and are also choosing more environmentally friendly
vehicle models [27].

Most driving style studies typically rely on characteris-
tics such as the driver’s somatic, behavioral and emotional
conditions as complements to the recorded drive data [28].
Exploiting ML algorithms for driving styles can thus be prob-
lematic, unintentionally introducing a gender bias. Hence,
utilizing ML for investigating driving styles and differences
in driving habits between the genders should be conducted
with consideration. Accordingly, this paper will detail the
steps taken to efficiently classify non-biometric identification
cursors for driver gender, i.e., a ML pipeline with gender-bias
attenuated gender prediction. A noteworthy effort in this study
has been to attenuate the gender bias by keeping the amount
of input data for both genders in balance. In addition, all data
features which may indicate affluence via residential address,
identification of profession, etc., are eliminated. Further, tac-
tical feature engineering steps to improve the classification
are presented. The final contribution is devoted to a rarely
considered problem concerning ML algorithms, a comparison
of the environmental impact of seven selected ML algorithms

FIGURE 1. A representative driving trajectory of an assumed individual
living in Gothenburg, a Swedish town, and commuting to work through a
tunnel (in magenta), which is shown in the upper right infrastructure
image from Wikipedia. Representative vehicle models from Volvo Cars
archives shown in the lower left image. Map modified from qwant.com.

applied to the same classification problem. Conforming with
the sustainability emphasis of the paper, the complete work is
done using open-source code.

II. EXPERIMENTAL DATA
A set of 30 vehicles with individual drivers, who are dis-
tributed 50% women and 50% men, are investigated. The
data set comprises individuals living near the Swedish town
Gothenburg as representative owners of the contemporary ve-
hicle park in Europe. The GPS-based data was collected by
the Swedish car movement data project, of which the equip-
ment and data acquisition procedure are described in [29]. All
vehicles used by the participants are light duty class privately
owned cars not older than the 2001 model year with no restric-
tions on power, torque, travelled distance, frequency of usage,
or number of occupants.

Most of the drivers in the set use the vehicles to commute
to work. Traffic in the Gothenburg region includes several
tunnels, as shown in Fig. 1, but no restrictions on driven paths
and trajectories are imposed for the study. The characteristics
of each driver’s driving style are logged using time-resolved,
velocity, trip, and position variables. The data from these
individuals is logged as time-stamps with a frequency of
2.5 Hz. The GPS data is sanitized into cumulative distance
travelled per trip and comprises no biometric information,
sound recordings or any images. In this way, the data is
completely anonymized, and each automobilist’s discernible
characteristics are only their individual driving styles. To
further generalize the reported approach, logged data is not
cleaned or imputed by a human operator before being fed
into the ML pipeline. Experimental data is saved as a comma-
separated value (csv) file for further processing and automated
imputation for spurious samples.

In the questionnaire answered by the participating drivers,
only participants who positioned themselves as belonging to
one of the binary gender sets and who were the sole users of
their vehicles were included. In the original dataset men are
overrepresented. A usual solution to unbalanced datasets are
through synthetically over-sampling the minority class [30],
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FIGURE 2. Overall ML pipeline created using Python tools. In this
flowchart the pipeline components are color coded in red for
preprocessing, in green for exploratory component and in blue for final
decision component.

however, synthetic manipulation may lead to spurious balance
as minority class may be over-generalized [31]. Aiming to
curtail the gender bias robustly, the partition of each gender
sample in the input data is equal. Following the preprocessing
and exploratory analysis, an arbitrary selection of 30 vehicles
driven by 50% women and 50% men are used for training and
validation of the prescribed algorithms. For the final delivery,
holdout data of 10 drivers comprising 50% women and 50%
men, initially kept out of the training and validation data sets,
are used. Being effectively unseen by the pipeline, they are
then used to quantify the merit of the prescribed machine
learning pipeline.

III. COMPUTATIONAL APPROACH
The study aims to minimize human interventions. Accord-
ingly, a pipeline is created to read csv files to extract data as
tensors. The experimental data is parsed and processed in a
modular fashion. The overall pipeline is depicted in Fig. 2.
In the following, the csv parser that searches through any
arbitrary folder tree in any online repository is scripted using
Python. This tree structure comprises each driver’s data as
a csv file. This data out of the logger is flattened; thus, it is
transformed into driver class, trip and features as a tensor for
later processing. The described parser can handle csv files but
allows for alternative file protocols as input for versatility. All
the computational steps are parallelized on High Performance
Computing (HPC) resources. In this section, each individual
module will be described.

A. PREPROCESSING
It is known that minute differences in driving related to un-
known parameters such as the sentiments of the drivers, the
number of passengers in the car, available power and torque
which would impact the data set as additional entropy; could
not be accounted for. Five preprocessing steps were taken be-
fore the data was fed into the pipeline. The data was prepared

through anonymization, imputation, feature engineering, data
reduction and descriptive statistic steps, as depicted in the
Fig. 2.

First, the data had to be anonymized. Secondly, erroneous
data points had to be detected and replaced. Lastly, feature
engineering steps for increasing the accuracy were scripted
into the pipeline.

1) ANONYMIZATION
Recent research reports a measurable bias towards women in
housing [32]. Valid also in EU, more women than men suffer
financial hardship in countries with high housing costs [33].
This fact introduces a bias, not correlated to drivestyles,
but affluence in GPS positions registered for the drivers.
More men will be living in affluent regions compared to
ladies. Accordingly, effort put in place to minimize the over-
representation of men in data set through casting the GPS data
into covered distance.

The experimental location data is anonymized using Haver-
sine formulation,

havs

(
d

r

)
=havs(φ2 − φ1) + cos(φ1) cos(φ2) havs(λ2 − λ1)

(1)
which includes the radius of earth, r, for calculating the
distance, d , between two points. φ1, φ2 is latitude of the
two points and λ1, λ2 is longitude of the two points respec-
tively [34].

2) IMPUTATION
Due to GPS errors and loss of connection, i.e. driving through
tunnel passages where the exposure to satellite signals is lack-
ing, experimental data comprises sparsely distributed NaN
cells. Three different approaches were investigated to ap-
ply imputation when invalid data is encountered. Traditional
imputation using column/row means or other descriptive
statistics, ML imputation with inferential statistics, and filter-
ing (Kalman), was explored to provide the missing data in the
input tensor. For the final pipeline the invalid cells of the input
tensor is substituted with descriptive statistics imputation [35].

3) FEATURE ENGINEERING
The driver classification problems can exhibit a large imbal-
ance in the distribution of the target classes. For instance,
acceleration data may have several times more negative sam-
ples than positive ones. In such cases, it is recommended
to use stratified sampling as implemented in StratifiedKFold
and StratifiedShuffleSplit. This ensures that the relative class
frequencies are preserved in each training and validation fold,
i.e., the same percentage of genders for each target class are
kept as in the complete dataset [35]. For this, the StratifiedK-
Fold with 5-folds was implemented in the pipeline.

For supervised learning, additional preprocessing tasks
were scripted. The experimental data was distributed into sev-
eral training and validation data set distributions as well as
swept k-fold grid searches, aiming at a good distribution in

350 VOLUME 6, 2025



the training and validation set. A specific distribution for the
training and validation populations was achieved for the inves-
tigated dataset. For the supervised learning task, the pipeline
is informed on the genders of individual drivers by provided
labels. As no restrictions on power or torque, as well as on
the number of occupants, etc. are applied to the experimental
data, this yields a challenge for the automatic preprocessing.
The minute difference among dynamic driving styles due to
the spread in available vehicle power compared to aggressive
acceleration events is an example of this challenge. To in-
crease the accuracy, several feature engineering practices are
followed in the exploratory analysis.

B. EXPLORATORY ANALYSIS
During the initial phases of the study, an effort to directly
classify drivers’ gender using unsupervised learning was un-
dertaken. This would align the data along available principle
components for a straight forward classification using linear
classifiers. However, a low-bias decision plane with reason-
able variance was impossible to prescribe, given the entropy
of the initial dataset. Hence, following the preprocessing of
the data, an exploratory step was taken before starting the ML
pipeline design.

The exploratory data analysis makes use of correlations,
scatter plots, pairplots, histograms, probability density func-
tions, reduction and embedding and simpler linear ML algo-
rithms to pinpoint explicit-implicit relationships among the
data series and target classes.

Being relatively light in computations, exploratory anal-
ysis can be applied to whole or subsampled input tensors.
Aligned with best practices, the data is initially studied using
descriptive statistics. Correlation tables are initially employed
to discern superfluous features. Other visual measures like
scatterplots and pairplots were also used, leading to detection
of outliers. As many ML algorithms favor a Gaussian charac-
ter, histograms for several features were visualized to see the
distribution type the data obeyed.

In this study, the exploratory analysis effort is foremost
for the programmer to comprehend the data at hand, thus
not required for the ML agent to function. However, also
in this work the exploratory analysis is extended to include
CO2 burden per ML approach, which is not commonly stud-
ied for exploratory reported in the literature. Specifically, the
approach developed is a trial-and-error method to choose the
highest scoring pipeline topology, while limiting the CO2

burden. This step started using the nearly complete data sets
exceeding 100 drivers. As this much data lead to extended
computation durations, the subsets of the initial large dataset
were found to be more appropriate.

Employing the principles of unsupervised learning by using
Principal Component Analysis (PCA) to prescribe a relatively
simple decision boundary among drivers, a first exploratory
analysis is undertaken. When this approach caught low vari-
ances per feature, a more advanced unsupervised learning
method as embedding is also applied. However, as embedding

FIGURE 3. Exploratory analysis of data with a pairplot, where the
correlations among features are depicted. In the inset, there is a
discernable difference in the driving speeds.

observed to consume more hardware resources compared to
PCA, the final pipeline does not include embedding.

An example for the prescribed exploratory data analysis
is visualized in Fig. 3, where a difference in speed can
be observed for the two gender groups. This analysis is
used as a basis for the feature design and specifically to
decide on feature engineering steps, folding practices and
scaling.

1) LOW DIMENSIONAL STATISTICS THROUGH LINEAR
FEATURE EXTRACTION
Linear feature extraction via Singular Value Decomposition
(SVD) is used to discern features and to sort them in im-
portance, so that classifiers could prescribe linear decision
boundaries, using relatively less resources. PCA is a linear di-
mensionality reduction using SVD. In the example histogram
depicted in the inset in Fig. 3, a difference between genders
for the feature “speed” is observable. This difference can be
quantified using PCA, yielding the “speed” as the feature with
a high entropy. As an exploratory step, unsupervised learn-
ing approaches like lightweight clustering (k-means++) were
also investigated for feature engineering. K-means++ makes
use of mini-batches to limit the stochastic noise while assur-
ing a decreased computational cost for large data sets [36].
Exploratory data analysis has shown that relatively low com-
ponent count was sufficient for good entropy capture. A PCA
process with just 5 components is programmed to generate
a new input tensor. In this step, the initial tensor with ∼1
million rows and 17 columns is reduced to ∼1 million rows
with 5 columns while keeping the explained variance larger
than ∼70 %.

2) STATISTICS IN LOW DIMENSIONAL SPACE THROUGH
NON-LINEAR FEATURE EXTRACTION
The non-linear feature extraction has the same purpose as
the linear feature extraction presented in Section III-B1. For
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FIGURE 4. Feature engineering using unsupervised learning. PCA is
reducing the feature tensor shape from a 106 × 17 to a 106 × 5 tensor and
embedding from a 106 × 17 to a 106 × 2 tensor.

FIGURE 5. An example of feature engineering using simple arithmetic
operation on the Haversine distance for 20 drivers.

the non-linear feature extraction, embedding is used and as
expected, the tensor size is the limiting factor on HPC clusters.
After several trials using isomap grid searches, t-distributed
Stochastic Neighbor Embedding (t-SNE) was chosen to be
used for the exploratory analysis. By using unsupervised
learning as embedding, the feature tensor can be reduced
from a 106 × 17 to a 106 × 2 tensor as elucidated in Fig. 4.
However, as it is computationally heavy, embedding was not
used in the final pipeline.

C. TRANSFORMATION AS FEATURE ENGINEERING
Feature engineering is a proven method to increase the feature
space and improve the accuracy of ML algorithms [37]. Ac-
cordingly, several studies were launched using grid searches
comprising alternative feature engineering formulation. In
these approaches, it was found that the pipeline reached a
higher score when additional features were introduced. In
the literature, polynomial and interaction features are re-
ported [35]; accordingly, simple arithmetic operations on the
driving data gave the best results. In Fig. 5, the impact of a log-
arithm operation is illustrated as the logarithm of Haversine
distance per driver gives a more Gaussian type of distribu-
tion correlation of the feature and thus increases the gender
classification.

D. UNSUPERVISED LEARNING FOR FEATURE ENGINEERING
Already at the start of the project, as a binary characteristic,
gender is eclipsed by the variance from punctual, economical,
cautious driving styles, plus the spread in the car type each
of the drivers possessed. The initial expectations to use un-
supervised learning to discern one of the prominent binary
characteristics of the drivers did not lead to a conclusive
result. However, it turned out that there are certain traits un-
supervised clustering algorithms can capture. The usage of
unsupervised learning to augment the feature set is a known
practice. To increase the classification accuracy, new features
are discovered in the data set via k-means clustering [38]. As
the dataset contains several millions of measurement points,
a purpose-built fast k-means clustering algorithm [36] is em-
ployed in the final pipeline.

E. SUPERVISED LEARNING FOR DATA CHARACTERIZATION
Supervised learning is an efficient classification approach
when the data is labelled. In this study the data is labelled
using the gender information. In order to understand the char-
acteristics of the data at hand, simple ML cases were launched
for a small subset of the data as the exploratory approach.
One-vs-rest classifier was used to separate one driver from a
group of 8 drivers [35] to discern the inner workings of the
data. Extra emphasis is put on the bias as the sample size is
limited due to available HPC at a given time and a general ob-
jective to scale the developed pipeline for embedded solutions.
For all the learning task reported, the data is 50/50 balanced
among targets of interest, i.e., genders. Furthermore, scaling
is used to ensure SVC, LR, kNN algorithms will not add bias
due to the heterogeneity in the input data.

For the current study, the ML programmer was kept agnos-
tic to the genders of the drivers; i.e., the ML programmer did
not know any genders attached to the drivers. Still, each of the
drivers has a unique alpha-numeric identification tag, which
was used for supervised learning tasks.

F. ALGORITHM SELECTION
The large dataset at hand required HPC resources. Therefore,
as discovered in Section III-B1 a PCA process with 5 com-
ponents was programmed as a preprocessing step for all the
ML classification cases for the final pipeline. This allowed
the initial tensor with ∼1 million rows and 17 columns to be
reduced to ∼1 million rows with 5 columns while keeping
the explained variance larger than ∼70 %. To further reduce
the computational burden, initial inferential statistics studies
were launched to find the appropriate ML algorithm and hy-
perparameters tuned for the driving styles. These exploratory
computations used a subset of the driving style data (8 drivers
out of the 30 in the training data set) while scores, confu-
sion matrices and receiver operation characteristics as well
as energy consumption, memory occupation, size-on-disk and
computation duration were logged.

Initial modeling using Logistic Regression (LR) aimed at
fast results, due to the linear character of the decision surface.
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In LR, the probabilities describing the possible outcomes of
a single trial are modeled using an S-shaped curve (logistic
function). For LR, preprocessing is important and two types of
scaling were investigated: standard scaler which standardizes
features by removing the mean and scaling to unit variance
(LR+StdScaler), and minmax scaler which standardizes fea-
tures by scaling each feature to a given range (LR+MinMax)
[35].

Decision Trees (DT) aim to predict the value of a target
variable by learning simple decision rules inferred from the
data features. As an advantage, this algorithm and its ensem-
bles do not need any scaling prior to usage. As a precaution to
minimize DT from overfitting, Random Forests (RF), which
are ensembles of DT, were also applied to the driving style
dataset. RF combines a given number of DT classifiers on var-
ious sub-samples of the dataset and uses averaging to improve
the predictive accuracy and control minimize-fitting [35].

Next ML model tested is based on Support Vector Ma-
chine classification (SVC). SVC constructs hyperplane(s) in
a high dimensional space while maximizing the distance to
the nearest training data points of any class to diminish the
generalization error. Also here, the standard scaler that stan-
dardizes features by removing the mean and scaling to unit
variance was used (SVC+StdScaler).

Following SVC, k-Nearest Neighbor (k-NN) classifiers
were tested. k-NN finds a predefined number of training sam-
ples closest in distance to the new point, and predicts the
label from these [35]. The crucial parameter distance (Eu-
clidean/Minkowski) was investigated using a gridsearch. The
k-NN classification was implemented with 5-folds and the
standard scaler that standardizes features by removing the
mean and scaling to unit variance (k-NN+StdScaler).

Finally, a deep feedforward NN algorithm was also run in
a gridsearch setup. Multi-layer Perceptrons (MLP) are clas-
sifiers iteratively trained on the driving style data since at
each time step the partial derivatives of the loss function
with respect to the model parameters are computed to update
the parameters [35]. Also here, the standard scaler was used
(MLP+StdScaler).

After the initial exploratory ML runs were finalized, yield-
ing tuned hyperparameters, the full test data set of 30 drivers
was prescribed to the pipeline in turn for all seven investigated
ML algorithms.

G. PERFORMANCE METRICS
Classification algorithms have metrics based on a comparison
of predicted classes versus ground truth. During the hyper-
parameter tuning, the gridsearch algorithm quantified impact
in classification accuracy while changing the parameters for
the ML algorithms. The accuracy metric is used for both
unsupervised and supervised learning. Accuracy is defined as
the number of correct predictions divided by the total number
of predictions.

FIGURE 6. SC for feature engineering using unsupervised learning on the
30 drivers. 8 and 15 clusters were selected to be tested for their impact.

1) METRICS FOR UNSUPERVISED LEARNING
The accuracy of the unsupervised learning is determined by
computing the mean Silhouette Coefficient (SC) and elbow
model; an example of which is shown in Fig. 6. The SC is cal-
culated using the mean cluster distance among cluster centers
and the mean nearest-cluster distance for each sample [35].
1 being best, 0 means overlapping clusters and minus values
are cursor to failed classification. The inflation points of the
elbow plot, Fig. 6, indicates the appropriate cluster counts. 8
and 15 clusters were selected for further investigations.

2) METRICS FOR SUPERVISED LEARNING
Supervised classification algorithms have additional metrics
based on a comparison of predicted classes versus the ground
truth. In this work, precision, recall, F1-score, Confusion
Matrix (CM) and Area Under Curve - Receiver Operating
Characteristics (AUC-ROC) are used as metrics.

Precision score is the ratio of true positives over the to-
tal positives predicted and assures that the classifier does
not label negative data as positive. Recall is a metric which
quantifies the ability of the algorithm in detecting all the true
positives. The F1-score is the harmonic mean of the precision
and recall.

The accuracy of the supervised learning is also determined
by computing the CM and ROC for all samples. ROC curves
plot the true positive count on the ordinate and false positive
rate on the abscissa, see Fig. 10. As a cursor, the AUC is
important to distinguish good classifiers. A 50% classifier
is a random number generator; thus larger areas trespassing
beyond the 50% curve are required. An ideal classifier would
provide no false positives and 1 in true positive rate, posi-
tioning to top leftmost in a ROC plot. The steepness of the
ROC curve is another important metric, since it is ideal to
maximize the true positive rate while minimizing the false
positive rate [35].

IV. ENVIRONMENTAL BURDEN
All computations use energy in the form of electricity, sourced
using an energy mix comprising several renewable/non-
renewable sources. The Swedish electricity generation CO2
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emission intensity of 13.3g CO2/kWh [39] is the figure which
quantifies the overall environmental burden of electricity use
while using HPC resources. An ability to predict this as
greenhouse gas emission intensity (gCO2 e/kWh) before the
pipeline execution is preferable, however, challenging. Due
to its sustainability focus, the energy consumption while per-
forming the computations has been of high interest for this
work. Aligned with UN Sustainable Development goals [1],
the environmental burden from various ML algorithms is
estimated.

For computational clusters and data centers, the energy
consumption is not only related to the Information Technol-
ogy (IT) equipment, but also their auxiliaries like cooling
systems [2], [4], [5], [40]. However, for this work, the same
cluster computer has been used for all ML algorithms, and
only the IT equipment energy consumption has been of inter-
est for the comparison.

For the IT equipment, the highest energy consumption is
generated by the Central Processing Unit (CPU) followed
by peripheral slots, conduction losses, memory and moth-
erboard [41]. Throughout the exploratory analysis, the CO2

footprint of the ML algorithms is calculated based on the
Thermal Design Power (TDP) of the CPU used, the time for
the computation and the number of CPUs. In computational
hardware, the smallest amount of heat dissipation is due to
inherent irreversibilities [42]. Above this limit, the hardware
consumes energy through electromagnetic processes related
to logic gate operations and leakage currents.

The TDP for the CPU is retained from the Original Equip-
ment Manufacturer (OEM) data [43]. When a full CPU is used
for the computation, thus, the consumed electric energy in the
process is computed as

E = T DP · tparse (2)

Alternatively, if a single core is used,

E = T DP · tparse

ncore
(3)

where ncore and tparse represent number of CPU cores and
computation duration, respectively. For embedded applica-
tions, the Random-Access Memory (RAM) is a limiting
commodity in an IT hardware. As the RAM is one of the
five components with high energy consumption during op-
eration [41], [44], which adds to the overall CO2 burden,
it is of high interest for this study. For quantification, the
Kolmogorov complexity is shown to be correlated with the
RAM consumption while training the ML algorithm, see Sec-
tion V-A. Taking the description based on the one given by
Kolmogorov [45], [46]

K (x) := min{l (p) : U (p) = x} (4)

the complexity of each ML algorithm can be quantified.
Subsequently, the greenhouse gas emission intensity (gCO2

e/kWh) is quantified for the computations. For the computa-
tions, an Intel Xeon E5 2620 v3 2 CPUs, 24 cores @85W
is used [43]. The complexity, RAM, and space-on-disk used

FIGURE 7. An example Kalman filter estimate for the speed and its
smoothing effect on the speedprofile.

by the ML algorithms the resulting energy consumption and
corresponding CO2 contribution are included in Section V-A.

V. RESULTS
In order to construct a gender-bias attenuated ML pipeline for
gender classification of drivers, seven different ML algorithms
were investigated to tailor an energy-efficient and accurate
pipeline. These algorithms were applied to a subset of the
data of 8 drivers where the test scores were quantified. In this
exploratory step, the algorithms were tested on how well one
driver could be separated from the group as a ML classifica-
tion task. In an effort to estimate the energy consumption, the
full training set with a 50/50 gender distribution was used with
the prescribed hyperparameters from the preceding pipeline.
After evaluating the energy consumption and performance,
the final gender-bias attenuated classification pipeline was
deployed.

1) PREPROCESSING FINDINGS
The three preprocessing methods were evaluated before de-
ciding on which of these to include in the final pipeline. It
was observed that applying the Kalman filter estimates for
the low-quality data resulted in a smoothing effect, as shown
in Fig. 7. Due to this, using the Kalman filter estimates as a
preprocessing step decreased the classification accuracy for
the dataset at hand. Accordingly, the Kalman filter estimates
were not implemented in the final pipeline. Instead, descrip-
tive statistics imputation gave the best performance and was
selected as a preprocessing step in the final ML pipeline.

2) EXPLORATORY DESCRIPTIVE STATISTIC FINDINGS
For the purpose, small scripts are written to visualize his-
tograms, pairplots, logarithm plots and correlation maps.
Meanwhile, the descriptive statistics, including frequencies
and percentiles, of the data was computed continuing a pre-
vious study [24] where differences in the driving styles and
genders were investigated.

An example of this is depicted in the histogram plot in
Fig. 8 where the time of the day when a vehicle was used
with the difference between genders are observable. For this
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FIGURE 8. Exploratory analysis of data. It is a discernable difference
among the clock time individuals are driving their vehicles for the
investigated population.

snapshot of data, women have two distinctive peaks around
rush hours. Men have a similar drive pattern, albeit with less
distinctive peaks, but instead manifesting a preference for
driving at mid-day and later during the day.

3) EXPLORATORY ML FINDINGS
Preliminary ML approaches were studied as described in
Section III-B. As an unsupervised ML algorithm, PCA was
investigated. PCA captures the entropy content of the distinct
structures in the data of the drivers as shown in the following
cumulative summation of entropies per 8 components: [0.208
0.345 0.466 0.580 0.691 0.790 0.880 0.953]. In the preceding
vector, the data in each column represents the captured en-
tropy per principal component. The more components used
the higher the accuracy, however, an increased number of
components also increases the HPC resources needed. Based
on this, five components were found to be the optimal com-
promise between accuracy and resource usage.

Following the shortcoming of PCA, non-linear embedding
(t-SNE) were investigated. In embedding approach, t-SNE
maps two distinct regions. As can be seen in Fig. 9, a gen-
eralized decision boundary was impossible to prescribe for a
binary or an eight-car subset of the investigated drivers. This
behavior iterated itself for various driver pairs and embedding
was not used for the final classification pipeline.

To continue, a supervised learning module for the pipeline
was designed for the exploratory testing. Supervised learning
was applied with different scaling, as shown in Table 2. A
smaller dataset, of 8 drivers, were used for this classification
step. A one-vs-all computation was made to see how well the
different drivers could be separated from the group of drivers.
Due to the high entropy in the input data, scaling was used,
which improved the results as included in Table 2. For three
of the eight drivers, the binary classification could separate the
driver with classification scores well above 90%. The high-
est score is achieved by the MLP + StdScaler, however, RF
based classifiers reach a comparable classification score. This
step enabled the project to fine-tune the supervised learning
hyperparameter set. Still, for two drivers, namely VCC1000

FIGURE 9. Illustration of t-SNE mapping to decrease the data to a lower
dimensional space. In the first inset, two drivers with distinct driving styles
are investigated. In the inset on the right, eight drivers are investigated.

TABLE 1. List of the Different Features and Their Correlation to Gender

and VCC658, all ML algorithms fail to reach relatively high
classification scores.

A. ENVIRONMENTAL BURDEN
The energy consumption for each of the ML algorithms were
estimated based on metrics extracted during the exploratory
analysis. The CO2 footprint was calculated according to (3)
where the TDP of the computational chip used for the different
ML algorithms was recorded, together with the time for the
computation and number of CPUs. Taking the total TDP of
85W distributed evenly on each core for computation of each
approach and by calculating the Kolmogorov complexity and
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TABLE 2. One-vs-All Classification for Testing How Well the Different Algorithms Can Differentiate One Driver From the Rest of the Group

TABLE 3. Performance Cursors During Training, Calculated Kolmogorov Complexity, and CO2 Footprint

TABLE 4. Correlation of Kolmogorov Complexity, Energy Consumption,
Memory Usage, Size-on-Disk and Classification Score

correlating the complexity to the RAM consumption the algo-
rithms were also sorted in their memory consumption, Table 3.

RF has the highest complexity value and the complexity
values in Table 3 are normalized based on this. This fact may
be particularly important envisioning embedded in-car appli-
cations. It can be observed that the complexity is correlated to
the RAM memory utilization, as visualized in Table 4, where
RF also has the highest value. Even so, the RF consumes
the second least space-on-disk, only the DT lies lower. DT
also has the lowest complexity, however, not the lowest RAM
utilization. Despite the linear approach, the LR consumes the
highest space-on-disk. This is due to the application of the
algorithm for the data at hand, which requires a scaling pro-
cess. This scaling step is not needed for DT, and its ensemble
version, RF.

When looking at the energy consumption data, two algo-
rithms stand out, the SVC+StdScaler and MLP+StdScaler.
The classification score for the ML algorithms is also in-
cluded, showing a very similar performance among the
different algorithms, with the MLP as the clear winner. Sim-
ilarly, according to the populated data in Table 3, one can
observe that the lowest energy consumption is achieved by

LR+StdScaler. This is reasonable, as the decision surface
in this algorithm is linear. It is interesting to note that,
LR+MinMax and k-NN+StdScaler expend the least energy.

A correlation matrix was calculated to establish the cor-
relation among five parameters, as shown in Table 4. Here,
the Kolmogorov complexity is correlated to the size-on-disk,
the RAM consumption and the classification score. The en-
ergy expenditure is strongly correlated to the classification
score and mildly correlated to the size-on-disk. The RAM
occupation of the investigated classification algorithms is only
correlated to complexity. The size-on-disk is correlated to
classification score, the Kolmogorov complexity and, albeit
mildly, to the energy consumption. Finally, the classification
score is strongly correlated to energy consumption, size-on-
disk, and Kolmogorov complexity.

The MLP+StdScaler had the highest score and energy con-
sumption leading to the largest CO2 footprint. The lowest
energy consumption is by the LR+StdScaler, with a reason-
able classification score achieved, allowing for the lowest
overall CO2 footprint. The lowest classification score is
achieved by DT, however DT algorithm has the lowest size-
on-disk and Kolmogorov complexity; which may justify its
specific implementation for certain embedded solutions.

1) FINALIZED PIPELINE WITH 30 DRIVERS
The features used to classify the behavior of drivers were
reduced using PCA to 5 components for easier handling by
the computational cluster. Following several training-test data
set distributions as well as swept k-fold grid searches, aiming
at good distribution in the training set, a 90/10 distribution
for the training/test populations was selected for this study,
while the training set is folded 5-times. The correlation to
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FIGURE 10. Receiver operating characteristic plot for 30 drivers for the
final pipeline. These are drivers which were deliberately kept out of
training and test sets.

gender for the investigated features is listed in Table 1. It was
observed that various features had high correlation to gender
which were related to each individual’s address. This may
introduce bias as affluence effects the living standards. This
underscores the significance of usage of engineered features.
It can be observed in Table 1 that the engineered feature
k-means, which is based on an unsupervised learning step as
data preparation, scored as high as address related features.
The validity of this is also true for the anonymized distance d ,
using the Haversine formulation of a spline.

Typical hyperparameters for RF classifier following the
gridsearch are listed in the following:

bootstrap=True,
class weight=None,
criterion=gini,
max depth=5,
max features=auto,
max leaf nodes=None,
min impurity decrease=0.0,
min impurity split=None,
min samples leaf=45,
min samples split=2,
min weight fraction leaf=0.0,
n estimators=10,
oob score=False,
warm_start=False.

For clustering for feature engineering purposes, representa-
tive hyperparameters are as in the following :

batch size=45,
init=k-means++,
random state=42,
n clusters=15,
n init=10,
max no improvement=10

The designed pipeline reached 77% classification accuracy
for unseen drivers, which can be observed in Fig. 10.

VI. CONCLUSION
A classification pipeline with a careful distribution of driving
data between two classes and usage of feature engineering
technologies for driver gender is deployed. The study aimed
to assure an attenuation of gender-bias prior to ML, while
ensuring a sustainable deployment. Using data devoid of bio-
metric and geographic information, the proposed pipeline will
distinguish manifested binary genders with 80% accuracy for
drivers out of the holdout data set.

A method for sustainable algorithm selection is proposed
by calculating the CO2 footprint. The environmental bur-
den for seven different ML algorithms were evaluated when
using the same pipeline and training data set. It was com-
puted that all investigated classification algorithms reach to a
comparable accuracy. However, the algorithms also showed
large differences in the Kolmogorov complexity, RAM re-
quirements, size-on-disk and energy consumption. The most
environmentally friendly ML algorithm for the problem at
hand proved to be LR+StdScaler. The widespread NN ap-
proach, MLP+StdScaler, had the highest classification score,
but with the burden of the highest CO2 footprint. In addition,
the proposed method for sustainable algorithm selection can
also be tuned for embedded application design, where the
RAM and disk sizes are limited.

A final remark is that, the environmental burden for appli-
cation of ML has only recently started to be acknowledged.
Being overlooked, limited effort has been deployed for devel-
oping resource efficient un-biased algorithms. This should be
given larger considerations to meet the sustainable targets of
UN.
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