THESIS FOR THE DEGREE OF DOCTOR OF PHILOSOPHY

Thermodynamic constraints on noise

LUDOVICO TESSER

Department of Microtechnology and Nanoscience (MC2)
Applied Quantum Physics Laboratory

CHALMERS UNIVERSITY OF TECHNOLOGY

Goteborg, Sweden 2025



Thermodynamic constraints on noise
LUDOVICO TESSER

Goteborg, Sweden 2025

ISBN 978-91-8103-141-6

COPYRIGHT ©LUDOVICO TESSER, 2025

Doktorsavhandlingar vid Chalmers tekniska hogskola
Ny serie Nr 5599
ISSN 0346-718X

Applied Quantum Physics Laboratory

Department of Microtechnology and Nanoscience (MC2)
Chalmers University of Technology

SE-412 96 Goteborg, Sweden

Telephone: +46 (0)31-772 1000

Cover
Artistic depiction of nanoscale heat engine connecting hot and cold sides.
Image by Carina Schultz

Printed by Chalmers Digitaltryck
Goteborg, Sweden 2025



Thermodynamic constraints on noise

LUDOVICO TESSER

Applied Quantum Physics Laboratory

Department of Microtechnology and Nanoscience (MC2)
Chalmers University of Technology

ABSTRACT

The recent progress in nanotechnology has allowed the fabrication of smaller and
smaller devices. On the one hand, this development allows to fit more of such
devices on a chip, improving its performance. On the other hand, as the size of
the device decreases, new phenomena emerge, such as quantum effects and sizable
fluctuations. Indeed, when the size of the device is comparable with the coher-
ence length, the quantum nature of particles cannot be neglected. Furthermore,
the smaller a device is, the more it is affected by random changes in one of its
few components, leading to fluctuations and noise that are comparable with the
average quantities. While these phenomena pose new challenges, they also offer
new opportunities both in terms of understanding the underlying physical system,
and of realizing new devices that exploit such phenomena.

This thesis studies, from a theoretical perspective, the noise in such nanodevices
where both quantum effects and fluctuations play an important role. While noise
has already been investigated for systems at thermodynamic equilibrium, most
devices need to operate out of equilibrium in order to be useful. Here we show
that such out-of-equilibrium conditions set constraints on how large or how small
the noise can be, and how these constraints affect the precision of the device.

The appended papers discuss these constraints starting from a quantum trans-
port perspective, and study the impact they have on the performance of thermal
machines. In this thesis we do not follow the same route. Instead, we first
introduce out-of-equilibrium fluctuations in the context of quantum stochastic
thermodynamics, and then use this framework to describe transport. This differ-
ent approach aims at providing a broader perspective on the constraints on noise
found in the appended papers, putting them into context with previously known
results such as the fluctuation-dissipation theorem, and both thermodynamic and
kinetic uncertainty relations.

Keywords: quantum transport, quantum thermodynamics, out-of-equilibrium
noise, limits on precision
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1 Introduction

Thermodynamics was developed to quantify and optimize the performance of en-
gines. From its early stages, it was clear that a macroscopic engine in contact with
a single thermal reservoir could not perform any useful task, such as producing
work. For the engine to function, it must interact with (at least) two thermal
reservoirs at different temperatures [1]. This out-of-equilibrium condition, created
by the temperature difference, is what allows the engine to operate. In such
setups, the laws of thermodynamics describe energy transformations, e.g. heat
conversion into work by a heat engine, and establish fundamental limits on the
efficiency of these processes. These laws were originally formulated by observing
macroscopic systems, i.e. systems made of a huge number of inaccessible degrees
of freedom, such as the position and momentum of all particles in a mole.

Today, the developments in nanotechnology allow to realize and observe small-
scale systems, which are instead made of few degrees of freedom, as, for example,
the single electron transistor [2], in which the addition or removal of a single elec-
tron determines the operation of the device. One could then use thermodynamics
to understand the limitations of such small-scale devices. However, the original
laws of thermodynamics do not capture completely the behavior of small-scale
systems because in such systems fluctuations (or noise), i.e. deviations from the
average behavior, cannot be neglected. Furthermore, quantum effects, such as
interference, tunneling and entanglement, affect the system’s behavior when the
system’s size is smaller than its coherence length, which is typically achieved by
cooling down the system to temperatures ranging from 100 K to sub-Kelvin [3].
To tackle these new challenges and understand what new opportunities they may
offer, thermodynamics has evolved to account for the effects of fluctuations and
quantum effects. This evolution came in the form of stochastic [4, 5] and quan-
tum thermodynamics [6], which provide tools for understanding out-of-equilibrium
processes.

In the appended papers we study the noise in such small-scale devices operating
out-of-equilibrium in the context of quantum transport [7, 8]. This framework
focuses on studing the current flows in devices described by quantum mechanics.
Concretely, quantum transport studies the properties of the current operators,
such as its average and its noise. Typically, a lot of focus is put on charge and
energy currents because these are crucial when it comes to power production.
However, depending on the context, different currents, for instance spin currents,
may be considered. In the appended papers, we derive constraints on the current
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noise that depend on the out-of-equilibrium conditions that the system is subject
to. This is particularly interesting when the transport systems considered are
viewed as an instance of a thermodynamic engine [9, 10]. Indeed, using quantum
transport, one can study the heat flowing into reservoirs that are connected by a
central system, which may act as an engine. Then, the thermodynamic constraints
on the noise derived in the appended papers allow for a better understanding of
the performance in such out-of-equilibrium, quantum systems.

This thesis aims at connecting the quantum stochastic thermodynamics frame-
work with the quantum transport one. Indeed, the tools and techniques developed
in quantum stochastic thermodynamics can provide additional insights into the
fluctuations in the currents studied in quantum transport. To this end, we first
describe fluctuations from a point of view based on quantum stochastic thermody-
namics, and then use this framework to derive the same statistics obtained with
transport techniques. This allows us to put the results of the appended paper
into context with previously obtained results in the field of quantum stochastic

thermodynamics, and to understand in what ways they are similar, and where
they differ.

1.1 Fluctuations in small-scale systems

In classical thermodynamics fluctuations are often neglected because their relative
strength decreases with the number of elements N in the system. This can be
understood by considering a “macroscopic” observable Q = > | ¢; given by the
sum of “microscopic”, independent and identically distributed observables {g; } ¥, .
Its first two moments are

(@ =Na), (@)=l =N+ NN -1)? (L1
ij
where (¢F) = (¢F) for all i € {1,---, N} are the moments of the microscopic

variables. Comparing the variance Var[Q] = (Q?) —(Q)? with the squared average
(Q)?, the precision of @Q is

(@7 _ N*a)* _
Var[@Q]  NVar|q] N

So, in the thermodynamic limit, i.e. when N is large, the average behavior dom-
inates over the fluctuations around such average. However, when the system
considered has a small number of elements, i.e. N ~ 1, this is no longer true. We
refer to such systems as small-scale systems. Indeed, in small-scale systems the
fluctuations of variables around their average are comparable with the average
itself.

On the one hand, the sizable fluctuations mean that small-scale systems are
noisy. In particular, one may wonder how precise these small-scale systems can

(1.2)



be. This question is answered by trade-off relations, which often take the form of
inequalities limiting from above the precision on the right-hand side of Eq. (1.2).
Examples of such trade-off relations are the thermodynamic uncertainty relation
(TUR) [11-19] and the kinetic uncertainty relation (KUR) [20-27], which were
initially derived for classical Markovian systems, and are now being investigated
in quantum systems as well.

While noise is a hindrance to precision, it can, on the other hand, provide ad-
ditional insight into the system. Indeed, the presence of sizable noise allows to
access more information about, for instance, the underlying probability distribu-
tion governing the behavior of our system. Thanks to this additional information,
noise measurements are a valuable tool in sensing, and see use in, for instance, the
detection of (fractional) charges [28-31], thermometry [32-36], tomography [37—
39]. These applications of noise measurements are possible because the noise is
connected to other physical quantities. For example, in the case of thermometry,
the so-called Johnson-Nyquist noise [40, 41] of a charge current is proportional to
the temperature of the sample. The Johnson-Nyquist noise is an early instance
of the fluctuation-dissipation theorem (FDT'), which was further generalized into
the Green-Kubo relations [42-44]. This pivotal result in the study of fluctuations
establishes a relation between the correlations (which quantify the fluctuations,
e.g. Var[@]) and the response of the system to external perturbations (which is
then related to the dissipation).

However, the FDT holds for systems close to equilibrium. Importantly, many
devices, engines in particular, operate out of equilibrium, e.g. under a voltage or a
temperature bias, where fluctuations have more intricate features. To understand
such features, fluctuation theorems (FTs) have been developed [45-57]. These
results allow, for example, to develop an extension of the FDT to the presence
of a voltage bias, albeit in the weakly coupled, equal temperature regime [58,
59], and also to prove that the FDT relation between correlation and response
holds in nonequilibrium setups where the average current vanishes [60, 61]. In this
thesis we investigate how the presence of both a temperature bias and possibly
finite average currents affect the relation between the current correlations and its
average value. Indeed, both ingredients are crucial for a whole class of devices,
namely thermal machines.

In particular, Papers [-IV are dedicated to the study of out-of-equilibrium noise
in the presence of a temperature bias. There, we show that, even in regimes where
the FDT does not hold, there are constraints on this out-of-equilibrium noise.
Instead, Papers V,VI study the noise in out-of-equilibrium setups that go beyond
the presence of a temperature bias. Indeed, we consider nonthermal reservoir,
which cannot be described by unique intensive properties, such as a temperature,
but instead are described by an arbitrary, energy-dependent average occupation
number. Even in those more general out-of-equilibrium conditions we provide
constraints on the current noise.
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Figure 1.1: (a): False-coloured scanning electron microscope picture of a thermoelec-
tric heat engine. A temperature bias is established between the metallic leads (yellow)
using the heaters (blue and red), and induces a current through a nanowire (green).
Source: [62]. (b): Experimental realization of a Szilard engine using a single-electron
boz. A single (excess) electron is on one of two metallic islands. Measuring the posi-
tion of the electron allows to extract work in a feedback operation. Source: [63].

1.2 Engines at the nanoscale

The developments in nanofabrication techniques have made it possible to real-
ize engines using small-scale systems. As discussed previously, these devices are
typically noisier than their macroscopic counterparts due to the significant role
of fluctuations. However, reducing the size of the system not only presents chal-
lenges, but also offers opportunities to improve the efficiency of engines. This
is the case, for instance, in thermoelectric heat engines, where heat is converted
into electrical power [62, 64—66]. In such devices, nanostructured materials can
be engineered to improve the efficiency of power production [67-69], as happens
for example in the device shown in Fig. 1.1(a).

Furthermore, the presence of sizable fluctuations also allows for the develop-
ment of new kinds of devices. A foundational example is the Szilard engine [70],
where the information gained by measuring fluctuations allows to extract work
from a single thermal reservoir. While this seemingly violates the second law of
thermodynamics, it actually highlights the role of information and its connections
to thermodynamics [71]. These small-scale systems are not just a theoretical con-
struction, but are also being realized [63, 72, 73], as is the case in the device shown
in Fig. 1.1(b).

In addition to fluctuations, quantum effects also appear in small-scale systems
where the decoherence time is larger than the typical time-scale of the system’s
dynamics. These phenomena, which include interference and entanglement, also
affect the behavior of small-scale systems, and can be exploited to devise thermal
machines with different goals, such as work extraction or refriferation [74-84],
or even generation of entangled states [85-87]. However, the delicate nature of
quantum states raises concerns about whether it is actually worthwhile to rely on
such states in thermal machines.



Indeed, since realizing small-scale devices requires a considerable amount of
effort, it is critical to understand and quantify their performance accounting not
only for average work or heat, but also for their fluctuations. To this end, trade-
off relations have attracted increasing interest as a way to formulate constraints
on the performance of large classes of devices. The constraints on the out-of-
equilibrium noise derived in the appended papers can be understood as instances
of such trade-off relations. For example, in Paper III we study systems where
coherent transport makes the thermodynamic uncertainty relation fail [88-96],
and we develop a trade-off relation between the charge current and its noise. This
result allows us to limit the precision of electrical power production in the presence
of coherent transport in terms of the heat dissipated in the cold reservoir, as later
discussed in Sec. 4.1. While in Paper III the trade-off relation between current and
noise holds for the particle current, the constraint developed in Paper VI applied
to arbitrary currents, and highlights the difference in the achievable precision
between fermionic and bosonic transport.

1.3 Organization of this thesis

Having introduced the general context behind the appended papers, as well as
the goal of this thesis, we now move on to a more detailed discussion of the the-
oretical background and the main results of the appended papers. Specifically,
Chapter 2 gives an overview of a common framework in the field of quantum
stochastic thermodynamics, namely the two-point measurement scheme. Within
this framework, we discuss the results on out-of-equilibrium fluctuations intro-
duced in Sec. 1.1: the fluctuation theorems, the fluctuation-dissipation theorem,
and both the thermodynamic and the kinetic uncertainty relation. These results
serve both as a starting point and as means of comparison for the constraints on
out-of-equilibrium noise derived in the appended papers.

Then, in Chapter 3 we discuss the transport statistics using the two-point mea-
surement scheme. While this is not how it is presented in the appended papers,
the derivations in Chapter 3 show how the two-point measurement and the quan-
tum transport approach lead to the same statistics, and therefore helps in giving
a broader perspective on the study of out-of-equilibrium noise.

The discussion of the main results of the appended papers is then provided in
Chapter 4. Finally, the conclusions are drawn in Chapter 5.






2 Fluctuations out of equilibrium

In this chapter we discuss a general framework to describe out-of-equilibrium
fluctuations in quantum systems: The two-point measurement scheme. Using this
framework we show some general properties of the out-of-equilibrium fluctuations,
and use them to derive the fluctuation-dissipation theorem and trade-off relations
on the precision of observables.

2.1 Two-point measurement scheme

An isolated quantum system described by the density matrix p(t) evolves accord-
ing to the von Neumann equation [97]

Quplt) =~ [A1(1), plt)], 2.1)

where H (t) is the generally time-dependent Hamiltonian of the system. The
formal solution is given in terms of the unitary transformation of the state,

p(t) = U(t,0)p(0)U (¢, 0) (2.2)

with the unitary operator U (¢,0). This is obtained from the system’s Hamiltonian
through the so-called time-ordered exponential

Z;l(t,O):T{eXp[ ;L tﬁ(s)ds]}. (2.3)

Here, T {e} denotes the time-ordering operation. However, the unitary trans-
formation of Eq. (2.2) does not describe the effect that measurements have on
the system. Consider for instance the measurement of the observable A = AT on
the state p(0). The hermltlclty of the observable guarantees that it can always
be decomposed as A = >a aHa, where H H2 are the projectors on the ob-
servable’s eigenspaces. Then, an ideal measurement of A distinguishes perfectly
these eigenspaces. The probability of observing the outcome a when measuring
the state p(0) is given by the Born rule

p(a, 0) =Tr {ﬂap(())} ) (24)
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and the state after the measurement collapses to the state

A A

1, p(0)I1,
p(a,0)

which is conditioned on the outcome a of the measurement.

We now combine the unitary transformation of Eq. (2.2) with the transfor-
mation induced by the measurements of Eq. (2.5) to access the statistics before
and after the unitary transformation. This is particularly interesting when the
(stochastic) change in an observable, e.g. the energy of the system, is consid-
ered. The protocol that we consider here is the two-point measurement scheme,
sketched in Fig. 2.1(a), which is characterized by the following steps:

p(0]a,0) = (2.5)

0. At the beginning of the protocol the system is in the state p(0).

1. An ideal measurement of the observable A = 33, all, is performed at ¢t =
0. Calling a the outcome of the measurement, the probability p(a,0) of
obtaining such an outcome is given by Eq. (2.4) and the post-measurement,
state p(0la,0) is given by Eq. (2.5).

2. The system undergoes a unitary transformation until time ¢. In contrast
with Eq. (2.2), here the initial state is the post-measurement state p(0|a,0),
and the final state of the transformation is

p(t|a,0) = U(t,0)p(0]a, 0)UU (¢,0). (2.6)

3. An ideal measurement of the observable B = Y, bIT, is performed at time
22

t. The observable B is also decomposed in terms of projectors I, = 11,.
However, these projectors are in general different from the projectors of
the observable A, meaning that the two observable may not have the same
eigenspaces and therefore may not commute. Calling b the outcome of this
second measurement, the probability of obtaining such an outcome given that
the outcome of the first measurement was a follows by the Born rule Eq. (2.4)
applied to the state p(t|a,0). The probability thus reads

p(b tla, 0) = Tr {Typ(tla, 0)I1,

N ) N 2.7
=Tr {ﬁbz:{(t, 0) (Hp(O)H) ui(t, O)ﬁb} . 2D

Therefore, the joint probability distribution of observing the outcome a at time
0 and the outcome b at time ¢ is given by

(b, t;a,0) = Tr {ﬁbzfz(t, 0) [T p(0)1 221 (1, O)ﬁb} . (2.8)



Figure 2.1: Forward (a) and time-reversed (b) two-point measurement schemes. In
the forward (time-reversed) protocol the observable A (B) is measured on the initial
state p(0) (p"(0)), and the measurement has outcome a (b). Then, the system evolves
according to the unitary U (U'). Finally, the observable B (A) is measured on the
system, and the measurement has outcome b (a).

Note that the presence of the first measurement affects the statistics of the second
outcome because the measurement back action destroys the coherences between
the different eigenspaces of A. Concretely, this means that the marginal proba-
bility for the second outcome p(b,t) does not coincide with the probability p(b, t)
of a protocol in which the first measurement did not happen

p(b.1) = Y p(b.t:0.0) = Tr {ﬁbsz(t, 0) (Z f[ap(O)fIa) ult, O)ﬁb}

) ) (2.9)
£ Ty {ﬁba(t, 0)p(0)d" (¢, O)ﬁb} — 3(b, 1).

2.2 Fluctuation theorems

The two-point measurement scheme offers a simple framework where one can
study the thermodynamics of the process, and in particular, its irreversibility.
However, the two-point probability distribution of Eq. (2.8) on its own is not
sufficient to quantify the irreversibility of a (stochastic) process. Indeed, one typ-
ically compares the probability of a process with the probability of its “opposite”
process. For example, drawing from a classical thermodynamics intuition, we
want to compare the probability of heat flowing from a hot bath to a cold bath
to the probability of heat flowing from the cold bath to the hot bath. Following
this idea, we consider the time-reversed process, in which the order of the mea-
surement and the unitary transformation of the system are inverted [6, 51, 98].
This process is sketched in Fig. 2.1(b), and is described by the following steps:
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0. At the beginning of the time-reversed protocol the system is in the state
tr
p*(0).

1. An ideal measurement of the observable B = > bﬁb is performed at ¢t = 0,
and has outcome b.

2. The system undergoes a unitary transformation until time ¢. In contrast with
Eq. (2.2), here the initial state is the post-measurement state p'*(0[b,0), and
the final state of the transformation is

P ()b, 0) = U'(t,0)p" (0], 0)(L, 0). (2.10)

3. An ideal measurement of the observable 4 =3, all, is performed at time ¢
and has outcome a. Similarly to the conditional probability, see Eq. (2.7),
of “forward” process described in Sec. 2.1, the probability of observing the
outcome a given that the first measurement of the time-reversed process had
outcome b is given by

p"(a,t[b,0) = Tr {TL,p" (¢[b, 0)IL, }

=Tr {f{alfﬁ(t’ 0) (W) Z/A[(t, O)ﬁa} ‘ (2.11)

Therefore, the joint probability distribution in the time-reversed process is
p"(a, t;b,0) = T {ﬁazfﬂ(t, 0)IT,p™ (0) T, (¢, O)ﬁa} . (2.12)

We then compare the probability of the forward process Eq. (2.8) with the prob-
ability of the time-reversed process Eq. (2.12) using the entropy change

p(b,t;a,0)
: =1 — | 2.1
o(bt50.0) = log (250 (213)

To discuss the properties of this stochastic entropy change, we introduce the
probabilities p(c) and p"™ (o) of observing the entropy change o in the forward
and time-reversed process, respectively. These probabilities are given by

plo) = pr(b, t;a,0)0(0 — o(b,t;a,0)), (2.14a)
P (o) = Z;ptr(a, t:0,0)0(c — o™ (a,t;b,0)), (2.14Db)

where o' (a, t;b,0) is the entropy change in the time-reversed process. Note that,
since the time-reversed of the time-reversed process corresponds to the forward
one, the entropy change fulfils

p"(a,t:b,0)
P (b, t;a,0)

o (a,t;b,0) = log ( ) = —o(b,t;a,0). (2.15)
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Then, the probabilities in Eq. (2.14) obey

p(o) =e” > p™(a,t;0,0)5(c — o(b,t;a,0)) = tp(a) =e’, (2.16)
b,a p r(_o-)

which is referred to as detailed fluctuation theorem [51]. From this result it is im-
mediate to see that the entropy change also obeys the integral fluctuation theorem

(e =" p"(a,t;b,0) = 1. (2.17)
a,b

Interestingly, using Jensen inequality on Eq. (2.17), one also finds the second law
(o) > 0, meaning that, on average, the entropy change is positive. Note that, to
derive the detailed fluctuation theorem of Eq. (2.16) we did not use the proto-
col underlying the time-reversed process, but only the definition of the entropy
change Eq. (2.13) and its anti-symmetry property Eq. (2.15). The independence
of Eq. (2.16) from the specific details of the “opposite” process makes the detailed
fluctuation theorem a rather general result. This generality is reflected in the fact
that the fluctuation theorems Eqs. (2.16, 2.17) are informational properties of the
entropy change defined in Eq. (2.13). For all these relations to be of use, we need
the entropy change to be expressed in terms of physical and measurable quantites.

The choice of the time-reversed process helps towards this direction. Indeed,
when the measurement projectors are one-dimensional, i.e. II, = |a)a| and

IT, = |b)(b|, the joint probability distributions of forward and time-reversed process
become

p(b,t;a,0) = | (BJU(t,0)]a) [*p(a,0), (2.18a)
P (a, t;0,0) = | {altdT(t,0)[0) [>p™ (b, 0). (2.18b)

Then, then entropy change does not depend any longer on the unitary dynamics
of the system, but only on the initial states of forward, i.e. p(0), and time-reversed
process, i.e. p(0), namely

M p(a,0) \ (alp(0)]a)
o(b,t;a,0) = log (p“(b, 0>> = log <(E\ptr(0)|g)> . (2.19)

While the initial state of the forward process p(0) is determined by the specific
system and process considered, the initial state of the time-reversed process p™(0)
can be arbitrary and still result in the detailed fluctuation theorem Eq. (2.16).
Then, different choices of p™(0) lead to different entropy changes, and reflect what
can and cannot be accessed through measurements (98, 99].

As a relevant thermodynamic example, let’s consider a bipartite system, where
the left (L) and right (R) subsystems are initially prepared in Gibbs states at dif-
ferent inverse temperatures 8y, /g = (kg1f, /R)_l and chemical potentials s,z [100].
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Thus the initial state reads

e—ﬁL(ﬁL—uLNL) e_BR(ﬁR_HRNR)

0) = = 2.20
p( ) TL®TR ZL ® ZR ) ( )

where ﬁL /r and NL /r are the Hamiltonians and number operators of the L/R

subsystems. Here, for simplicity, we assume that [ﬂL/R,NL/R] = 0. This also
allows us to consider as measurements the joint measurements of energy and
particle number of both subsystems, namely ¢ — (EwLq, NL o) ER.a; VNr,o) and b —
(Evp, Ny, Erp, Nrp). Finally, as the initial state of the time-reversed protocol,
we consider the same state as the forward process p™(0) = p(0), see Eq. (2.20).
Then, the stochastic entropy change is given by

o(b,t;a,0) = By (AEy — ppANL) + fr (ABr — urANg)  (2.21)

where AFEy, g = Er/rp — Frjra and ANy g = Nyjrp — Nio/R,« are the stochastic
energy and particle number change in the process, respectively. Additionally, if
the unitary transformation preserves both total energy, [(t,0), Hy, + Hg] = 0,
and particle number, [U4(¢,0), Ny, + Ng] = 0, we write Eq. (2.21) as

o(b,t;a,0) = (Br — Br) AEL + (Brpr — Brin) ANL (2.22)

since AEp, + AER = 0 = ANy, + ANg. Furthermore, defining the stochastic heat
change AQr, = AFy, — u, AN, we see that the average entropy change reads

(o) = (BL— Br) (AQr) > 0. (2.23)

This confirms our classical thermodynamics intuition: Heat flows into L subsystem
(on average), i.e. (AQr) > 0, only when the L subsystem is colder than the R
one, i.e. BL 2 BR-

2.3 Fluctuation-dissipation theorem

In the previous section we discussed general properties of the probability distribu-
tion in the fluctuation theorems. However, it is often easier to access the (typically
first few) moments of a measured observable ). Then, it is interesting to know
how the fluctuation theorems affect the moments. From a theorerical perspective,
to calculate the moments of a stochastic variable () it is often useful to consider
the moment generating function Gg(\) [101], defined as

Go(\) = (e9). (2.24)

Indeed, the n-th moment of () is obtained from the generating function by evalu-
ating its n-th derivative at A = 0, namely

@)= g (2.95)
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We now study how the generating function behaves in the two-point measurement
scheme described in Sec. 2.1 to find how the fluctuation theorems discussed in
Sec. 2.2 affect the moments of (). We therefore focus on stochastic variables
in the two-point measurement scheme Q(b,t;a,0) that are anti-symmetric under
time-reversal, i.e. Q(b,t;a,0) = —Q"(a,t;b,0). Using the definition of entropy
change Eq. (2.13) we find

Go(\) =3 eP@ltal,p ¢, 0)
b,a
_ Z ei/\Q(b,t;a,O)+a(b,t;a,0)ptr(a, t: b, 0) (2‘26)
b,a
_ Z e—i)\Q"(a,t;bﬁ)—a"(a,t;b70)ptr(a7 t; b, 0) _ <€—i)\Q—0>tr7
b,a

where once again we relate averages in the forward process with averages in the
time-reversed process, here denoted with (e),. The property in Eq. (2.26) be-
comes particularly useful when the stochastic entropy change can be written as

0= A.Q.=A-Q, (2.27)

where A, are called affinities or thermodynamic forces, and (), are the corre-
sponding extensive quantities. For instance, this is the case in Eq. (2.22), where
the entropy change is given in terms of the stochastic energy and particle number
change. In this case, the corresponding affinities and extensive quantities are

Energy change: Ae = 01, — Or Q. = AFEp, (2.98)
Particle number change: A, = frpur — Brpr, @p = ANL. '
Note that the affinities A are not stochastic, but consist of biases driving the sys-
tem out of equilibrium. In particular, for A = 0, the system is in thermodynamic
equilibrium. Combining Eq. (2.26) and Eq. (2.27), the moment generating func-

tion of the stochastic variables @) entering the entropy production in Eq. (2.27)
fulfils

Gg(X.A) = (¢*9) = GB(A - X A) (2.29)

where we keep track of the dependence on the affinities A of the generating func-

tions. The relation in Eq. (2.29) highlights how the dissipation induced by the

affinities A links the forward and time-reversed processes [48, 51, 102].
Furthermore, Eq. (2.29) becomes particularly useful when the forward and time-

reversed probabilities as well as the extensive quantities Cj entering the entropy
change satisfy

p(b,t;a,0) = p" (b, t;0,0),  Q(b,t;a,0) = Q" (b, t;a,0). (2.30)
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This is the case in nondriven systems in which the forward and time-reversed
processes have the same initial state, p(0) = p"(0), and the same observable
is measured twice in the two-point measurement scheme. Then, the generating
function is invariant under time-reversal,

G\, A) = GE(X, A), (2.31)
and Eq. (2.29) reduces to
Gg(\, A) = G5(iA =X, A). (2.32)

Crucially, this is a symmetry on the generating function of the forward process
alone. It allows us to establish relations between the moments C? and their re-
sponse coefficients to the affinities. Indeed, on the one hand, we perform a series
expansion of the averages (),) around the equilibrium point A=0as

(Qa) = (Qu)l g + 2= Lay Ay + O(A) (2.33)
y
where L,, are the linear-response coefficients around equilibrium.
Q)
L,, = 2.34
Y aAy 0 ( )

On the other hand, we use the relation between the moments and the generating
function Eq. (2.25) and the symmetry Eq. (2.32) to expand the averages (Q,) in a
series expansion around A = 0 starting from the generating function. Concretely,
we have

0G 5 0G 5
<Q:c> = —1 < =1 <
e 520 O l52ia
0G5 S ( 62(} L 32G~ ) A, 1O
T i 2\, 8>\ O aA )7
- <Qx |A 0+Z(Qx@y ‘A 0o xy)Ay+O(A2)a
(2.35)

where we recognized the second moment (Q),(),) and the linear response coefficient
L,,. Comparing the different expansions Eq. (2.33) and Eq. (2.35) term by term
we find

(Qu)] 70 = 0, (2.36a)
<Qny>|ff:0 = 2Ly, (2.36b)

for the first two terms. Unsuprisingly, Eq. (2.36a) tells us that at equilibrium
there is no average change in the extensive quantities @),. However, Eq. (2.36b)
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tells us that the correlations in these extensive quantities are proportional to the
linear response coefficient. This statement is the celebrated fluctuation-dissipation
theorem [42, 44]. Here, the “fluctuation” corresponds to (Q.Qy)| ;_,, while the
linear-response coefficient is connected to the dissipation happening in the system.
Indeed, from Eq. (2.36b) one can directly relate the right-hand side of Eq. (2.36b)
to the average entropy change

Y (QaQy)| g AAy = Q;yAxnyAy ~ Q;Ax(Qx) = 2(0). (2.37)

.y

Note that, while in Eq. (2.36) we only showed how the first two moments of
Cj are connected to the response coefficients, one can continue the expansions in
Egs. (2.33, 2.35) to arbitrary orders and establish the so-called generalized Green-
Kubo relations between higher moments and higher response coefficients [48, 50,
51]. We also stress that, since the expansions (2.33, 2.35) are centered around
equilibrium, both moments and response coefficients are evaluated at the equilib-
rium point. Therefore, the out-of-equilibrium correlations do generally not obey
the fluctuation-dissipation theorem.

Example:

Consider the bipartite system discussed in Sec. 2.2, in which the stochastic en-
tropy change is given in Eq. (2.21). For simplicity, consider the case in which
there is no temperure bias, such that we can describe the whole system with a
single inverse temperature § = [y, = Or. Instead, the chemical potential differ-
ence Ap = ug — pr, is nonzero. The affinity associated to the particle-number
change (), = ANy, then reads A, = SApu, and the fluctuation-dissipation the-
orem in Eq. (2.36b) yields

AN2 — 7 = By
{ L>’A;¢:0 OBAL |au—o OAp | au=o

where 3 = (kgT)~!. In particular, if we are interested in an electronic system,
the chemical potential difference is typically written in terms of the voltage bias
V as Ap = qV, where q is the electron charge. Additionally, in the long-time
limit ¢ — oo, the average charge current (I) and its zero-frequency noise ST are
given by

_gANY) PAN)

=== t

Then, the fluctuation-dissipation theorem gives the Johnson-Nyquist noise [40,
41]
kgT

R )

: . _a
where the resistance R is given by 1/R = %¢#

SI‘V:O =2

‘V:O'
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2.4 Trade-off relations

In the previous section we have presented the fluctuation-dissipation theorem, ac-
cording to which the fluctuations at equilibrium are determined by the response
coefficients. However, as discussed in Sec. 1.2, many devices operate out of equi-
librium, and, at the nanoscale, fluctuations have a sizable impact on the perfor-
mance of the device. Therefore, to understand the precision of these devices we
need to evaluate the fluctuations in an out-of-equilibrium condition. Then, the
simple relation between fluctuations and response of Eq. (2.36b) does not gener-
ally hold [60, 61]. However, it is still possible to estimate how precise these devices
can possibly be by means of trade-off relations [103]. These kind of relations put
an upper bound on the ratio between the average and the standard deviation of an
observable. In this section, we present two topical trade-off relations: the thermo-
dynamic uncertainty relation (TUR) [11-19] and the kinetic uncertainty relation
(KUR) [20-27]. Both TUR and KUR were first derived in classical Markovian
systems, and, since then, they have been and are being investigated in quantum or
non-Markovian system. While both relations give an upper limit on the precision,
in the thermodynamic uncertainty relation, the maximum attainable precision is
given by the dissipation, quantified by the average entropy production. Instead,
in the kinetic uncertainty relation, the upper limit on the precision is given by the
activity, quantified by the average number of transitions. This difference makes
the two relations complement each other close to and far from equilibrium. Indeed,
close to equilibrium, the average dissipation is small while the activity is generally
not. Thus, close to equilibrium the TUR provides a stronger constraint on the
precision than the KUR. Conversely, far from equilibrium, the average dissipation
is typically much larger than the activity, thereby making the KUR a stronger
constraint on the precision than the TUR. This interplay between dissipation and
activity has also been combined in the so-called thermokinetic uncertainty rela-
tion, which also encompasses the intermediate out-of-equilibrium regimes [104—
106].

2.4.1 Thermodynamic uncertainty relation

First, we derive the TUR in the two-point measurement scheme in a purely math-
ematical way: Instead of using the entropy change of Eq. (2.13), we construct the
proof by defining a suitable stochastic entropy change, and only afterwards we
discuss the connections of this entropy to other definitions of entropy.

To begin with, we consider a “current-like” observable () of the initial measure-
ment outcome a and the final outcome b which is anti-symmetric with respect to
the outcome order, namely

Q(bvt;aa O) = —Q(G,t;b, 0) (238)
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(b)

(c)
o — DB

Figure 2.2: (a) Forward process with oucomes a,b.(b) “Opposite” process. The ini-
tial state p(0) undergoes the same series of measurements and unitary transformations
as in the forward process, but the order of the measurement outcomes b, a is inverted.
(c) Interrupted process in which the unitary transformation is replaced with the iden-
tity, and the measurements have the same outcome a.

2 <
2 <--

Example:
If the two measurement of the scheme measure the same operator A =
3o A |a)al, then the change in the observed eigenvalue is a “current-like” ob-

servable,
Q(b,t;a,0) = Xy — Ay = —Q(a, t;b,0).

Given a total ordering “ > ” on the outcome space {2 3 a,b, we can partition
such a space according to whether the final outcome is equal, larger, or smaller
than the initial outcome. This is done by defining the spaces

Dy = {(a,a)|a € O}, DQ = {(b, a) € Vb iz a}, (2.39)
which satisfy Dy U D, U D~ = Q? and have the property

(a,b) € D, < (b,a) € D.

Note that, because () is anti-symmetric, it vanishes when evaluated on any element
of Dy. We use the decomposition of the outcome space 2 of the two measurements
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together with the anti-simmetry of () to write the first two moments of () as

@)= > Q(b,t;a,0)p(b,t;a,0)

(b,a) €02

= > Q(b,t;a,0) [p(bt;a,0) — p(a,t;b,0)], (2.40a)
(b,a)eDy

@)= > [Qbt;a,0)]*p(b, t;a,0)

(b,a)€0?

= > [Q,ta,0)] [p(b,t;a,0) + p(a, t;b,0)] (2.40D)
(b,a)eDy

where we restricted the sum to the elements of D. . Note that now the probability
of the forward process sketched in 2.2(a) p(b,t;a,0) appears together with the
probability p(a,t;b,0) which differs only in the order of the outcome, as depicted
in 2.2(b). In particular, this latter probability is generally not the probability of
the time-reversed process. The sum of the probabilities in Eq. (2.40b) suggests
us to consider a probability distribution w(b, a) defined on Dy U D, alone as

p(b,t;a,0) if (b,a) € Dy

w(b, a) = { p(b,t;a,0) 4+ p(a,t;b,0) if (b,a) € Dy - (2.41)

Essentially, while the probability p distinguishes between the order of the out-
comes, w does not. Furthermore, we can write the first two moments of ) of
Eq. (2.40) as averages with respect to the probability distribution w, here de-
noted with (e),,, namely

(Q) = (Qtanh <Z>>w, (2.42a)

(@) = (@%)w, (2.42b)
where we introduced the entropy change &, defined through

p(b, t; a, 0))
pla,t;b,0)) "

p(b,t;a,0)
p(a,t;b,0)

66

a(b,a) = log ( (2.43)
Note that this entropy change & is generally different from the one in Eq. (2.13)
because here we are not considering the time-reversed process. Instead, here
the “opposite” process follows the same protocol as the forward process, but the
outcomes of the measurements have opposite order. From the definition Eq. (2.43)
it is immediate to see that ¢ fulfils the integral fluctuation theorem

(e)y=1 = (5)>0, (2.44)
and is therefore positive on average. Furthermore, ¢ is anti-symmetric

G(b,a) = —&(a,b), (2.45)
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meaning that one can apply Egs. (2.40, 2.42) to any odd function of &.

Now that most definitions are in place, we establish the inequality at the core
of the thermodynamic uncertainty relation. We start using Eq. (2.42a) to write
the squared average (Q)? as an average over the probability w. Then, we use
Cauchy-Schwarz inequality,

(@ = (Qtanh (5 )12 < (@)uttant? (3 ) = (@t (F )y (240

where in the last equality we used Eq. (2.42b). Furthermore, since & is anti-
symmetric, from Eq. (2.42a) we also have

(tanh (g)> _ (tanh? @)M- (2.47)

Then, the trade-off relation setting an upper limit to the signal-to-noise ratio of
the observable () reads

o (@)
Var[Q)] ~ 1 — (tanh (%))

Here, the upper bound on the right-hand side is still rather complicated as it
involves the average of functions of the entropy change. A simpler constraint is
obtained close to equilibrium, i.e. when & < 1. Then, Eq. (2.48) reduces to

Q)
VarlQ)

which was first proven for classical Markovian systems [11]. Therefore, close to
equilibrium, the average entropy change (7) sets a fundamental constraint on
the “current-like” observables (). In the general case in which ¢ £ 1, it is still
possible to write the upper limit on the precision as a function of the average

entropy change as
QF g [h(@)] (2.50)
Var[Q] — 2 ’ '

where h(z) is the inverse function of ztanh(xz/2) [107]. However, as mentioned
before, the entropy change ¢ entering Eqgs. (2.48, 2.49, 2.50), is generally different
from the entropy change defined in Eq. (2.13) by comparing the forward process
with its time-reversed. An important case in which these two definitions of en-
tropy change coincide is the one of processes invariant under time reversal. This
symmetry is met when Eq. (2.30) is fulfilled, which then guarantees that the two
definition of entropy change, Eq. (2.13) and Eq. (2.43), coincide. Then, one can
indeed replace & — o in the TURs Eqs. (2.48, 2.49, 2.50). In this case, the TUR
gives a fundamental constraint on the precision of “current-like” observables in
terms of the dissipation incurred in the process. However, if the system is not

(2.48)

< <Z>, (2.49)
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invariant under time reversal, which is for instance the case in the presence of
feedback, then the replacement ¢ — ¢ cannot be done. In this case, the TUR
formulations with the entropy change ¢ in Eq. (2.13) need to include combinations
of averages on the forward and the time-reversed process [16].

Here the discussion was limited to the two-point measurement scheme. How-
ever, both classical and quantum Markovian dynamics are characterized by tra-
jectories describing the evolution of the state in time. To treat these cases, one
needs to consider a multi-measurement process, where an arbitrary number n of
measurement takes place. Then, the trajectories are determined by the sequence
of outcomes of such measurements, and the same procedure discussed here can be
applied, see App. A.

2.4.2 Kinetic uncertainty relation

Similarly to the TUR, the kinetic uncertainty relation (KUR) emerges when we
compare the probability of the forward process with a different, but similar, prob-
ability distribution. However, the comparison needed to find the KUR is different
from the one used in Sec. 2.4.1. Indeed, for the KUR, we begin by considering
the difference between the average values of the observable () in the arbitrary
probability distributions p and w on the same outcome space 2 3 w, namely

(@) = Q= [ dwQ@)lp(w) —w(w)] = [ do[Qw) — (@)p(w) - w(w)]. (251)

By means of Cauchy-Schwarz inequality, this difference in average () is limited by

2 w(w) ’

(@) = (@l < Varl@] f, e (1- 220 ) ol (252)
The KUR was first derived for Markov jump systems in continuous time using
Eq. (2.52) [20]. In particular, the probability distribution p describing the system
is compared with the probability distribution w obtained by rescaling all the
transition rates W;; between states 7, j of the process with a continuous parameter
a, namely W;; — (1 + a)W;; [20, 108]. Then, in the limit & — 0, in which the
original probability distribution p and the rescaled one w become infinitesimely
close, Eq. (2.52) leads to

(@) _
Varlg] = = 2 ). 259

which is the KUR. Similarly to the TUR in Eq. (2.49), Eq. (2.53) provides an
upper limit to the signal-to-noise ratio of the observable (). The crucial difference
is that the upper limit is not given by the average entropy production, but by the
activity (K), which quantifies the average number of jumps in the time ¢, (n;;),
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between any different states 7, 7. In the long-time limit, where the system reaches
its steady-state, the activity fulfils

<tK> RS Wi, (2.54)
i ji
where p? is the steady-state probability of the system being in state j.
Generalizations of Eq. (2.53) to quantum Markovian dynamics have been es-
tablished using the same rescaling technique of the rates. In the quantum case,
the presence of coherent dynamics allows to achieve higher precision [22, 25, 27].
However, finding an equivalent of Eq. (2.53) in the two-point measurement scheme
described in Sec. 2.1 is not straightforward because the discrete nature of the setup
clashes with the (continuous) rescaling technique. Here, we attempt to establish
a constraint in which, in the same spirit as the KUR in Eq. (2.53), the precision
is limited by how often transitions happen. We start by comparing the two-point
probability p(b,t;a,0) with the probability

w(b,t;a,0) = dupp(a,0) (2.55)

corresponding to a process in which the unitary transformation between the two
measurements is replaced by the identity transformation, such that both mea-
surements have the same outcome, see 2.2(c). In contrast, the probability dis-
tribution p(b, t; a,0) generally contains transitions between different measurement
outcomes. The difference between the average values of an observable () in the
two probability distributions at the left-hand side of Eq. (2.52) then reads

(Q) = (Qw =D_[Q(b,t;0,0) — Q(a, t;a,0)]p(b, t; a,0) = (5Q) (2.56)

b,a

where we introduced the change in () due to the transition a — b,
0Q(D,t;a,0) = Q(b, t;a,0) — Q(a, t; a,0). (2.57)

The right-hand side of Eq. (2.52) contains the average

p b,a
5 2
= l——= b,t;a,0 :
bZ( ) PO6e0 (2:58)

1 2
= > p(b,t,a,0)+z<1—])()> pla,t;a,0),

obka - a,tla,0

in which we separated the contribution in which a transition happens, a # b,
from the one in which the measurement yields the same outcome, a = b. We now
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introduce the probability K(a) of having a transition from the initial outcome a
to any other outcome b # a, namely

K(a)=1 - p(a,tla,0) = bé:p(b,ﬂa, 0). (2.59)

In terms of this probability, Eq. (2.58) becomes

N ey o K@) T
(1-3)1 =5 [+ S a0 200
a za: 1 ,—ngza)p(a’ 0)
Then, from inequality (2.52) we find
\2?[22] < za: %p(a, 0). (2.61)

Note that, if the observable () vanishes on the realizations in which no transition
occur, then §Q) = @, and Eq. (2.61) provides a limit on the precision of (). Here,
the maximum attainable precision is given in terms of the probability K(a) of
experiencing a transition from the outcome a. Interestingly, a similar probability
has recently been used to limit the precision in quantum thermal machines [109,
110]. Furthermore, when the transition probability is small, (a) < 1, we can
approximate Eq. (2.61) as

VO S~ ke(a)p(a, 0) = K (2.62)

Var[@Q] ~— 4 P&Er="% '
where K = 3, 544 (b, 1;a,0) is the probability of a transition happening. Here,
the similarity with the KUR is more clear. Indeed, in Eq. (2.53) the upper limit on
the precision is given by the number of jumps between any two different states,
and in Eq. (2.62) is given by the probability of a transition between any two
different outcomes. In this sense, both Eq. (2.53) and Eq. (2.62) provide a limit
on the precision which is given how “active” a system is. However, they are not
equivalent because the KUR of Eq. (2.53) relies on a state trajectory in the full
time interval of the process, whereas the constraint of Eq. (2.61) is based on a state
trajectory that consists of only two points. To see whether a connection between
the two can be established, extending Eq. (2.61) to the multi-measurement process
discussed in App. A is necessary.

2.5 Two-point measurement and transport

In this section we discussed the two-point measurement scheme as a way to ac-
cess the statistics of a quantum process. By comparing different variations of
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such processes, e.g. the forward and the time-reversed ones, fluctuation theorems
are established. These results are then used to prove the fluctuation-dissipation
theorems and trade-off relations on the precision.

In the following chapter, we use the two-point measurement scheme as a lens
through which we describe quantum transport setups. In the appended papers,
the out-of-equilibrium fluctuations in such transport setups are studied, but they
are not discussed from the two-point measurement point of view. In this thesis,
we instead show how the same statistics is obtained from the two-point measure-
ment framework. This connection between two-point measurement scheme and
quantum transport allows us to borrow some of the ideas and techiques discussed
in this section and apply them to transport. For instance, Papers [-IV are based
on the comparison between two variations of the same process. However, instead
of comparing the forward and the time-reversed process, we compare a process
that starts in a state where a temperature bias is present to the same process
starting from the state in which the temperature bias is absent. This results in
constraints between the noise and the current that complement the fluctuation-
dissipation theorem discussed in Sec. 2.3 to out-of-equilibrium regimes. Further-
more, in Paper V we establish trade-off relations between entropy production and
noise. Later, in Paper VI, we used the results of Paper V to establish a limit
on the precision of currents in a quantum transport setup. Here, the maximum
attainable precision is determined by the particle current noise. Intuitively, the
particle current noise accounts for the transitions in the number of transferred
particles. For this reason, it plays a similar role to the activity discussed for the
KUR in Sec. 2.4.2 in a quantum transport setup.






3 Statistics in quantum transport

This chapter is dedicated to the theoretical frameworks used in the appended
papers to describe transport, namely scattering theory and the perturbative ap-
proach. These frameworks have been used extensively in the field of quantum
transport, where a lot of emphasis is placed on the current operator. In this chap-
ter, we provide equivalent formulations of such frameworks focusing instead on
the outcomes of a two-point measurement scheme, thereby bridging the formalism
described in Sec. 2 with the ones of quantum transport.

First, in Sec. 3.1, we provide an alternative description of the scattering theory
introduced by Landauer and Biittiker in Refs. [111-113]. This approach relies on
large coherence length (compared to the size of the device), and weak particle-
particle interaction. These assumptions allow to consider single-particle wave-
functions propagating on a potential landscape, meaning that the full unitary
evolution of the system can be “broken down” in a composition of single-particle
evolutions. Typically, this framework is formulated in second quantization, and
the average and correlations between current operators are calculated from the
expectation values of the field operators describing incident particle fluxes. We
refer to this approach as the “traditional” approach from now on. Here, instead,
we first obtain the density matrix of the system, and then use it to calculate the
conditional probabilities of finding n particles in the final state given a specific
initial state. These probabilities are then used to calculate the average and the
variance of the change of particle number, leading to the same results as the tra-
ditional approach. Even though this approach gets to the same results in a more
complicated way, it also allows us to look into the entropy production at different
stages of the process, which is typically hard to describe within the traditional
approach, but highly relevant in the context of quantum thermodynamics.

In Sec. 3.2, we describe a different, yet common, theoretical approach to quan-
tum transport, namely a perturbative approach for weak coupling. Again, we
describe it through the lens of the two-point measurement scheme. This approach
relies on having a weak coupling, which allows for a perturbative expansion. This
means that the full unitary evolution of the system can be approximated up to the
lowest order in the coupling strength. In contrast with scattering theory, where
the coupling can be strong but particle-particle interactions are negligible, here
the particle-particle interactions can be strong. Similarly to Sec. 3.1, we first cal-
culate the transition probabilities conditioned on an initial state and then study
the statistics of the change in an observable.

25
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Figure 3.1: Sketch of r leads connecting r reservoirs (labeled 1,2, ...,1) to a central
scatterer. The coherent scattering of incoming particle fluxes in the leads, described
by the field operators a., maps them into outgoing particle fluzes, described by the
field operators b

Figure 3.2: Single-shot description of a scattering event. The incoming particles in
the leads, highlighted by the red boxes, described by the state p;, (a) enter the central
conductor where they scatter coherently (b). After the scattering event, the outgoing
particles in the leads are described by the state poy: (c).

3.1 Scattering theory revisited

The setup of scattering theory consists of r leads (labeled with greek letters
a, f3,...) connected to a central conductor, where the scattering process takes
place. Furthermore, lead « supports M, different transport channels (labeled
with roman letters 7, j,...).

In the stationary case, an incoming particle to the scattering region at energy
E' is eventually scattered into an outgoing particle at the same energy. In the
field-theoretical approach to scattering theory, one associates the field operators
i(E) and ?)az(E) to the incoming and outgoing particle fluxes in lead o and
channel 7, respectively, see Fig. 3.1. Then, the scattering process relates such field
operators through

bai(E) = ; Saipi(B)ag;(E), (3.1)

where s(F) is a unitary matrix referred to as scattering matriz. This matrix de-
scribes the evolution of a single-particle state. With these key ingredients one can
calculate the average of the current operator and its correlations. Note that these
ingredients do not include the density matrix of the system, which is somehow
hidden in the traditional approach. Here, we want to explicitely show how the
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density matrix enters these calculations, and also use it to understand entropy
production in these coherent systems. To this end, instead of focusing on the
fields of incoming and outgoing particle fluxes, we focus on the state of the par-
ticles in the leads before and after the scattering process. We consider the Fock
space of particles in the leads at a specific energy E, which, from now onward, is
not specified unless needed. Calling the empty state, namely the state with no
particles,

1) =10---0---0---0), (3.2)

M, M,

i

i

we write all other states through the application of the creation operators ¢
([éL1i1]nali1 cee [éLkzk]nakzk) |®> - |O o Onagiy - a0 O> : (3'3)

Here, we distinguish the operators ¢,; from the previously discussed G, l;m- be-
cause the former describe annihilation of particles, while the latter describe anni-
hilation of particle fluxes.

Note that, if the considered particles are fermions, then n,,; € {0, 1}, whereas
they can be any natural number for bosons. Furthermore, the states in Eq. (3.3)
are not normalized (for bosons), but have norm

<O . Onalzj ce nakiko . O‘O ce Onoqz'l .. 'nakiko R O> — (na1i1!> ce (nakzk') (34)

Now that we have specified a basis, we can write any possible density matrix of
the leads. In Sec. 3.1.1, we will see that the density matrix contains too much
information when it comes to calculating the particle current and its noise. How-
ever, in Sec. 3.1.2 this additional information is instrumental for understanding
the correlation entropy produced by the scattering event, and how this relates to
the thermodynamic entropy production.

Example:
For two single-channel fermionic leads, i.e. » = 2 and M; = M, = 1, we can
drop the channel index and write the basis of the Fock space as

@) =100), cl|@)=110), c}|@)=[o1), cld|@)=—ddlle)=]11),
where the basis states correspond to the following sketches.

|00) |10) |01) [11)

D=y

Crucially, the scattering process transforms an initial density matrix py,, which
describes the state of the incoming particles in the leads, into a final density
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matrix pout, which describes the state of the outgoing particles in the leads, as
depicted in Fig. 3.2. Analogously to Eq. (3.1), the scattering process evolves the
state by mapping the creation operators into the linear superposition,

éLi — Z S,Bj,aiéEj (35)
Bj

determined by the scattering matrix. Intuitively, Eq. (3.5) describes a particle in
a1 evolving into a superposition over all other leads and channels, whose ampli-
tudes are determined by the scattering matrix. The single-particle evolution of
Eq. (3.5) is then used to evolve any multi-particle state through

Ny

@) . (3.6)

H[ amzz]nz |@ _> H [Z S/BJ O‘TZTCgJ

v LBy

Example:
For two single-channel fermionic leads, the empty state is left unchanged,

00) — 00},

as there are no fermions to scatter. The remaining basis vectors evolve according
to

110) — 511 [10) + 521 |01, 01) — 512 |10) + 52201},  [11) — det(s) |11),

where the unitarity of s guarantees the normalization. These evolutions can
also be represented as the following sketches, where the solid (dashed) arrows
represent transmission (reflection) processes.

D=Apmi=0RN0:=:0

Therefore, given any initial state p;,, we can calculate the final state poy by
means of Eq. (3.6). The initial states that we consider here are diagonal in the
number basis and uncorrelated between different channels. This assumption is in
particular verified when each lead is connected to a thermal reservoir of temper-
ature T,, and chemical potential p,. These reservoirs “prepare” the initial state
by (probabilistically) injecting particles into the leads. In this case of thermal
reservoirs, the average occupation number f,(F) of the reservoir fully determines
the distribution of the initial state and is given by the Fermi or Bose distribution

fa(E) = (37)
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for fermions (upper sign) and bosons (lower sign), respectively. In particular, for
fermions each channel of lead « is occupied with probability f,, and is empty
with probability 1 — f,. Instead, for bosons the probability of haﬁving n particles
in a channel of lead « is proportional to exp [—nigﬁ] = [1 ]:(}J . These simple
initial states make the calculatiions of the particle current and its noise easier, as

we will show in Sec. 3.1.1.

Example:

For two single-channel fermionic leads connected to reservoirs described by the
average occupation f, € [0,1], the initial state is a mixture of the possible
number basis states weighted by the joint probabilities, i.e.

pin = f1 f27|00X00] + f1fy [10)X10[ + fi fo [01)01] + fofo [11X11],

where f =1 — f,. By evolving the initial state one finds the final state

Jily 0 0 0
_ 0 | ffalsul®+ fafilsiel®  fifs suss + fofi s1285, | O
Pout = 0 | fufy siisor+ fofi sfase2 fufa |sail? + fofilse)® | O |
0 0 0 fife

where we highlighted the block structure corresponding to different amounts of
total number of particles.

Even with these assumptions on the initial states, the full density matrix con-
tains too much information if one is interested in properties of a single lead like,
for instance, the particle current flowing in a lead . It is therefore convenient to
consider the marginal state on such a lead. In particular, given an initial state

with k particles in tlﬁ leads i = (aviy, - -+, agly), the final state conditioned on
such an initial state oz, Pout/ai is obtained according to Eq. (3.6),

== . R R

@il = (@) 19X Cori - Cari) = Pt (39)

Then, we need to reduce this state Pout|a to lead 7. The marginal state on lead
~ is obtained by tracing out all other leads, namely

pya = Try {poutz} : (3.9)

where 7 represents the complement to . Particle number conservation of the scat-
tering evolution makes this reduced density matrix have a block-diagonal structure
in the Fock subspaces, i.e.

Py olai 0

pﬂ&% = 0 p’y,1|a_>i B I (310)
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where [ is the block in the subspace with n particles. If one is interested
in the correlations that the scattering event generates between different channels,
then all the entries of these block-matrices carry relevant information. However,
if one is interested in the particle current, only the probability Poja of finding n

%
particles in the final state given the initial state i matters. This probability is
simply given by the trace of the corresponding matrix block, i.e.

Poja; = Tr {p,y nlz} . (3.11)

The difference between fermionic and bosonic statistics is reflected in this condi-
tional probability, which reads

1 k o+o’ . *
Prjay = ﬁT( ) > {(ZFl) * [H (Z Svlya(asis)svlﬁ’(asis)>] X

k
X { H (60(0[&@‘&)0/(@&1‘5) - ; S*yl,a(agig)szl,a’(agig))] } )

E=n+1

(3.12)

where the upper/lower sign refers to fermions/bosons. A detailed derivation of
Eq. (3.12) is found in App. B. Here, Sj, is the group of permutation of k elements,
and (—1)7 indicates the sign of the permutation o. In Eq. (3.12) the first product
represents the distribution of n of the initial k& particles in any channel [ of lead
v, whereas the second product represents the distribution of the remaining &k —n
particles in any other lead. In the last product, the unitarity of the scattering
. — = 1, . o
matrix s was used. The prefactor (ai|ai) is needed to normalize the initial
state (in the bosonic case, since it is always 1 in the fermionic case), while %(:)
removes the double-counting encountered when we permute the n particles that
ended up in lead v or the £ — n particles in the remaining leads.
To calculate expectation values over the conditional probability Eq. (3.12) it is

convenient to exploit the recursive relation

1 k n+1
2 PuEifasin} T R

— — f <k 3.13

p 7’L|(;”>L - p n—&—l\a’
fulfilled by both fermions and bosons. The derivation of Eq. (3.13) and its use
in calculating the average number and variance of transferred particles is found
in App. B. Note that this relation is recursive both in the number n of particles
in lead ~ after the scattering process, and in the number k of particles in the
initial state. Indeed, Eq. (3.13) contains the probability p_ T of ending up
with n + 1 particles after the scattering process given the same initial state.

Furthermore, it also contains the probability Prjai fanin) which is conditioned on

the initial state ai\{a.i,} = (aqi1, -+, Qp_19-1, Apr1izi1, - , Qgix) obtained by
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nlai

n

Figure 3.3: Schematic representation of the recursive relation Eq. (3.13) for the
probability P of ending with n particles given the initial state ai containing k
particles. Particle number conservation implies that forn > k the probability vanishes.
Forn < k, P is determined by the “adjacent” probabilities Poiifa; and by P

%
with Bj containing k—1 particles, as indicated by the arrows. The boundary condition
of the recursive relation is set by the probabilities on the diagonal, i.e. n = k.

removing one of the initial particles. Therefore, the initial state of this conditional
probability has k& — 1 particles. This means that, if one knows the conditional

%
probability P} for all m and for all initial states S with k& — 1 particles, and

the probability Prja; conditioned on the initial state 0_4% with k& particles, then
we can recursively calculate all the conditional probabilities Py The recursive
procedure is schematically depicted in Fig. 3.3, and turns out to be particularly
useful to calculate the expectation values of quantities like, for instance, the change
in particle number induced by the scattering process and its variance, as shown
in App. B.

3.1.1 Current and noise

Now that we have the probabilities of having n scattered particles in a specific
lead v, we can study the statistics of the net amount of particles flowing into
one lead by studying the change in the lead particle number before and after the
scattering process. To access this change it is natural to measure the particle
number before and after the scattering process. This corresponds to a two-point
measurement scheme with the following protocol:

1. We measure the particle number in a given lead v, i.e. the observable
N7 > C,WC,W, on the initial state pi,. We call Vj,, the outcome of the
measurement occuring with probability P(Ni,,) and label piy y,, = the corre-
sponding state conditioned on the outcome of the measurement.

2. The system undergoes the scattering process, which transforms the initial
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state pi|n;, ., into the output state poy |y, according to Eq. (3.6).

3. We measure again the particle number NW in lead v on the scattered state
Pout| N~ We call Noyg, the outcome of the measurement occuring with
probability P(Nout~|Nin~)-

We are then interested in the statistics of the stochastic variable @), = Nyu, —
Nin~, which counts the net amount of particles flowing into lead v on a single
realization of the protocol. In general, the average of @), is given by

(@)= > (Nouty = Ningy) P (Nouty| Niny) P(Ninyq), (3.14)
Nout,'y,Nin,'y

and its variance by

Var [Q’Y] - Z (Nout,w - Nin,w)ZP(Noutﬁ|Nin,w)P(Nin,7) - <Q7>2- (3_15)
Nout,'y,Nin,'y

Then, given any initial state p;,, we can apply the two-point measurement protocol
combined with the scattering evolution to find the statistics of the observable @),
As mentioned previously, a relevant choice of initial state is given by the states
“prepared” by thermal reservoirs, which randomly inject uncorrelated particles in
the leads. These initial states take the form

5 \ngp O (ngjlngs)

Pin = ® (angjmﬁjxnﬁj’> (316)

where the tensor product spans over the different leads and channels. Here, p,,, is
the probability of injecting ng; particles in lead /3, channel j. Clearly, for fermions
we have only two possible values of ng;, namely ng; € {0, 1}, whereas for bosons
any possible natural number is admissible, ng; € N. We furthermore consider the
case in which the injection probability p,,; does not depend on the specific channel
in the lead. For fermions, the probability of injecting one particle corresponds to
the average occupation of the reservoir at the energy E that we are considering,
given by fs(E) € [0, 1], namely

Prget = [5(E). (3.17)

The probability of injecting zero particles is then given by p,,.—o = 1 — fs(E).
In the thermal case, the average particle number fz(E) over different energies is
given by the Fermi distribution of Eq. (3.7) (upper sign). Instead, for bosons the
probability of injecting ng; is related to the average particle number fz(E) > 0

through
_ 1 fs(E) 1™
Prss = 13 14(B) [1 +fﬁ(E)] ' (3.18)
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This exponential behaviour with respect to the particle number is understood by
considering, at the chosen energy E, a thermal reservoir with temperature 7s(E)
and chemical potential pg(E) which are specific to that energy. In turn, this
means that particles in each energy interval dE interact with different thermal
reservoirs, and across different energies the average occupation number f(FE) is
generally nonthermal. However, if these intensive parameters of the reservoir
are energy-independent, then fz(F£) is given by the Bose distribution of Eq. (3.7)
(lower sign). Note that, given the initial occupation probabilities Eqs. (3.17, 3.18),
the variance of the initial particle number is given in terms of the average number
of particles fz(E) through

Var[ng;] = fo(E)[1 F f5(E)], (3.19)

where the upper/lower sign refers to fermions/bosons.

With these assumptions on the initial state, we can calculate the average and
the variance of the number of transferred particles @), see App. B for the detailed
derivations. Here, it is convenient to write the results in terms of the scattering
submatrices t,3 which map the Mg channels of lead 3 into the M, channels of lead
a according to [taslij = Saipj- 10 particular, the scattering matrix s is written in
terms of the submatrices t,5 with the following block structure

tir tiz -+ tiy
for oo e 1

s= |t (3.20)
trl tr? trr

Indeed, in terms of the submatrices ¢,3, the average number of transferred parti-
cles reads

Q) = ;Tr {tvaﬂya} (fa = f5) (3.21)

for both fermions and bosons. Instead, the variance of the transferred particle
number displays a difference between them beyond the difference in the average
occupation number, namely

Var[Q,) = - Tr {tyatl, } [fa(LF £1) + £, (1L F fo)] +

7 (3.22)
F Z Tr {tyatlotost! 5} [fa — f2)[fs — f-

Here, the different signs for fermions and bosons (upper and lower, respectively)
emerge not only because of the different sign in the variance of the initial particle
number, see Eq. (3.19), but also because of the difference in the exchange statistics
during the scattering process, see Eq. (3.12). In particular, the sign of the last
contribution in Eq. (3.22) reflects the anti-bunching and bunching of fermionic
and bosonic particles, respectively.
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This description essentially focuses on “single-shot” scattering events, where
an initial state is prepared and then scattered. To finally complete the connec-
tion to Landauer-Biittiker scattering theory we need to find the average current
and its noise from this single-shot description. Here, it is important to note that
the lack of particle-particle interaction guarantees the independence between dif-
ferent scattering events. Therefore, it is sufficient to know how many of such
events occur in a unit time. We now assume that all the particles in the in-
finitesimal energy interval [F, E'+ dE] around the energy E that we are focusing
on move with velocity v(FE). Then, the charge current is the energy interval is
dZ, = qu(E)Q(E)g(E)dE, with g(E) being the density of states. In the one-
dimensional leads the density of states is g(E) = [hv(E)]~! [114]. This makes the
charge current in the infinitesimal energy interval take the simple form

dZ,(E) = ZQV(E)dE. (3.23)

The total current Z, is then obtained by integrating over the energy, and its
average value reads

L= (L) h/dE Q) =1 /dEZTr {tatla) (fa — 1), (3.24)

which is the Landauer-Biittiker formula. Here, the trace Tr {twtlw} is the trans-
mission from lead « to lead v accounting for all possible channels. In the single-
channel case this transmission is simply the probability of being transmitted from
o to 7.

Furthermore, the statistical independence between different scattering events
allows to write the zero-frequency noise of the charge current in terms of the
variance of the transferred particle number through

2
sl =L 2 / dEVar|Q-), (3.25)

as detailed in App. C. Again, as expected, this coincides with the zero-frequency
noise obtained with the traditional approach [114].

The same procedure can be applied to the transport of a possibly energy-
dependent observable X trasferred by the particles, as is the case for energy and
heat currents. To do so, we just need to replace the charge ¢ with the energy-
dependent quantity z(F) carried by each particle under the integration signs.
Then, the average current of X and its noise read

0 = ;l / dEx(E)(Q,), (3.26a)
SO0 = ; [ dEla(E)Var(Q, . (3.26D)
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Classical and quantum noise contributions

Clearly, the noise is more cumbersome to work with compared to the average
currents. To simplify the treatment of the zero-frequency noise, we split it into
two terms, a “classical” and a “quantum” contribution, given by

;/ﬂa E)PTr {tsatlo} a0 F £) + £ F fu)],  (3:27a)

S -wzz/w 2T {tyatlotost o} [fa = £l — £l (3:27b)

respectively. The classical contribution is quadratic in the scattering matrix el-
ements, and is therefore linear in the transmission probability between different
leads. Instead, the quantum contribution is quadratic in the transmission prob-
ability. This means that, in the tunneling regime, i.e. when the transmission
probability is small, the classical contribution to the noise approximates the full
noise well. Furthermore, the quantum contribution is negligible compared to the
classical one also close to equilibrium, i.e. when f, ~ f3, even far from the tunnel-
ing regime. Indeed, at equilibrium the noise is given by the classical contribution
only, which also fulfils the fluctuation-dissipation theorem discussed in Sec. 2.3.
When both the tunneling regime and the close to equilibrium condition are not ful-
filled, the quantum contribution of Eq. (3.27b) to the noise needs to be accounted
for. This strongly-coupled, out-of-equilibrium condition is interesting when study-
ing the effect of quantum phenomena (in this case particle intereference) on the
performance of thermal machines. In particular, the noise, and therefore the pre-
cision, of such machines is affected significantly. Within this context, Papers III,
V., VI provide constraint on such out-of-equilibrium noise which also include the
quantum noise contribution Eq. (3.27b), thereby establishing limits on the current
precision in devices described by scattering theory. Furthermore, from Eq. (3.27Db)
we already see a crucial difference between fermions and bosons: The quantum
contribution to the noise is negative for fermions and positive for bosons. This
reflects the anti-bunching/bunching properties of the particles. Indeed, the inte-
grand in Eq. (3.27b) emerges from the exchange statistics in scattering processes
with two particles.

Note that, while the distinction between classical and quantum contribution to
the noise is appealing from both a technical and a conceptual point of view, it is
by no means the only way to split the noise in multiple contributions. Indeed,
depending on the context and the system considered, splitting the noise in different
contributions, as, for instance, thermal and shot noise, may be more useful. This
is indeed the case in Papers I-11I. However, only the full noise can typically be
accessed experimentally, so it is important to note that statements on a single
contribution may not apply to the full noise unless that contribution dominates
over the other.
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«xSQ '

Figure 3.4: The input state p;, is prepared by the baths 1,2,--- ,r and enters the
central conductor, where the scattering process happens. After the scattering, the
oulput state poys 1S established in the leads, where it then couples to the baths. The
baths reset the output state into the input state to close the cycle. In the scattering
process the entropy ASy, is produced in the leads. In the reset process the entropy
—ASYy, is produced in the leads, and the entropy ASp is generated in the baths.

3.1.2 Entropy production and fluctuations

Now that we have access to the input and output density matrices, we can study
how the von Neumann entropy of such states behaves, and how this entropy
change relates to the thermodynamic entropy production in the baths. Since the
scattering evolution between initial and final states is unitary, the von Neumann
entropy of the input state py, and output state poyt coincide, i.e.

SVN [pin] - SVN [pout] . (328>

However, the scattering process creates correlations between different leads. This
means that, if one focuses on the marginal state on one specific lead, say 7, i.e.
Pyinfout = 1Ty {pin /Out}, the von Neumann entropies of input and output states
are generally different

SVN [p'y,in] 7é SVN [p%out]- (329)

Example:
For two single-channel fermionic leads, the marginal input state on the first lead
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reads ;
-0
(N
P1,in ( 0 fl) )

with f;” = 1— f;. Instead, after the scattering event, the marginal output state
on the same lead reads

Plout = <(1 — [s12) fi + |s12*f2 0 )
o 0 (1= |s12|*) fi + Is12l* f2)

with |s12]* = |s91|? being the transmission probability. Clearly, for |s12|? # 0
and fy #£ f1, the states are different and have different von Neumann entropies.

On each lead the von Neumann entropy can either increase or decrease. How-
ever, if the initial state is a tensor product on the leads, i.e. pin = Qg Pa,in,
the total entropy production ASp, accounting for all leads is always positive.
Indeed, this entropy difference can be written in terms of a relative entropy

Dlpl|o] = Tr {p[log p — log 7]} as

1
gASL = Z (SvN [P%out] — SN [P%in]) = D[poutH ®P%out] > 0, (3~30)
¥ ¥

where we used the conservation of entropy under the unitary transformation
Eq. (3.28). While this entropy production gives us insights into the correlations
created in the scattering process [115-117], it is completely oblivious to the ther-
modynamic entropy prodution in the baths. Indeed, while the effect of the baths
enters this entropy productions through the input state, how the output state
couples and induces dissipation in the baths is not included in the description.
Here, we clarify the difference and the connection between the entropy produc-
tion in the leads and the one in the baths. Since each lead is coupled to a different
bath, we focus on one specific lead and its bath, say ~. This also allows us to work
only with the marginal state on such a lead because the remaining leads do not
participate in the coupling. Furthermore, we assume the dissipation to the bath to
happen far from the central conductor, such that the lead-bath coupling does not
affect the coherent scattering evolution of the lead states [118-120], as depicted
in Fig. 3.4. Note that this description is reminiscent of the Markovian embedding
technique used to deal with systems strongly coupled to the reservoirs [121, 122].
We focus now on the lead-bath interaction happening after the scattering pro-
cess took place which resets the lead state to the input state, as shown in Fig. 3.4.
Calling t = 0 the starting time of the lead-bath coupling, we assume the state of
lead (L) v and the corresponding bath (B) to be uncorrelated at that time, i.e.
pLB~(0) = p1.~(0) ® p~(0). Furthermore, since the coupling happens after the
scattering process, the state of the lead at ¢ = 0 corresponds to the output state
of the scattering process, namely pr,,(0) = pyou. The lead-bath system evolves
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unitarily under the Hamiltonian

A

H(t) = F[Lﬁ + 1'{[]377 —+ ‘7% (3.31)

where ‘A@ is the weak (possibly time-dependent) coupling between lead and bath.
Having an uncorrelated state at ¢ = 0 in the lead-bath system allows to write the
second law of thermodynamics as

ks Dlpp ()]|pea (1) © piy (1)) = ASio (1) + ASp, (1) > 0 (3.32)

where ASy g, (t) = kp (SVN[pL/Bﬁ(t)] — SuN [pL/Bﬁ(O)D is the entropy difference
of lead/bath [123]. When the bath is sufficiently large such that its state is weakly
perturbed by the interaction with the lead, and when it is in a thermal state
pB~(0) o< exp[—(Hg — pyNp,)/kpT,), its entropy production obeys Clausius’
relation,

ASp(t) ~ =L510) (3.33)
T
connecting the entropy production to the absorbed heat AQg . (¢) and the bath
temperature 7%, as detailed in App. D.

To completely reset the state of the lead to the input state p,;, (which was
initially prepared by the bath), we let the lead and the bath interact until the
time 7 at which the lead’s state fully relaxes to p,i,. Therefore, the entropy
difference of the lead is exacly opposite to the one produced during the scattering
process,

1

kg
This means that, in the full cycle made of scattering process and reset of the lead
state, depicted in Fig. 3.4, the thermodynamic entropy production A is only
given by the entropy production in the baths ASg (1),

ASLN(T) = SVN [/)%in] — SVN [p%()ut]. (3.34)

AY = Z [ASLﬁ(T) -+ ASBN(T)] + ASL, = Z ASBW(T) = ASg. (335)

Note that, combining the inequalities of Eqs. (3.30, 3.32) we see that the thermo-
dynamic entropy production A also obeys the second law.

AY = ASg > AS, > 0. (3.36)

In our description of the scattering process we could focus on one specific energy
E because particles at different energies do neither interact nor mix. If this
property also applies to the coupling with the bath, we can extend this single-
energy description. Then, the bath is described by the state

1 E—py(E) ¢

0) =—5— —— =N 3.37
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where NB77 is the number operator of the bath at the energy E, and T, (E), pu,(E)
are the temperature and chemical potential, respectively. Note that the energy
dependence of the intensive quantities 7, (E), 1,(E) is equivalent to considering
many baths with different temperatures and chemical potentials that connect to
the leads only in narrow energy windows that do not overlap. Having focused
only on the energy E, we write the entropy production in the bath in terms of
the change in the bath particle number ANg ., = Tr {NB,V[/)Bﬁ(t) — pBﬁ(O)]} as

AN, = log (HEME)) ANs,.  (3.38)

FH(E)

where we expressed the amount of heat transferred by each particle, E — p,(E),
in terms of the average occupation number f,(F). Again, the upper/lower sign
corresponds to fermionic/bosonic particles. Furthermore, assuming that particles
are conserved during the lead-bath interaction, the change in the bath particle
number satisfies ANp , + ANy, = 0, where ANy, , = Tr {NLW lprA(t) — pLﬁ(O)]}
is the change in the lead particle number. This leads to

AQ, log (1 + f1(E) 15 f,(E)

kT, (E) “IE) ) AN, = log <W> (@), (3.39)

where we recognize that, since pr, (t) = pyin, and pr,(0) = pyout, the change in
the lead particle number ANy, , in the interaction with the bath is the opposite
of the average number of transferred particles (@),) during the scattering process.
This connection between the bath entropy production and the stochastic number
of transferred particles (), extends to each realization when we introduce the
stochastic entropy production s, as

AQ,  E—p(E)
keTo(E) kel (E)

_ LF f(E )>
sy = kplog ( 7.(B) Q- (3.40)
This allows us to study the fluctuations in the entropy production through Eq. (3.26),
and was done, for instance, in Paper V.

To summarize, in this Section we discussed Landauer-Bittiker theory from an
alternative point of view, in which the measurement of the particle number plays
a crucial role in determining the fluctuations of the currents. Furthermore, with
this approach we can distinguish between the entropy produced in the scattering
and the one produced in the baths, as well as introduce a notion of stochastic
entropy production. In this description, we considered ideal measurements of the
particle numbers in the leads. These measurements did not destroy any coher-
ence in the states because the latter were already (block-)diagonal in the particle
number eigenspaces. This approach opens up for the possibility of having gener-
alized measurements that are not ideal, or that affect the states in a non-trivial
way. A possible playground in which the action of such generalized measurements
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can be investigated are periodically driven coherent scatterers. Here, the driving
establishes coherences between different energies. Thus, a measurement of, e.g.,
the energy of the state would affect the statistics of energy transport.

3.2 Perturbative approach to transport

In the previous section we described transport in a system with negligible particle-
particle interaction, such that the unitary evolution of the system could be split
into single-particle evolutions. Here instead we present a framework where particle-
particle interactions can be sizable. However, this framework is limited to the weak
coupling regime. In particular, the coupling strength is treated perturbatively, and
transport quantities are calculated under this approximation.

The system is described by the Hamiltonian H = Hy + V(t), where Hj is the
arbitrary unperturbed Hamiltonian and V(t) is the weak coupling of the form

V(t) = Aem™t 4 Afet, (3.41)

where w is the frequency of the external driving, as sketched in Fig. 3.5. De-
pending on the context, this frequency has different origins. For example, if one
considers an atom coupled to a single bosonic mode, within the rotating wave ap-
proximation, the coupling takes the form of Eq. (3.41) with w being the detuning
between the cavity and atom frequencies. There, one typically applies a unitary
transformation to move into the so-called rotating frame, where the unperturbed
Hamiltonian Hy is modified and V (¢) loses its time-dependence [124]. Amusingly,
the opposite transformation is often sought after in tunnel-coupled electronic sys-
tems subject to a voltage bias. There, the unpertubed Hamiltonian ﬁo contains
a term of the form MN, with p being the chemical potential and N being the
number operator, while the tunnel coupling takes the form of Eq. (3.41) with
w = 0. In such systems, one often applies a unitary transformation (sometimes
called gauge transformation) to eliminate the chemical potential dependence in
the unperturbed Hamiltonian to gain the frequency w = Ap/h in the tunnel
coupling [58].

Figure 3.5: Sketch of a system with unperturbed Hamiltonian H, weakly driven with
the coupling operators A, AT while absorbing or emitting energy quanta hw.
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3.2.1 Time evolution and transition rates

A

The full unitary evolution of the system from time 0 to time ¢ is given by U(t,0)
U(1,0) = T {7 #lo Bl OI (1,0 + i (2, 0) (3.42)

where 7 {---} is the time-ordering operation. We approximate this unitary evo-
lution up to the first order contribution in the coupling V'(¢) using the terms

Uo(t,0) = e Hot/h, (3.43a)
~ )t ~ ~ ~
&Kt@zz—%%chb@@xﬂ“@MM%O) (3.43b)

From Eq. (3.43b), we already see how the coupling V(¢) induces transitions in the
system. In particular, since the coupling V(t) does not generally commute with
the unperturbed Hamiltonian Hy, transitions between the eigenstates {|a)} of the
unperturbed Hamiltonian H, will happen. Here, we are interested in the rates
of such transitions. To this end, we employ the two-point measurement scheme
described in Sec. 2.1. First, a measurement is done at ¢ = 0 on the initial state
p(0) which has outcome a with probability

p(a,0) = Tr {[a)al p(0)} . (3.44)

Then, we let the system evolve for time ¢ and perform a second measurement.
From now on we define ¢,, = €, — ¢, the difference of two energy eigenenergies
Hyla) = €, ]a) and the matrix element Ay, = (b|Ala). The second measurement
is then performed and has outcome b with probability

p(b,tla, 0) = [ (BU(t, 0)[a) [ (3.45)

conditioned on the outcome of the first measurement. In the case b # a, we
expand perturbatively the (conditioned) probability in Eq. (3.45) associated to
the outcome b as

p(b,tla,0) = | (btho(t, 0) + 6U(t, 0)]a) [
e—iwt o e—iebat/h 2
Oba — i | Aba Ay
ba — 1 { b e + Agp

2 — 2cos [(% —w)t}
(€pa — hw)? + [Aa”

~
~

oWt _ p—ierat/h
€bq + hw ]

2 — 2cos K% +w) t]
(€pq + hw)? ’

(3.46)

=~ ’Aba|2

where we assumed that the coupling operator A satisfies ApAp, = 0 for all a, b.
This means that only one of the transitions |a) — |b) and |b) — |a) is possible
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with the absorption of one quantum hw. Taking the time-derivative yields

2 <in {(% — w) t} 2 sin K%" + w) t]
Oup(b, 1, 0) & § [ Aol — 2y 2 o LA (3.47)

0o 2T 2T
" Al (b0 — ) + | A8 (6 + )

where the long-time limit is taken while keeping % < 1 such that the perturba-

tive approach remains valid. Now, suppose witout loss of generality that Ay, # 0
and A, = 0, then only the first term in Eq. (3.47) does not vanish. In this case,
the transition rate of the process |a) — |b) in which one quantum hw was absorbed

reads
2

Fa—>b = 6tp<b7 t|a7 0)p(a> = fé(eba - hW)IAba|2pa~ (348)
Conversely, in the time-derivative of the conditional probability p(a,t|b,0), only
the second term in Eq. (3.47) contributes. Then, the transition of the process

|b) — |a) in which one quantum fw was emitted reads

27
Faeb = Otp(a, t|b, O)p(b) = fd(eba — hw)|Aba|2pb. (3.49)
Note that these transition rates satisfy
Fa—>b Pa
=—. 3.50
Pacv Do (3.50)

A the special case is the one in which the system is prepared in a Gibbs state
with inverse temperature 8 = (kgT') ™!

e_B-HO

p(0) =7 = (3.51)
where 7 = Tr {eﬁﬁo} is the partition function. Indeed, for this thermal state,

Eq. (3.50) loses the dependence on the initial and final states’ energies, and reduces
to the detailed balance condition

Fasp _ efﬂ(eafeb) _ €5hw (352)
F0L<—b

because of the delta distribution in the transition rates, see Eqs. (3.48, 3.49). This
property is used later in Sec. 3.2.2 to link the average current with its noise in
systems without any temperature bias.

Indeed, the transition rates of Eqs. (3.48, 3.49) can be used to calculate trans-
port properties. For instance, summing over all possible initial and final states
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we find the spectral representation of absorption and emission rates [42]

2
I, =YT,w=> f5(eba — hw)| Ava|*Pa, (3.53a)
a,b a,b
21
Fe =Y Top=> fé(eba — hw) | Apal*po. (3.53b)
a,b a,b

3.2.2 Current and noise

It is also possible to consider not only the absorption and emission rates, but
also the rate of change in an observable O. Here we assume that such an observ-
able O commutes with the unperturbed Hamiltonian Hy, i.e. [0, Hy] = 0. This
guarantees that {|a)} is also an eigenbasis of O. We refer to the corresponding
eigenvalues as {q,}, i.e. Ola) = gq|a). Then, we calculate the average current
I associated to the change in O and its zero-frequency noise S!. Specifically, we
define for the transition @ — b from the state |a) to the state |b) the stochastic
variable () = ¢, — q, accounting for the change in the observable 0. Then, taking
the time-derivative of the average and variance of () we have

I = at<Q> = Z(Qb - (]a)(Fa—ﬂ) - Fa<—b)a (3-543)
a,b
ST = 9, Var[Q] ~ > (qp — ¢a)*(Tusp + Tars)- (3.54D)
a,b

In the noise, the contribution of (Q)? is neglected because it is at higher order in
the coupling.

In the special case when the observable O fulfils the following commutation
relation with the coupling operator A

[0, A] = 44, (3.55)

the current and its noise can be simplified. Indeed, the commutation relation of
Eq. (3.55) means that each transition induced by A transfers exactly the amount
q of the observable.

Example:
Consider the tunneling Hamiltonian

V(t) = g ((ah)"be™™" + b'(a)"e™") ,

with @, b bosonic ladder operators. Then, the A operator is A = g(at)"b. Let the
considered observable be the number operator O = a'a. Then, the commutator
between the number operator and the A operator reads

0, A] = gla'a, (at)"]b = gn(a)"b
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meaning that ¢ = n is the number of particles “a” created by removing a particle
(Cb”.
If instead the coupling is

A

V(t) =g (@b + @hme) e ™ + hec.

and the observable considered is again the particle number O = a'a, then the
commutator reads

0, A] = gla'a, (a')"b + (a')™e) = g (n(a")"b + m(af)™e) # qA.

In this case the coupling operator contains two processes that generate a differ-
ent number of particles, and the commutation relation of Eq. (3.55) no longer
holds.

Then, the average current and its noise take on the simpler form

I= Z Q(Fa—>b - Fa(—b) =q (F—> - F<—) ) (3-563)
a,b

SI = Z QQ(Fa—ﬂ) + Fa<—b) — q2 (F—> + F<—) ) (356b)
a,b

and become proportional to the difference and the sum of the absorption and
emission rates, respectively. In this form it is easy to see that the noise is always
super-Poissonian [125, 126], i.e. ST > |¢l|, since both absorption and emission
rates are positive by definition. Furthermore, if the state is prepared in the Gibbs
state Eq. (3.51) we can use the simplified detailed balance relation of Eq. (3.52)
to relate the average current and its noise. Starting from Eq. (3.56b) we have [58,
59]

r
ST = q2 Z | N <1 + Fa(_z> = q2 Z | PN (1 + e_ﬁhw)

a— a
! (3.57)

hw hw
=Y Tu (1 — e*m‘”) coth <62> = ¢l coth <52> .
a,b

This well known result relates the noise and the current even in the presence of
an external drive, and has proven particularly useful in the context of electronic
transport, where the driving frequency is associated to the voltage bias [58, 59,
125]. Indeed, the w-dependence of Eq. (3.57) allows to explore two different
regimes, and the transition between them. The first regime happens for small
driving frequencies, i.e. fhw < 1. Then, Eq. (3.57) reduces to the Johnson-
Nyquist noise [40, 41] which we discussed in Sec. 2.3,

ST~ 2gkgT 0,1, (3.58)
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where we substituted 5~! = kgT to highlight the dependence on the temperature.
Indeed, this relation enables to infer the temperature of a sample by measuring
the current noise S’, and the conductance q 0,1 |,—o- Instead, for large driving
frequencies, i.e. Shw > 1, Eq. (3.57) reduces to

ST~ |qI|, (3.59)

making the noise proportional to the current. This is referred to as Schottky
regime [114], and is used to determine the amount ¢ of the observable transferred
by taking the ratio of the measured noise and current. For instance, this technique
has been used to detect Cooper pair transfers [30, 31|, or even the exchange of
fractional charges in the fractional quantum Hall effect [28, 29]. Naturally, the
current and the noise of Eqgs. (3.54, 3.56) can be and have been derived without
the use of the two-point measurement scheme by studying the current operator

~ 1 ra A

It) =+ 0, H(t)]. (3.60)
The average current is obtained by taking the expectation value of I, and the
noise through the current-current correlations as

A

I = (i), (3.61a)
si=[ o; dt(s1(t)81(0)), (3.61b)

with 07 (t) = I (t) — I. Under the same assumptions of weak-coupling and absence
of a temperature bias, Eq. (3.57) is derived. Beyond these assumptions, the
relation between the noise and the current is not straigthforward, and the noise
can have more intricate features. However, these features cannot be arbitrary.
Indeed, in Chapter 4, we show that there are constraints on the noise that depend
on the thermodynamic condition of the system. Specifically, in Paper IV and in
Sec. 4.2 we study the noise within the weak-coupling approximation presented in
this section, but we allow for a temperature bias. This makes the simple detailed
balance relation of Eq. (3.52) break down, and, consequently, the noise does not
satisfy Eq. (3.57) any more. Still, the transition rates (and therefore also the noise)
are constrained by the heat dissipation required to establish the temperature bias.






4 Constraints on out-of-equilibrium
noise

This chapter puts in relation the main results of the appended papers. All of them
put forward inequalities involving the noise in out-of-equilibrium systems. Specif-
ically, Sec. 4.1 summarizes the main results of Papers I-I1I, Sec. 4.2 addresses
Paper 1V, and Sec. 4.3 focuses on Papers V,VI. In the former two sections we
establish constraints on the out-of-equilibrium noise generated by a temperature
bias, which is of interest for heat engines. These results therefore go beyond the
fluctuation-dissipation theorem decribed in Sec. 2.3, where the response coeffi-
cients are calculated at equilibrium, as in Eq. (2.36b). Additionally, the presence
of a temperature bias complements previous relations between current and noise
that require a uniform temperature in the system, as in Eq. (3.57). Crucially, the
constraints of Papers [-IV can be saturated in the presence of a large temperature
bias. Thus, they provide additional insigths into the noise in far-from-equilibrium
setups. In Sec. 4.3 the constraints on the noise take the form of an upper-bound
on the precision of an arbitrary current, namely on the ratio betwen the squared
average current and its noise. We identify such a constraint with the kinetic
uncertainty relations discussed in Sec. 2.4.2. Indeed, in the classical limit, the
upper-bound reduces to the dynamical activity, see Eq. (2.54). However, when
quantum effects are included, the precision can exceed the limit set by the (clas-
sical) dynamical activity. In Markovian open quantum systems the dynamical
activity was modified to take into account the (coherent) quantum dynamics [22,
24, 25, 27]. In a similar fashion, in Paper VI we show how the limits on the pre-
cision are modified in coherent scatterers. Furthermore, we express these limits
in terms of experimentally accessible quantities, like the particle current and its
noise. Interestingly, the limits on the precision depend strongly on whether the
system is bosonic or fermionic. This difference is, at its core, due to the bunching
or anti-bunching of bosons or fermions, respectively, which diminish or enhance
the maximum attainable precision.

4.1 Out-of-equilibrium fluctuation-dissipation bound

Papers I-11I deal with the noise in fermionic systems described by scattering the-
ory, see Sec. 3.1, subject to external temperature, chemical potential, or spin
biases. Papers I, II focus on a two-terminal setup under a combination of biases

47
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Figure 4.1: A hot (red) and a cold (blue) Fermi distribution as functions of energy.
They cross only at the energy €. For energies larger than € the hotter distribution is
larger than the cold one, and vice-versa.

for which the average current vanishes. This condition is particularly relevant
when studying devices operating close to their thermovoltage, where the average
charge current vanishes, or in the stalling condition for other kinds of currents.
Furthermore, having out-of-equilibrium noise at zero average current has recently
attracted interest in the context of the so-called delta-T" noise [34-36]. This noise
is an instance of out-of-equilibrium noise generated by a temperature bias, hence
the name. Indeed, in the presence of a temperature bias, the noise is not simply
the sum of thermal noises at different temperatures, but some additional noise
is also present. This additional out-of-equilibrium noise was measured recently
for the first time, paving the way for both experimental and theoretical studies
on the opportunities for spectroscopy offered by the delta-T" noise [92, 127-138].
Papers I, IT were written within this context, and extend the analysis of delta-T'
noise to other kinds of currents and to more general bias combinations.

Paper 111 generalizes the results of Papers I, I to arbitrary many terminals and
arbitrary biases, thereby allowing for nonvanishing average charge current. This
allowed us to extend the reach of Paper III beyond the delta-T noise and to com-
pare its results with the fluctuation-dissipation theorem and the thermodynamic
uncertainty relation, which we discussed in Chapter 2. Indeed, the results of Pa-
per III not only hold when the system is producing power, but they also establish
constraints between this average power produced and its noise. For this reason
we now focus on the inequalities published in Paper III, which relate the average
charge current (or power) to their noise at a given out-of-equilibrium condition.

The main idea that allowed to prove such inequalities is the observation that,
given two Fermi distributions at different temperatures and possibly different
chemical potentials, say fuot(F) and feoa(F), there is exactly one energy € for
which fot(€) = feoa(€). Calling Thot/colds Mot /cold the temperatures and chemical
potentials of the hot/cold Fermi distribution such that Tyt > Tiolg, this crossing
energy reads

,UcoldThot - ,UhotTcold
Thot - Tcold

The crossing energy is not only unique, but also determines which Fermi distri-
bution is larger. Indeed, for ' = €, we always have that fuot(E) 2 feod(E),

(4.1)

€ =



49

(b)

Figure 4.2: (a): Out-of-equilibrium setup in which reservoir 1 is the hottest. The
other reservoirs 2, --- ,r have different temperatures and chemical potentials. An av-
erage current I flows into reservoir 1 with noise ST. (b): Hot equilibrium setup in
which all reservoirs have the same (hot) temperature and chemical potential as reser-
voir 1. On average, no current flows into reservoir 1, but there is still the equilibrium

oo QT
noise S pot-

as shown in Fig. 4.1. If transport were to happen only at energies close to €,
it would be hard to distinguish between the out-of-equilibrium setup, where the
temperature and potential bias are present, and the equilibrium setup. This prop-
erty of the Fermi distributions suggests to compare the out-of-equilibrium setup
in which the terminals have different temperatures and chemical potentials with
the equilibrium setup in which there is no bias. Such a comparison is not only
appealing from a technical point of view, but also from a practical one: Before
operating the device out of equilibrium, it is often useful to “benchmark” its noise
at equilibrium. Indeed, this equilibrium noise acts a natural reference for the out-
of-equilibrium noise, especially since, at equilibrium, the fluctuation-dissipation
theorem discussed in Sec. 2.3 applies, and the equilibrium noise takes a much
simpler form.

First, we compare the out-of-equilibrium setup, see Fig. 4.2a, to the hot equilib-
rium setup, see Fig. 4.2b. In the latter, all temperatures and chemical potentials
are the same as the hottest terminal in the out-of-equilibrium setup. We focus on
the difference between the charge-current noise measured in the hottest contact
in these two setups, i.e. ST — Sévq’hot. Here, we use the crossing property of the
Fermi distributions discussed previously combined with the fact that fi(FE) is
a monotonically decreasing function of energy to establish an inequality between
this excess charge-current noise and the average current I in the out-of-equilibrium
setup. Note that the crossing property and the monotonicity of the occupations
fhot/cold(£2) are the necessary conditions to establish the inequality. This means
that, while having thermal Fermi distributions as occupations is sufficient, the
result also holds for more general nonthermal occupations, i.e. occupations that
do not have a well-defined temperature and chemical potential, as long as they
satisfy the crossing and monotonicity conditions. In the two-terminal case the
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inequality reads

Ap
1 1
St — Seq,hot S _thot tanh (M) s (42)

where ¢ is the particle charge and the biases are defined as AT = Tt — Tiola > 0,
AL = fnot — Meold- The average current I, in the out-of-equilibrium setup is
positive when flowing into the hot contact, and ST is its noise, whereas qu’hot is
the current noise in the hot equilibrium setup. Notably, Eq. (4.2) holds for any
temperatures Thot > Teolq, any chemical potentials, and any scattering matrix.
The same insight can also be used to compare the noise in the out-of-equilibrium
setup with the noise in the cold equilibrium setup. In this equilibrium setup all
temperatures and chemical potentials are the same as the coldest terminal in the
out-of-equilibrium setup. In constrast with Eq. (4.2), the inequality generated
by this comparison has the opposite direction, and applies only to the classical

component of the out-of-equilibrium noise S\, namely

Icl 1 Ap

S Seq.eold = —qlcola tanh <2kBAT> : (4.3)
where the average current I.,q is positive when flowing into the cold contact,
and SeI(L old 1S the current noise in the cold equilibrium setup. Indeed, one would
expect the (large) hot thermal noise qu,hot to be an upper-bound for the out-of-
equilibrium noise, and the (small) cold thermal noise quﬁold to be a lower-bound.
This intuition is confirmed and honed by Eqs. (4.2, 4.3), where the average current
and the biases affect the upper and lower bounds. However, the change in the
direction of the inequality in Eq. (4.3) is the reason why it is limited to the
classical noise contribution [Eq. (3.27a)] only. Indeed, unlike Eq. (4.2), here we
cannot use the negativity of the quantum contribution to the noise [Eq. (3.27b)]
of fermionic particles to extend the inequality to the full current noise. Still, in
the weak-coupling regime, the quantum noise contributions are negligible, and
Eq. (4.3) provides a lower bound on the out-of-equilbrium noise.

Both Eqs. (4.2, 4.3) can be generalized to the multi-terminal case, see Paper 111,
and, for I, = 0, Eq. (4.2) reproduces the results of Papers I, II. In these latter
papers, instead of splitting the noise into a “classical” and a “quantum” contri-
bution, we decompose it in the sum of thermal noise contributions @{lot Jeold and

a shot noise contribution S4,, i.e. ST =0Of , + 6!, + Si... The thermal and
shot contributions are given by

2
Gljlot/cold = qh/dED(E)fhot/cold(E)[l - fhot/cold(E)]7 (44&)

St = [ABDED)1 = DB for(E) — fena( B, (24D)

where D(F) is the transmission probability at energy E. This decomposition is
common in the context of delta-T" noise, where one is particularly interested in
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the deviations of the total noise from the thermal noise alone. Indeed, when no
bias is present, the noise is given only by the thermal noise. In particular, in hot
equilibrium setup the noise reads Squ,hot = 201 .. Instead, when a temperature
bias is present, the additional noise S, is present on top of the thermal noises at
the different temperatures ©{ , + O |,. For this reason, we identify the shot noise

contribution with the delta-T noise. Then, substituting this noise decomposition
into Eq. (4.2) we find

AIU’ Thot=0
Sslhot S @}th o Ggold - thOt tanh (2]€BAT> " @ﬁot o @gold' (45)

In the zero-current condition I,y = 0, Eq. (4.5) reduces to the constraint of
Papers I, II, which states that the shot noise contribution that arises out-of-
equilibrium is limited by the difference in the thermal noises. However, as shown
in Papers I, 11, Eq. (4.5) does not hold for any kind of current. Indeed, energy
and heat currents do not fulfil such an inequality because the quantity transferred
is energy-dependent. Then, with an appropriate choice of the scattering matrix,
it is possible to violate the inequality even in the absence of an average current.
This is not the case for the particle and the charge current, where the quantity
transferred is energy-independent.

This requirement of constant amount of quantity transferred is not peculiar of
the results presented here, but is also necessary to derive the relation between
current and noise of Eq. (3.57). However, unlike the extension of the fluctuation-
dissipation theorem of Eq. (3.57), the fluctuation-dissipation bound of Eq. (4.2)
also holds in the presence of a temperature bias and is not limited to the weak-
coupling regime. A crucial difference is furthermore that Eq. (3.57) is an equality,
whereas Eq. (4.2) is an inequality. Thus, if the temperature bias is much smaller
than the chemical potential bias |Au|, Eq. (4.2) is less informative than Eq. (3.57).
However, the fluctuation-dissipation bound shines when the temperature bias is
sizable, i.e. when Eq. (3.57) does not hold. Indeed, inequality Eq. (4.2) can
be saturated when one takes the weak-coupling limit [which is also required for
Eq. (3.57)], and when the temperature bias AT is the largest energy scale, such
that kgThot > v > kTtoq, where v is the energy-width of the transmission win-
dow generated by the scattering matrix. The latter requirement is in stark con-
trast with Eq. (3.57), where instead the temperature bias needs to be the smallest
energy scale. Thus, the fluctuation-dissipation bound of Eq. (4.2) complements
the previously known results on noise by including the effect of a temperature
bias, and, by becoming an equality in the far-from-equilibrium case where the
temperature bias is large.

Having a temperature bias is not only interesting in the context of out-of-
equilibrium noise, but is also instrumental for thermoelectric devices. There,
the temperature bias is used to drive a current against a chemical potential bias

Ay, thereby generating the average (electro-chemical) power P = Ihot%. This
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connection between the power and the current allows us to study how the noise
is related to the power using Eq. (4.2). A first connection between them is seen
in the large temperature bias limit, where Eq. (4.2) becomes

¢ P

I R —
S = Seqhon < kg AT

€q,

for kAT > |Ap|, (4.6)

which tells us that, if the device is generating power, i.e. P > 0, then the noise
in the out-of-equilibrium setup is necessarily smaller than the noise in the hot
equilibrium setup. Conversely, if the device is dissipating power, i.e. P < 0, then
the out-of-equilibrium noise can be larger than the hot equilibrium noise, but by
at most a factor proportional to the power.

Furthermore, since the power P is proportional to the current, one can write
Eq. (4.2) for the noise of the power S rather than current noise S’. Then, using
the decomposition in thermal noise and shot noise of Eq. (4.4), we find

Ap
SP > @hot @cold Ss];ot > PAM tanh <2kBAT> ) (47)

where S” is the noise in the power, while ©f Jeold and Sk are its hot/cold
thermal and shot noise contributions. Equation 4.7 tells us that, to have large
average power P, it is necessary to have large hot thermal noise ©f and small
cold thermal noise ©F |, and shot noise S . This is understood in terms of having
a large hot temperature, a small cold temperature, and a scattering matrix that is
either fully transmitting or fully reflecting, which does not produce any “friction”
in the particle flow. Furthermore, the inequalities of Eq. (4.7) tells us that that a
minimum amout of noise in the power output is required to produce the average
power P.

The necessity of having noise to produce a finite average power reminds us of
the thermodynamic uncertainty relation of Sec. 2.4.1. However, unlike Eq. (4.7),
the TUR can be violated in systems described by scattering theory [88, 89, 91—
96]. Such violations of the TUR are also possible when the device is producing
power [90]. Furthermore, in contrast with the TUR, Eq. (4.7) does not expliticitely
contain the entropy production. We address this latter issue by using the first
and second law of thermodynamics to make Eq. (4.7) resemble the thermodynamic
uncertainty relation, as detailed in App. E. We obtain the following constraint on
the precision of the power output

P2 Ocold o
< > (4.8)
oP = = Ap )’
5 kpg (k AT) kg (kBKT)
where g(x) = ztanh(z/2), while ¢ and d.nq are, respectively, the global en-

tropy production rate and the entropy current in the cold contact. The second
inequality of Eq. (4.8) stems from requiring positive power production P > 0.
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Crucially, this second inequality shows that it is not the global entropy produc-
tion ¢ that sets a limit on the power precision, but only the entropy production in
the cold contact d.oq. Furthermore, the biases determining the out-of-equilibrium
condition, Ap and AT also affect the maximum precision by entering in the func-
tion g(Ap/kgAT). Moreover, one can write the limit on the power precision of
Eq. (4.8) in terms of the efficiency n = P/(—Jhot) as

P n Ap
= T ) <1, 4
SP1— g Brceldd (k:BAT> (4.9)

which now gives a trade-off relation between the average power P, its noise S¥,
and the efficiency n at which the power is produced. The crucial difference of
having the local entropy production &..q instead of the global one ¢ in Eq. (4.8)
is now reflected in the 1 — n term at the denominator. Indeed, in the TUR,
the efficiency shows up as n/(nc — 1), with nc being the Carnot efficiency [12].
Interestingly, when T > Teoq, this difference becomes negligible as ¢ ~ 1. In
this case, Eq. (4.9) tells us that, as long as the noise S does not diverge, when
the efficiency n approaches the Carnot efficiency nc ~ 1, the average power P
necessarily approaches 0. However, at finite temperature Ty, Eq. (4.9) does not
forbid finite power production at Carnot efficiency. Still, this was shown to be
impossible by finding the maximum efficiency at any given power output [139,
140]. However, when maximizing the efficiency, one does not take into account
the noise S¥ of the power output. Therefore, if one is interested not only in the
average power P and the efficiency n at which this power is produced, but also in
the noise S of the output power, Eq. (4.9) provides a trade-off relation between
them.

4.2 Thermodynamic and energetic costs of
transition rates

While the results presented in Sec. 4.1 hold in the presence of arbitrary biases, they
were derived within the scattering theory formalism, in which particle-particle in-
teractions are neglected. Therefore, the extent to which those results hold in the
presence of possibly strong interactions is an open question. Still, the idea pre-
sented in Sec. 4.1 of comparing the out-of-equilibrium setup with the equilibrium
one does not depend on the formalism used to describe transport. Indeed, in
Paper IV we use this idea, albeit in a slightly different fashion, on the formalism
described in Sec. 3.2. Here, two subsystems, L. and R, have possibly strong (lo-
cal) interactions, thereby going beyond the scattering theory formalism used in
Sec. 4.1, but they are coupled weakly. Specifically, the subsystems are described
by their own arbitrary Hamiltonians ﬁLR, while the coupling takes the form of
Eq. (3.41), and is treated perturbatively. This coupling induces transitions be-
tween the subsystems at the rates I'=, see Eq. (3.53), which fully determine the
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average current and its noise. For this reason, we compare the out-of-equilibrium
setup with the equilibrium one already at the level of the transition rates to find
how they are constrained out of equilibrium.

Already at this point we can understand why the comparison between the out-
of-equilibrium setup and the equilibrium one differs from the one in Sec. 4.1: Since
we are considering arbitrary Hamiltonians ﬁLR, the state occupation in each sub-
system is generally not described by the Fermi function. Indeed, each local Hamil-
tonian can also describe bosons, or even a combination of bosons and fermions.
Furthermore, even if the subsystems were comprised solely by fermions, the pres-
ence of interactions disrupts the single-particle average occupation described by
the Fermi function. Therefore, to compare the out-of-equilibrium setup in which
a temperature bias is present with the one in which it is absent, we consider states
that are tensor products of Gibbs states 7,(3), namely

—5LﬁL _/BRFIR
Z1(Pr) ZR(ﬁR) ’
where f3, is the inverse temperature of the a € {L,, R} subsystems, and Z,(8) =

p(Br, Br) = TL(BL) ® TR(BR) = (4.10)

Tr {e‘ﬁﬁa} is the corresponding partition function. Note that this choice of

states is well justified within the weak- couphng approach. The occupation prob-
ability p(™(3) of the eigenstate |n) of Hy, with energy ¢, follows a Boltzmann
distribution,
5€(L)
e

Z1(B)’

satisfying the same properties that were highlighted for the Fermi functions in
Sec 4.1. Namely, two such occupations at different temperatures, pn (BL) and
pI)(Br), with Bg > B, cross exactly once at the energy é, given by

P (B) = (4.11)

w1 Z1.(BL)
€ T log Z(Br); (4.12)

Furthermore, as in Sec. 4.1, for e() = &) we always have p™(51) = pM) (BR), a
shown in Fig. 4.3. This means that the following inequality holds for any fr > BL

P (Br) — piP (Br)] e — ] > 0. (4.13)

This property only depends on the properties of the Gibbs state, and can therefore
be used to constraint the two-point probability distributions discussed in Sec. 2.1.
Indeed, multiplying Eq. (4.13) by the conditioned probability Eq. (3.45) we find
an inequality that relates the probabilities of observing the same transition under
different (thermal) initial conditions. Since we are exploiting only the properties
of the initial states, this inequality holds for any unitary transformation. How-
ever, we now focus on the case in which the unitary transformation is treated
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Figure 4.3: A hot (red) and a cold (blue) Boltzmann distribution as functions of
energy. They cross only at the energy €&, For energies larger than é%) the hotter
distribution is larger, and vice-versa.

perturbatively in the coupling, as discussed in Sec. 3.2, which allows for a simpler
description of the current and its noise.

Like in Sec. 4.1, if all transitions happened close to energy é, the rates
'~ (L, Br) in the setup with the temperature bias, in which the state is p(Sy, Gr),
would coincide with the rates I'=(fSg, fr) in the setup without the temperature
bias, in which the state is p(fr, fr). Furthermore, when the temperature bias is
absent, the current and its noise obtained from the rates satisfy Eq. (3.57), which
extends the fluctuation-dissipation theorem. For these reasons, we compare the
out-of-equilibrium setup determined by a temperature bias with the equilibrium
one in which the subsystems have the same temperature. In this comparison we
only change the L subsystem’s temperature, and keep the full Hamiltonian (in-
cluding the coupling between the subsystems) unchanged. We study two different
ways to implement such a comparison: The first one can be understood in terms
of a fictitious thermodynamic cycle in which we heat up and cool down the L
subsystem using a cold and a hot bath, while the second one consists of a heat-
ing stroke in which the temperature of the L subsystem slowly increases. These
two fictitious protocol implementations are depicted in Fig. 4.4 and lead to two
similar constraints on the out-of-equilibrium transition rates. The main difference
between them is that, in the thermodynamic cycle, the heat dissipation plays a
crucial role in the constraint, whereas in the heating stroke the energy needed to
change the temperature of the L subsystem does.

Let’s discuss the thermodynamic cycle first, see Fig. 4.4a. Other than the two
subsystems L, R, we also include two macroscopic baths that we use to change
the temperature of the L subsystem. Starting from the equilibrium condition in
which both subsystem are at the cold temperature kgTg = 1/8g, the following
protocol is carried out.
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(a) (b)

(i) Equilibrium rates (ii) Heating I'=(0r,Or)
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Figure 4.4: (a): Thermodynamic cycle of a fictitious experiment. (i) The subsys-

tem have the same (cold) temperature. (i) The L subsystem is heated up by a bath,
extracting work in the process. (iii) The subsystems have different temperatures. (iv)
The L subsystems is cooled down to its initial temperature by a bath, extracting work
in the process. (b): Heating stroke of the L subsystem. As the temperature increases

from Tg to Ty, the transition rates and the absorbed energy at each intermediate tem-
perature are monitored.

(i) Equilibrium rates: Transitions happen between the two subsystems at the

rates ['=(0r, Or)-

(ii) Heating: The hot bath at temperature k71, = 1/fy, is brought into contact

with the L subsystem. Heat flows from the bath and is dissipated in the sub-
system until the latter reaches the bath temperature 77, While the heating
)

takes place it is possible to extract at most the work —AFL(h , where

AFM = AUL — TLASL (4.14)

is the nonequilibrium free energy change. This depends on the internal energy
variation AUr, and entropy variation ASy, given by

AUL = UL (B) — U(Br) = Tr {H [p(Br, Br) — p(Br, Br)]}  (4.15a)
ASL = SVN [TL(ﬁL)] — SVN [TL(ﬂR)] s (415b)

where Syn[p] = —kpTr {plogp} is the von Neumann entropy. Interestingly,
when the work extraction is maximized, the energy change in the system is
lower-bounded by

T
B = ARy, (4.16)
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where 1(© is the Carnot efficiency of a refrigerator. Crucially, at the end of
the heating process there is a temperature bias between the two subsystems.

(iii) Out-of-equilibrium rates: In the out-of-equilibrium setup transitions happen
between the two subsystems at the rates I'= (8, Or).

(iv) Cooling: To get back to the initial condition, the cold bath at temperature
kgTwr = 1/pR is brought into contact with the L subsystem. Heat flows from
the subsystem and is dissipated into the bath until the former reaches the
bath temperature Tg. Similarly to the heating step, one can extract at most

the work —AF]EC), where
AFY = —AUL + TrASL (4.17)

is the nonequilibrium free energy change. Interestingly, when the work ex-
traction is maximized, the heat dissipated in the cold bath is lower-bounded
by

T
AQeoq = —AF) B = AR, (4.18)

T -Tw
where 7™ is the Carnot efficiency of a heat pump.

We use the quantities encountered in this cycle to define a thermodynamic cost
as

Wghermo) — _AFéC)n(h)Fz(ﬁL, BR) AFL 77 (61%7 6R) (419)

in which the equilibrium and out-of-equilibrium rates are weighted by a lower-
bound of the heat dissipated to establish and deplete, respectively, the tempera-
ture bias. By definition, this cost is positive W™ > 0. However, using the
crossing property of the occupation probabilities, we prove that this thermody-

namic cost is limited by

W(Thermo > W (Resp) (420)
where the rate response Wg{ *P) is defined as
Resp)

WESP) = 9T =(BL, Br) — 0T = (B, Br). (4.21)
Here, 8Lf(x y) = af(a: y) is the derivative with respect to the left argument.
Thus, W(j corresponds to the difference between the out-of-equilibrium re-

sponse and the equilibrium response of the rates.
Notably, the rate response Wg{ *P) acts as lower bound also for the constraint

obtained in the heating stroke, see Fig. 4.4b. However, unlike Eq. (4.19), the
cost associated to this process involves only the internal energy Up(5). In the
heating stroke, we continuously increase the temperature of the L. subsystem from
the colder Tk to the hotter 7. At each intermediate temperature kgT = 1/f
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transition events between the two subsystems happen at the rates I'= (3, r), and
to reach the next (infinitesimally larger) temperature, the energy dUp(/3) needs
to be provided to the L subsystem. Then, similarly to the thermodynamic cost of
Eq. (4.19), we define the energetic cost by weighting the transition rates by the
energy required to change the temperature of the L subsystem

ner L(BL)
) = [ T8, 6l (4.22)

Like the thermodynamic cost, the energetic cost is also positive W(g nerey) > 0 by
definition, and lower-bounded by the rate response

wEinerey) ~ yy)@esp) (4.23)

— —

Note that both thermodynamic and energetic costs take the form of a transport
quantity, namely the transition rates I'= multiplied by an extensive quantity of
subsystem L, whereas the rate response contains the temperature-derivative of
the transport quantity only. Therefore, taking the thermodynamic limit on the
L subsystem, we expect different scalings between the left- and right-hand sides
of both thermodynamic and energetic constraints. Indeed, in such a limit, the
thermodynamic and energetic costs dominate over the rate response, making both
constraints Eqs. (4.20, 4.23) trivial. Therefore, in small-scale systems, in which the
thermodynamic limit is not fulfilled, the out-of-equilibrium rates are nontrivially
constrained. Then, it is interesting to know not only when such constraints are
possible, but also when they are tight. This happens trivially at equilibrium,
i.e. when [, = Bg, for both thermodynamic and energetic constraints since all
the involved quantities vanish, W(:T hermo) _ W(:E nerey) W;R “P) _ . However,
it is also possible to approach the equality far from equilibrium, as shown in
Paper IV, where neither the thermodynamic/energetic cost nor the rate response
vanish. Specifically, the thermodynamic constraint Eq. (4.20) is saturated when
the transitions happen close to the crossing energy é, whereas the energetic
constraint Eq. (4.23) is saturated when the transitions happen close to the internal
energy Up,.

The thermodynamic and energetic constraints of Eqs. (4.20, 4.23) go beyond
the results of Sec. 4.1 by allowing for particle-particle interactions, albeit in the
weak-coupling regime, and by focusing on the transition rates. Indeed, one can
connect the statements on the rates to the current and its noise as long as all
transitions transfer the same amount ¢ of the considered observable. This is the
case, for example, when one considers the particle (or charge) current and the
coupling takes the tunneling form V o (& ég + éhép). Then, the current and
its noise fulfil Eq. (3.56), the transition rates I'= can be written in terms of the
average current I and its noise S’ as

2¢°T_, = ST+ ¢I, (4.24a)
2¢°T = ST —qlI. (4.24D)
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Therefore, the constraints Eqs. (4.20, 4.23) on the transition rates tell us how
much the noise deviates from the Poissonian regime. Still, the results of Paper IV
are not limited to this case in which all transitions transfer the same amount ¢
of the observable considered. Indeed, independently on what this observable is,
both constraints (4.20, 4.23) are also valid at the level of the individual transition
rates [',=;, between the states |a) and [b), see Eqgs. (3.48, 3.49). For a general
observable that takes value q,/;, on the state |a/b), the transition I, ,, transfers
the amount ¢, — ¢4, producing a current. The noise of such a current is given by a
linear combination of the rates, see Eq. (3.54). Therefore, this noise is also subject
to the thermodynamic and energetic constraints of Eqs. (4.20, 4.23). This is in
constrast with the results of Sec. 4.1, which do not apply when the transferred
quantity depends on the energy at which the transition happens.

Even though the results of this Section and of Sec. 4.1 both stem from the
idea of comparing the out-of-equiliubrium setup generated by a temperature bias
with the corresponding equilibrium setup, their results are different. This is be-
cause the formalisms in which the comparison is made are different. However,
the perturbative approach reproduces the scattering theory results in the weak-
coupling regime under the necessary conditions, e.g. coupling of the tunneling
form, negligible particle-particle interactions. Therefore, one may wonder what
are the necessary conditions on the local Hamiltonians PAILyR and the coupling 1
between the subsystems to recover the fluctuation-dissipation bound of Eq. (4.2)
starting from the perturbative approach of Sec. 3.2.

4.3 Kinetic uncertainty relation in quantum
transport

The results in Sections 4.1 and 4.2 focus on comparing out-of-equilibrium and
equilibrium setups because, in the latter, the fluctuation-dissipation theorem (and
its generalizations) hold. This comparison allowed us to find constraints on the
out-of-equilibrium transport properties, most significantly between the charge cur-
rent and its noise. Another way to compare an average current and its noise is
through the precision, namely the ratio between the average current squared and
its noise. As discussed in Sec. 2.4, trade-off relations limiting the maximum at-
tainable precision were proven in classical Markovian systems. These are the ther-
modynamic and the kinetic uncertainty relations (TUR and KUR), see Eq. (2.48)
and Eq. (2.53) respectively. In the former, the limit on the precision is given by
the entropy production, a measure of dissipation, whereas in the latter, it is given
by the activity, a measure of how many transitions happen in the system. How-
ever, the presence of coherent or non-Markovian dynamics was shown to disrupt
such relations [89, 105]. For instance, systems in which transport is described
by scattering theory, see Sec. 3.1, have been pointed out as examples of systems



60 4 Constraints on out-of-equilibrium noise

where the classical formations of both TUR and KUR are violated. For this
reason, how such relations need to be modified for quantum or non-Markovian
systems is currently being investigated [24, 27, 93]. Paper VI contributes to this
field of research by studying the kinetic uncertainty relation in quantum transport
setups described by scattering theory. Specifically, we show how to recover the
classical formulation of the KUR, and how to include the quantum effects into
the constraint.

The first step in the proof of the kinetic uncertainty relations for quantum
transport was actually published in Paper V in a very different context. There, we
studied the role of noise in nonequilibrium demons [141, 142], i.e. systems in which
a nonthermal contact is used as a resource to decrease the entropy production in
the rest of the system, even in the absence of average energy or particle flow
from the nonthermal contact. In particular, we showed that the average entropy
production in such a nonthermal contact is limited by a combination of its noise
and the particle current noise. This constraint was later extended in Paper VI
to arbitrary currents, and refined in the form of the KUR. For this reason, we
here focus on the results of Paper VI. These follow from applying the simple
inequalities

1
% — |z| + 1 >0 for z€R (4.25a)

1+ Ty > |x] — X9 for x1,29 >0 (4.25b)

to the noise S{X) of the current I{X), see Eqs. (3.27) and (3.24), respectively.
Then, as one may expect, the classical component of the noise Séﬁ)d leads to a
kinetic uncertainty relation analogue to the one in Eq. (2.53), namely

(1)

«

Sixd

< SN > L TC =K, (4.26)

— o

where the rates of adding (I'{) or removing a particle (I',) from reservoir a read

o=, [dE 3 DuslE)fol1 % fo) (1.27a)
7= 5 48 % DB ) (127h)

where the upper sign refers to bosons and the lower to fermions. Here, the activity
I, only counts the transitions involving reservoir a.. Indeed, the transitions that
do not involve reservoir o do not contribute to either the current I{X) or its noise
SX) . Thus, we refer to it as a local activity, which sets a tighter constraint on
the precision compared to the global activity, namely I, < K =X, K,.
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Of course, the noise can be well approximated by its classical component only
in some specific regimes, for instance in the tunneling regime, where D, < 1 for
a # 3, or close to equilibrium, where f3 ~ f,. Here, we want to go beyond such
approximations and consider the general case, in which the quantum contributions
are sizable. Then, to extend the KUR of Eq. (4.26) to the full noise, we need
to treat the quantum noise contribution in more detail. Here, the bosonic or
fermionic nature of the particles play a crucial role because, for the former, the
quantum noise contribution is positive, whereas for the latter it is negative. This
difference in sign is a consequence of the bunching or anti-bunching of particles
in a multi-particle scattering process.

Let’s first focus on the bosonic case. There, we use Cauchy-Schwarz inequality
on the space of square-integrable functions to obtain the following lower bound
on the quantum noise contribution

2

h
> (

«

19)° (4.28)

(%

u 1
S((Jicf,)t?os = h/dE [xa%Daﬂ(]pB - fa)

where we introduced the bandwidth B{X) in terms of the characteristic function

14(FE) of the set A = supp {:L’a >3 Das(fs — fa)}, namely

1 for E€ A

0 otherwise (4.29)

BWY) = /dElA(E), 14(E) :{
Essentially, the bandwidth is the energy range in which there is, on average, a finite
flow (either positive or negative) of the quantity x,. The bound of Eq. (4.28) then
provides a lower limit on the quantum noise contribution for bosonic transport in
terms of the average current and the bandwidth. Intuitively, this inequality is sat-
urated when the flows of z, are equally distributed over the bandwith, such that
bunching effects are minimized. However, if the bandwidth becomes infinitely
large, BC(IX ) — 00, Eq. (4.28) becomes uninformative since it reduces to the posi-
tivity of the quantum noise contribution. Still, even though the bandwidth B*)
may be infinite in a mathematical sense, in a realistic setup we expect it to be
finite because the contributions at large E are typically exponentially suppressed.
For instance, when f, are Bose-Einstein distributions, their temperature kg1 sets
a natural energy scale cut-off (which depends on the desired accuracy) on the
bandwidth because the contributions of energy larger than a multiple of kg1 can
be neglected.

As a next step, we combine the constraint on the quantum noise contribution of
Eq. (4.28) with the constraint on the precision of Eq. (4.26) to extend the latter to
the full noise. To this end, we use Eq. (4.28) to estimate from above the classical
contribution to the noise by means of the “bunching-modified” noise
> g (4.30)

— ~aa,bos’

5X) (X h(pxoy?
Saa,bos_ aa7bos_B(X)(Ioz )

«
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which is defined in terms of experimentally accessible quantities, namely the full
noise, the current, and the bandwidth. With this notion, the classical KUR of
Eq. (4.26) is extended to the full noise as

10)? g(N)
( g() ) < - bOS < Saa bos* (431)
Saa,bos (X) S aaq, bos

Here, the bosonic bunching allows not only to set the full particle noise g o bos as
an upper limit on the precision, but also to establish a tighter constraint in terms
of the bunching-modified noise.

For fermions, we follow a different approach compared to the one in Eq. (4.28),
which is required because the fermionic quantum noise contribution is negative.
Using that the fermionic occupation numbers take values between 0 and 1, f, €

[0, 1], we find the following lower bound on the quantum noise contribution
S > 2 [ dE [a]? [1 - Daal X Daslfs — fol (4.32)
B

We first use this inequality on the quantum noise contribution, and only then use
the inequalities of Eq. (4.25) to produce a quadratic form. In particular, calling
R, = infgca D, the infimum of the reflection probability in the transmission
window, we find the following limit on the precision in fermionic systems

Y 1 N
(S(X)) S ﬁ (gza,)fer Z Sécoe,)fer' (433)
aa,fer «

Here, the limit on the precision is not given by the full particle noise Séa)fer, but
it is larger. Indeed, the full particle noise divided by the infimum of the reflection
probability squared R? is the maximum attainable precision. Equations (4.31) and
(4.33) showcase the effect that bunching and anti-bunching have on the limits on
the precision for bosonic and fermionic transport, respectively. In the bosonic case,
bunching effects provide a more restrictive constraint on the precision, whereas
the anti-bunching effects provide less restrictive contraints in the fermionic case.
This means that fermionic systems can achieve higher precision compared to their
bosonic counterparts. In particular, when the reflection probability vanishes, i.e.
R, = 0, Eq. (4.33) does not set any limit whatsoever on the precision. In this
case, it is possible to drive large average currents in far-from-equilibrium setups
while the noise remains small due to Pauli exclusion principle. For example,
consider a fully transparent scatterer where a large chemical potential bias Ay
and uniform temperature 7" is imposed on the contact. Then, the average particle
current is proportional to chemical potential bias, I™ o Ap. Instead, in the
fully transparent case the noise is simply given by the thermal noise, namely
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ST o T. Therefore, by increasing the ratio Au/kgT, one can have arbitrarily
large precision.

Furthermore, using the same inequalities Eq. (4.25), we also find a different
limit on the precision of fermionic currents

(I‘(“X))Q < Y laes D < L gna 4.34
S(X)f — hRa/ % aﬁ|fﬁ_fa| — Ria aa,fer: ( . )

Here, unlike Eq. (4.33), the upper limit on the precision scales with R_!, but is
not expressed with the more accessible full particle noise SO . Still, Eq. (4.34)

aa,fer:
is particularly interesting when compared to the precision constraint of Eq. (2.61).
There, the precision is limited by /(1 — K), with I being the probability of a
transition happening. Intuitively, we expect the reflection probability R, to be
connected to 1 — IC, representing the probability of returning into the same state.
Similary, the numerator of the precision constraint in Eq. (4.34) is linear in the
transmission probabilities D, with o # /3 and is expected to be connected to K.
However, to confirm this intuition, and establish more concrete connections be-
tween the precision limit of Eq. (2.61) and not only the results of this section, but
also other formulations of the KUR in, for instance, open quantum systems [22,

27], more work is required.






5 Conclusion

5.1 Summary

In this thesis we first discussed out-of-equilibrium fluctuations in the context of
two-point measurement scheme, to then describe transport statistics from the
same perspective. This approach provides a broader context for the constraints
on the out-of-equilibrium noise derived in the appended papers and discussed in
chapter 4, and allows us to compare both results and techniques with the ones
previously known, and discussed in chapter 2.

In particular, by comparing the out-of-equilibrium setup with the same setup
under (hot) equilibrium conditions, we find constraints on the noise as discussed
in Sec. 4.1 and Sec. 4.2. Unlike the fluctuation-dissipation theorem presented in
Sec. 2.3, which links fluctuations and response at equilibrium, these constraints
offer additional insights into the out-of-equilibrium fluctuations generated by a
temperature bias.

Additionally, we established limits on the precision of currents in a quantum
transport setup which recall the kinetic uncertainty relation. Specifically, we find
that the upper limit on the precision is given by the particle current noise, and is
enhanced for fermions and diminished for bosons.

Crucially, all the results discussed in this thesis apply to the out-of-equilibrium
noise, which plays an important role in characterizing the performance of small-
scale engines.

5.2 Open questions

Throughout the thesis, some of the questions opened (or left open) in this thesis
have beed identified. For instance, in Sec. 4.2 we pointed out how Paper III
and Paper IV are based on comparing a system under a temperature bias with
the same system without the bias. However, the resulting constraints differ, see
Eq. (4.2) and Eq. (4.20). Intuitively, we expect that adding assumptions on the
Hamiltonians considered in Paper IV allows to recover the results of Paper III.
However, what are the (strictly) necessary condition is not known.

Furthermore, we mentioned how systems described by steady-state scattering
theory can exhibit violations of the thermodynamic uncertainty relation. It is
important to stress that such violations have been seen when using the thermo-
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dynamic entropy production rate, see Sec. 3.1.2. Therefore, we expect the TUR
to be preserved when the stochastic entropy change discussed in Sec. 2.4.1 is
used. Then, clarifying the connection of this entropy change to the thermody-
namic entropy production rate, as well as to non-Markovian dynamics would be
interesting.

In the case of the kinetic uncertainty relation (KUR), several points need clar-
ification. Even for Markovian open system dynamics, multiple non-equivalent
extensions of the classical KUR have been developed [22, 27]. Giving an intuitive
definition to the activity in the quantum case, where both jumps and coherent
dynamics take place, remains challenging. This challenge persists in the quantum
transport setup studied in Paper VI. There, we instead formulated the precision
bounds in terms of the particle current noise, which corresponds to the activity
only in the classical limit. However, a concrete connection between the particle
current noise and the probability of a transition happening, which we discussed
in Sec. 2.4.2, is still missing.

Finally, a natural question emerging from the results of Paper III is whether
a generalization to periodically driven systems is possible. Although this is an
ongoing project and not included in the thesis, preliminary findings suggest that
it is indeed possible to extend the results to the driven case. The generalization
leads to results similar to the multi-terminal case, with contributions from all
Floquet quanta of the driving.
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Appendix A

Thermodynamic uncertainty relation
in a multi-measurement process

The thermodynamic uncertainty relation also holds for processes in which many
consecutive measurements take place. This generalizes the two-point measure-
ment scheme by repeating the application of a (possibly different) unitary trans-
formation followed by a measurement, as sketched in Fig. A.1(a). Calling p(0)
the initial state, U; the applied unitary transformation between times ¢; 1 and t;,
and {f[c(j)}a the complete set of projectors describing the measurement at time
t;, we sequentially combine the unitary evolution Eq. (2.2) with a transformation
induced by the measurements, Eq. (2.5), to calculate the probability of a single
realization of the process. Calling a; the outcome of the i-th measurement, the
stochastic trajectory v = (ap, t,; . . .; a1, t1; ag, to) happens with probability

ph/] :p<an7tn77a17t17a07t0) (A 1)
A O s MR

Then, in the same fashion as in the two-point measurement case, we consider
“current-like” observables (), which are anti-symmetric under the inversion of the
outcome order, namely

Qh] = -QN] (A.2)

where v* = (ag,tn;...;an-1,t1;an,tp). Similarly to Eq. (2.43), we define the
entropy change at the trajectory level by comparing the probability of the forward
protocol p[y], with the probability p[y*] of observing the outcomes in the opposite
order,

5[y] = log < ;9[[;]]) . (A.3)

Again, we stress here that this entropy change is generally different from the one
obtained by comparing the forward and the time-reversed processes. Indeed, as
sketched in Fig. A.1(b), the “opposite” process differs from the forward one only
in the order of the outcomes, not on the order at which measurements and unitary
transformations are applied.
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(a)

ag ai Qp—1 Ay,
(b)
. b b

Figure A.1: (a) Forward multi-measurement process. The initial state p(0) under-
goes a series of measurements and unitary transformations. In a single realization,
the measurements have oucomes ag, ..., a,.(b) “Opposite” multi-measurement pro-
cess. The initial state p(0) undergoes the same series of measurements and unitary

transformations as in the forward process, but the order of the measurement outcomes
(p, . .., Q0 1S Tnverted.

Then, applying the same techniques as discussed in the two-point measure-

ment case, the thermodynamic uncertainty relation takes on the same forms, i.e.
Eq. (2.50).



Appendix B

Scattering theory revisited

In this Appendix detailed derivations that complement Sec. 3.1 are provided.

B.1 Reduced conditional state and probability

B.1.1 Fermionic scattering

For fermionic particles we use the anticommutation relation of the creation oper-
ators to write the scattering evolution of Eq. (3.5) as

— il =%
ai) > ¥ det|S]|3)) (B.1)
Bry1<<Brj
S g 7, - -
where [ai) = ¢, -+ ¢4, |9), and det | 55| is the determinant of the matrix
— Spujr,enin T SBuji,ouik
S5 = : : : (B.2)
a
SBrjrcnin "7 SBrjr,anix
In Eq. (B.1) the summation over the lead-channel indices [1j1,- -, Brjr is re-

stricted to the k-tuples ordered lexicographically. This ordering is defined through

, B <,
<yl & , B.3
Pi<n { f=n J<li, (B:3)
where we recall that the lead indices take values in {1,--- 7}, and the channel

indices of lead § take values in {1,---,Mpg}. Without loss of generality, we

calculate the marginal state on lead 1 given the initial state az. To do so, we
need to evaluate the partial trace on all other leads

p”m.:Trl{ > ¥ det[sg]det[sgi]*@W\}. (B.4)

Brj1<-<Brjr 11li < <vil
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Cruc1ally, the trace only acts on the ketbra |5 j}(7| In particular, if the states

|B j) and |yl) have different numbers of particles in lead 1, the trace vanishes
because the remaining leads also have different numbers of particles. This is the
reason behind the block structure of Eq. (3.10). If instead both states have n
particles in lead 1, the trace yields

n k
Tre {I35X011} = 112X Ty (51_11 665,15%,1) ( I Foeseerl - %}) . (B5)

E=n+1
where the first n lead indices are equal to 1, ie. 1 =7 == 0, =7 = 1,
and we renamed the lead indices j1 = 1, -+ ,jp = xp and l; = y1,- -+ , 1, = Yn,
such that 12 — (lxy,--+ ,1x,) describes an arrangement of n particles in lead 1.

The ordering 1ntroduced in Eq. (B.1) guarantees that the only the first n lead
indices refer to lead 1. Furthermore, the ordering also generates the Kronecker
deltas dg,jc el for § =mn +1,---  k since the remaining particles must be in the
same state for the trace to be non-vanishing. Then, the diagonal block in the
Fock subspace of n particles reads

— = —>—> *
1z3j 1 —\ T
Pam= > 2 > det [SL7] det |SH7| [TENT)
1< <Tn Y1<<Yn 1M1 <Bni1jn+1<-<Prjk
(B.6)
YA . N )
where 1267 = (11, -+ , 12y, Bpt1dnt1, - -, Brjr) incorporates the constraints emerg-

ing from the Kronecker deltas stemming from the partial trace. The last sum-
mation in Eq. (B.6) is performed on the remaining k& — n lead-channel indices
Bni1inst, - Prjr and does not allow them to describe a particle in lead 1 through
the constraint 1My < Bypi1jnt1 -+ < Brjr. The matrix in Eq. (B.6) is still cum-
bersome to work with, and contains too much information if one is interested
only in the number of particles after the scattering process. From now on we
focus instead on the probability p ol of finding n particles after the scattering of

the initial state ozz As stated in Eq. (3.11), this probability is given by the trace
of the corresponding block matrix, namely

Poje; = T {pla} = 2. >

T1<-<Tn 1M1 <Bnt1jn+1<-<BrJjk

=2
det [Sgﬂf} (B.7)

Here, we use the properties of the determinant to write this probability in a
more convenient form. In particular, the deteminant vanishes when two rows or
columns are equal, and its absolute value does not change under the exchange
of two rows or columns. This allows us to change the summations from ordered
to unrestrained by taking into account the double-counting emerging from the

permutation of xq,--- ,x, and Bni1Jns1,- -, BrJk- This leads to
1 137/3’ 2
R R L il Py
n|0ﬂ n'(k - n)! L1, ,Tn 1M1<6n+1jn+17'“ 7/Bk.7k
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Now, we explicitely write the determinants in terms of summations over the per-
mutations of the matrix columns and use the unitarity of the scattering matrix,
namely

> SainiSBig = D Sy1,855ai = Oai B (B.9)
~l vl
to find
1 o+o’ . *
Puai = i =i 2= | DT 2 s1sotaciosiv oo ) |
n(k TL) 7,0'ES), ¢=1 T
’k (B.10)
X [ H <5a(agis)0’(asis) - Z Slx,a(aéis)six,o’(agifo] } ’
E=n+1 T

Note that this form of the conditional probability corresponds to Eq. (3.12) since,
for fermions, (ai|ai) =1 for all admissible initial states.

The product structure of Eq. (3.12), or equivalently Eq. (B.10), is the key
element behind the recursive relation of Eq. (3.13), which we now show. Indeed,

for n < k, we split off the last term of the second product and expand it, obtaining

1 oto | T *
Pulds = Wi ) 2 {(—U : {H (Z81x7a<a5i5>31x,w<asz’g>>] X

* 0,0/ €Sk E=1 \ 7@

k—1
: L H 1 <5G(a£i§)0’(afi§) - Z Slwva(afig)sixﬂ’(asis))] O (ai)o (cueii) T
=n-+ xT

n
- (_1)G+U |:H <Z Slx,a(agig)sikx,a’(agig)>] <zx: Slx,a(akik)sikmp’(akik)) X

=1\ @

k—1
X [ II <5a<afz's>a’<afzg> —gSlx,a<afz’s>3’fx,af<afi§>>] }

E=n+1
(B.11)

Here, we notice that the first contribution resembles the probability of having n
particles in lead 1 after the scattering process of an initial state that has k£ — 1 of
the k particles of ai. In particular, the Kronecker delta 0,(q,i,)o"(ayi,) S€lecs only
the permutations that can be decomposed as

~ / ~/
0 =0 0Ty, o =0 om,

with 7, exchanging = and k, and &, ¢’ being permutations of the k—1 elements that
do not include 2. Then, the sign associated to the permutations fulfils (—1)7%7" =
(—=1)7*7" and we can reduce the summation from the permutations of & elements
to the permutations of k — 1 elements. The second contribution of Eq. (B.11) is
instead proportional to the probability of having n + 1 particles in lead 1 after
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%
the scattering process of the initial state az. Combining everything together we
get the recursive relation of Eq. (3.13), namely

1k n+1

Prjai = ., lenﬁ%\{am,im} T L — pPurijan
€r=

for n <k, (B.12)

where o \ {a, i} denotes the state o without the -th particle.

To solve this recursive relation a boundary condition is required. This is given
by the probability of having all the particles in the initial state in the desired
lead after the scattering process. For fermions, this is given by setting n = k in
Eq. (B.10) and reads

—712
det[ 1—‘3”]
(0%

1
pk\a—; = Hm Z (Blg)

1, Tk
Note that, if there are more fermions than the number of channels in the lead,
i.e. kK > M, then the probability Prja; must vanish because of Pauli exclusion

principle. This is confirmed in the presence of the determinants in Eq. (B.13),
which, for £ > My, vanish because (by pidgeonhole principle) at least two rows of
the matrices considered are equal.

B.1.2 Bosonic scattering

For bosonic particles we use the commutation of the creation operators to write
the scattering evolution of Eq. (3.5) as

erim —
b [ at

@iy » %

]
|
si<-<pie (B7187)

BJ) (B.14)

where instead of the determinant we now have the permanent of the matrix given
in Eq. (B.2). Furthermore, since the indices (3,7, can now take on the same value,
to avoid double-counting, we divide the permanent by

iy O TR
(83187} = nift - n g, (B.15)
3 —
where nj is the number of particles in lead +, channel [ in the state |37). As for

the fermionic case, we calculate without loss of generality the marginal state on
lead 1, namely

— *
1 5 > perm [5@] perm [Siq SN
Pra = == 10T = —zm 187X ¢ s
. <O‘Z|O‘Z> Prjr <+ <Prje li<--<vilk <6]|5]> <77|77>

(B.16)
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where the prefactor (az\az) guarantees the normalization of the density matrix.

Again, we first evaluate the partial trace since it only acts on the ketbra |5 ]><’77’

As in the fermionic case, the bra and the ket may have different numbers of
particles in each channel, but the total number of particles in lead 1 must be
equal for the trace not to vanish. As for the fermionic case, this is what leads to
the block structure in the Fock basis of the reduced density matrix, see Eq. (3.10).
Thus, calling n the number of particles in lead 1 for both 5_} and [, the partial
trace reads

Trr {IB7X011} = 112XTy (H 5pei0rcn )
(B.17)

5 Bj
X H 5553'5%15[1 - 55571] nai! gyl
E=n+1

where the ordering introduced in Eq. (B.14) guarantees the first n lead indices
Be,ve for £ = 1,--- ,n to be equal to 1. The remaining k — n particles in both
ket and bra must be described by the same collection of indices. Here, the factor

*8 5 1. appears because the states |3 ]) are not normalized in the bosonic
case. Then, the diagonal block in the Fock subspace of n particles reads

5o
1 perm { Lo B]] perm [Si—é’ﬁj}
Pinjas = 750 ) ——— 11Z)19], (B.18)
" (ai|an) 2122;’” <1Iﬂj|1xﬁj> (ly|1y)
e

1M1 <Bny1in+1 << Brjk

where 1_1%_’; = (1z1, -+, 12y, Bus1Jnet, -+ BrJk) incorporates the constraints emerg-
ing from the Kronecker deltas stemming from the partial trace. Again, the block
matrix of Eq. (B.18) is cumbersome to work with, especially if one is interested
in the number of particles transferred during the scattering process. In that case,
the probability Pojai of having n particles in the lead after the scattering of the

initial state ai is sufficient. This probability is given by the trace of the block
matrix p, ol and reads

el
1 ’perrn {Sg ]]
pn|£ =Tr {pl n|<§%} = == Z = S - (B19)
7 (at|od) 21<<xn (lzBj|1xBy)

1M1 <Bny1jnt1<ZBrjk

Here, we use the properties of the permanent to write this probability in a more
convenient form. In particular, the permanent does not change when two rows or
columns are exchanged. This allows us to change the summations from ordered
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to unrestrained by taking into account the double-counting emerging from the

permutations of xy,--- ,z, and Bui1Jnr1,- -, BrJjr- This leads to
— = —— el
L camme
Do = = —=x =
N adary et onlk—ml (105 TER)
1M, </8n+1]n+17“' 75k.7k (BQO)
k 1 ’ 1?5_5 2
— o perm |:S—>_ } ,
(”) k! (ailat) xlf‘z"xn a

1M1 <Bn+1jnt1, Bk

where the factor (?1:57|5§57> at the numerator stems from counting the permu-
tations with repeated indices. Now, we explicitely write the permanents in terms
of summations over the permutations of the matrix columns and use the unitarity
of the scattering matrix [Eq. (B.9)] to find

k 1 n .
Ppjai = ( )ﬁj > {(H ZSlx,a(agig)slx,a’(afig)) X

n k' <O[Z|O[7/> O',O'/GSk 5:1 x

x(ﬁ

E=n+1

(B.21)

Oc(agic).o (agic) — zx: 51%0(@@5)5;%0’(%15)]) } '

which corresponds to Eq. (3.12).

In the same fashion as the fermionic case, we use the product structure of
Eq. (B.21) to show that the recursive relation Eq. (3.13) holds. For n < k, we
split off the last term of the product and expand it as

AN n )
p”|0_5; - ( )k'( Z {5U(akik)70'(akik) (H Z8133,0'(&51'5)8196,0’(&,51‘5)) X

n OZZ|OZZ> 0,0'€S}, =1

k—1
X ( H [5O(a£i§)7g’(a5i§) - Zx:Slx,a(agig)sikx,a’(agig)]) +

E=n+1

o (51_[ ZSlCU,U(agig)STx,a’(agig)) lz 81$7U(akik)sim,a’(akik)] X
-1 @ z
k—1
< | 11 l(sa(asis)ﬂ’(asi&) - Zx: Sl%o(asif)slmﬂ’(asis)] '

E=n+1
(B.22)

Here, we notice that the first contribution resembles the probability of having n

particles in lead 1 after the scattering process of an initial state that has £ — 1

of the k particles of ai. In particular, the Kronecker delta d4(q,i,)0 (i) tells us
%

which particle has been removed from the state az. Let the permutation ¢ map

the k-th label into the z-th label, i.e. o(ayir) = a,i,. Since we are dealing with
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—
bosons, the final label is repeated ng'; > 1 times, meaning that there can be

multiple particles in _t>he same state. Then, the second permutation ¢’ can map
the k-th label into ngizz different labels while fulfilling the condition imposed by

the Kronecker delta. Luckily, this additional multiplicity combines with the norm

%
of |ai) as
—
nal . 1

Qg ly

(ailad) (i \ {agic}ai \ {agis})

leading to the norm of the initial state with k& — 1 particles. The second contri-
bution of Eq. (B.22) is directly proportional to the probability of having n + 1
particles in lead 1 after the scattering of the initial state avz. Combining everything
together we get the recursive relation of Eq. (3.13), namely

1 n+1

k
Prjei = ., lema_%\{ax,iw} Tk — pPntifai
X

forn < k, (B.23)

which is exactly the same as the fermionic one. The difference between the
fermionic and bosonic case stems from the boundary condition necessary to solve
for the probabilities. In the bosonic case, the boundary condition for n = k reads

1 k .
k' (ai|ai) g0es, \é=1 =

B.1.3 Useful properties of the conditional probability

Since both fermionic and bosonic scattering processes exhibit the same recursive
relation on the conditional probabilities, it is useful to look into what properties
of expectation values emerge from such a recursive relation. In particular, we
consider here expectation values of a variable fy(n, i), i.e.

) k
S5 folnabp,mrz = > % (Zfo(n@)pmm)pa, (5.25)

k=055 |ai|=k \n=0

where we ordered the sum according to the number of particles |£| in the ini-
tial state. Here, we focus on the summation over the final number of particles n
because it contains_}he conditional probability. Furthermore, to ease the nota-
tion, we drop the ai dependence of the function f; that we are calculating the
expectation value of.

The goal is to write the conditioned expectation value as a sum over the bound-
ary conditions of the conditional probabilities. To this end, we start by “unravel-
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ing” the conditional probabilities with the recursive relation,

k k—1
Eofo(”)pm—; = Jo(k)pyz + Z fo(n)pn@

fo(n) (&
o fO pk:|az + Z k X_%pn\Z\{ocziz} o (n + 1)pn+1\$

-n
k—1 fo(n) k k nfo n — 1)
— fo(k:)Pma_% + nZ::O E—n gpmm\{azzz}] 2:: IR 71 Pujai
k—1 O(n)
= [fo(k) — Kk fo(k — 1)]?;@@ + 7;) i —n ;pn@\{am} +
nfo n — 1)
B Z_: —n—+1 & —n+ 1 Pnlai
(B.26)
and so on. The end result reads
k . Mk k-1 k
i=0 n— —

where

fi(n) = é} (_1:{:_(?)_ 0 (n ]i z) (B.28)

For completeness, we now prove Eq. (B.27) by manipulating the right-hand side.
First, we use the recursive relation Eq. (3.13) on the conditional probabilities to
write the right-hand side of Eq. (B.27) as

- 7 -
RHS = | >°(=1)"fo(k — i) (I;) Prjai T z::ofl(") {(k — Pyt (D,

:i:o | €
— ;)(—1)1f0(k—i)(i) Prait
kel _
+ 3 ()= )+ il = el + (8~ Dk

(B.29)

Here, we have two contributions: one proportional to Pria; and one to p Lhah
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Let’s treat them separately. The first contribution has the proportionality factor

k
[Z(—l)ifo(k ~i) (’“)

1=0

+ filk =Dk =

k ) k k—1 ) k
- [eomea )| S i-of, b )

(B.30)

=0 . 1=0
= folk) ~ (-1’ folk 19 (j) - (k_‘j_)]

= fo(k),
where we used the definition of fi(n) and the symmetry property of the binomial
coefficient (i) = (k K n). The second contribution has the proportionality factor
filn)(k —=n) + fi(n — )n =
(=1 fo(n —i)(k — n) ( k ) . nzl (=1 fo(n —1— Z')n( k )
i=0 k<k;1> )iz k?(fbj) n—1-—i

=f°<”>(k_”)(k)—n_1<—1>"fo<n_1_7;>( ¢ )[’“‘” S ]
k(k*l) n ZZE:O n—1-=—1 k(kfl) k,(kfl)

n n—1

n

(B.31)

where the square-bracket contribution vanishes. Putting everything together we
have indeed proven Eq. (B.27) using the recursive relation Eq. (3.13).

Note that Eq. (B.27) is still a recursive relation: The expectation value given
an initial state az of k particles is given in terms of the boundary condition, i.e.
having all k£ particles in the final state, and in terms of the expectation values of a
];l;ssibly different function given the initial states with k—1 particles obtained from
at by removing one of its particles. For some relevant choices of fj, additional
calculations are carried out below.

Normalization of probabilities

An instructive example is given by considering fo(n) = 1. In this case, the
expectation value

k
> Dy =1
n=0

because the probabilities are normalized. Here, we verify that this is the case
given the recursive relation of Eq. (B.27). The first step is finding f1(n), namely

oS ) igl) -t o
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(a0 I G I (o IR i I oy
(N N AN NN
G GO G - GE) G

Figure B.1: Two consecutive rows of Pascal triangle. The sum in Eq. (B.32) runs
over the lower row with alternate signs. Each entry in the lower row is given by the
sum of two entries in the upper row depicted with the arrows. Black and red arrows

indicate opposite signs in the sum. The only contribution that does not cancel out is
therefore (k h.

where we used the property

o)) - (0)

to identify a telescopic sum on the Pascal triangle, as shown in Fig. B.1. Further-
more, the Prja; contribution vanishes whenever k > 0 since

k k
> (=1 ( ) =(1-1)F=0.

With these considerations, we find

k 1 k—1
Z pn\a_% - Z Z pn\az\{awlzzl}
n=0 n 0x1=1

k=2 k

Z Z Z n|£\{amlizl}\{a12i12} (B.33)

n=0x1=1 xo=1,20#1;

*Z Z Z p0|@:1,

! Tl poFzy TpFATL, T

where we are removing, one by one, each particle in the initial state @. In the last
step we used that the probability pgz of having 0 particles in the lead after the
scattering process of 0 initial particle is unity, i.e. pgjz = 1. Then, the summations
reduce to counting in how many ways we can remove the particles from the initial
state, leading to k!.

Average of n

To calculate the average number of transferred particles in the scattering process
we need to know the expectation value of the final number of particles n. There-
fore, let’s study the case fy(n) = n. Using the following property of the binomial
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coefficients

we see that fi(n) reads

f1<n>=iW(nk ) ZZ(Z?( o )= = et

A GURVR R GO A UR ) A ()
(B.34)

where once again we identified the telescopic sum on the Pascal triangle, see
Fig. B.1. Crucially, fi(n) < fo(n), as was also the case for fy(n) = 1. Further-
more, the Prja: contribution in Eq. (B.27) vanishes for k # 1 since

fj(—ui(k; — i) (k) = i(—l)%k — 1) (k ' ) = i(_lyk (k 11_1 i z) -

i=0 -1 i=0

Therefore, when we unravel the expectation value with the recursive relation
Eq. (B.27), the only nonvanishing term is given by the initial states with only 1
particle,

k 1 k—1 k
g)”pn@ T k1 ,%”Elpn@\{awl}
L yuy oy
= n pno_c; gy g Apoly
(k - 1)(k o 2) n=0 m1=1x9=1,x07#11 for\{ ! 1}\{ 2 2} (B35)

1
- <1f—1)!Z 2o 2 PiEanindMan i)

T1 mo#x Th—1FT1, ,Th—2

= gpu{aziz}-

Here, the (k —1)! in the denominator cancels out with the double-counting of the

summations. Indeed, given the particle indexed with ay?, of the initial state az,
we are simply counting the number of ways to remove the other k£ — 1 particles,
which is (k — 1)l

Average of n(n — 1)

To calculate the variance of number of transferred particles we need to know the
expectation value of n2. In this case, it is convenient to look at fy(n) = n(n — 1)
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due to the binomial nature of the process. Indeed, fi(n) then reads

D =iy [k

3 1>Z )( b2 ) B.36

n—2—1
( ) n(n—l)
(knl) k—2

Again, fi(n) « fo(n), making the recursive relation much more useful. Further-
more, the Prja; contribution vanishes for k # 2 since

k k _
> (1) (ki) — i~ 1>(k ’ ) = (ki ) (k el )

k : k—2
:g(_l) k(k—l)(k_2_i) =0.

Therefore, when we unravel the expectation value with the recursive relation
Eq. (B.27), the only nonvanishing term is given by the initial states with only 2
particles,

k 1 k—1
nz::on(” - 1) n|ozz E—9 né:()”( x12_: pn|az\{a@1u1}
1 _
- (k )(k 3 Z " 1> xlzz:l m2—1,%:2?éx1 pn|$\{azliwl}\{ax2ixz}
2
N (k/' — 2)' %1: xzz#;cl - .wk—z#xzh;-. -3 p2‘a—%\{a11iml}...\{a1k72ixk72}
=23 D Doy in stnging)-
T woa

(B.37)

Here the factor 2 comes from evaluating n(n— 1) for the number of particles n = 2
ending up in lead 1, and the factor (k — 2)! at the denominator cancels out with
the number of ways to remove k — 2 particles from the initial state E% leaving
(z gy, Qlzyiy,) as the remaining particles.

B.2 Relevant transport quantities

In this section we use the insights of the previous section combined with the choice
of initial thermal states to calculate the average and the variance of the number
of particles transferred in the scattering process.
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B.2.1 Average transferred particle number

To calculate the average number of transferred particles we need to know how
many particles accumulate in a given lead, say lead 1, during a scattering process.
This means that, calling nq(az) the number of particles in lead 1 given the state
@, we need to calculate the expectation value of n — ny (i), namely

k
(=) =3 3 Sl —m(@d)p,zpm (B.38)

k& |ai|=k =0

From now on we assume that the initial state is a tensor product over the leads and
the channels, and that on each lead the density matrix is diagonal with respect to
the number of particles in each channel. This allows us to write the probability

of finding the initial state az in terms of the number of particles that the state
has in each channel ng;, namely

Bi

Then, the expectation value of ny(az) = nyp + - -+ + nyy, is simply given by

—

(na(ai)) = > _(n1z) (B.40)

T

because the conditional probabilities trivially sum up to 1. Instead, using Eq. (B.35),
the expectation value of n is given by the probabilities of transfering one particle
given the initial states with exactly one particle through

(n)y = Z oo Z [n11p1|11 4+ nerp1|er} (lﬁ_[_p”ﬁj) . (B.41)

nii Ny My

For both bosons and fermions, we use Eq. (3.12) to write the single-particle con-
ditional probability as

Pliai = Z |51x7ai|27 (B42)

T

which we then plug into (n) to find

(n) = > Is1a8il* (ngy). (B.43)

5]

Combining Egs. (B.40, B.43), and assuming that the channels in a given lead
have the same average number of particles, i.e. (nqi) = (naj) = (na), we find the
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average number of transferred particles

(n — m@» = (;; ‘Slw,ly‘2 - Ml) (n1) + Z Z ‘Slw,ay’2<na>

a#l Ty
My
_ [; (1 - ; ; \slwﬁ) - M1] (m1) + ;2; |510.0y[*(7a)
= ;;‘y |31x,ay|2(<na> - <n1>)
= ;TY {tlaﬂa} ((na) — (m1)),

(B.44)

where we used the unitarity of the scattering matrix to sum only over the transi-
tion probabilities from a different lead. In the last step we introduced the scatter-
ing sub-matrices t,5 defined through [t,s]zy = Saz,sy Which make the resemblance
of Eq. (B.44) to the Landauer-Biittiker formula for the current more explicit. Note
that Eq. (B.44) holds for both fermions and bosons: the difference between them
is encoded in the average occupation of the initial state (ng;).

B.2.2 Variance of transferred particle number

To calculate the variance of tge transferred particle number we need to study the
expectation value of [n — ni(az2)]?, which is the second moment of the transferred
particle number. We decompose this square in the following way

— — — — —
[n — ny(a1)]* = n? — 2nni(ad) + n2(ad) = n(n — 1) +n — 2nny(ai) + ni(ai)
so we can calculate the second moment by studying it piece by piece.

« (n(n—1)):
First, let’s look at the n(n — 1) contribution. As seen in Eq. (B.37), the
sum over n reduces to the sum over the initial states with only two particles.
Then, given any initial state, we need to count in how many ways we can get
the same two-particles state (aqiy, asio). Here, an important difference arises
if the two particles are in the same state or not. If they are not, the number
of ways to obtain the same state is simply given by the product 14,4, Mayi,-
Instead, if they are in the same state aqi; = a9io = a1 it is given by the

binomial coefficient ("5“) The average of n(n — 1) then reads

Nai (nai - 1)

— 5 )

(B.45)

(nin—1)) = Z 2p2|(a1i1,a2i2)<na1i1><na2i2> + Z 2p2|(ai,ai)<

a1t <a2l2
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where we used (Na,i; Nasis) = (Mayiy) (Magi,) because the probability distribu-
tion of the initial state is taken to be uncorrelated. Notably, for fermions the
second term of Eq. (B.45) vanishes because two fermions cannot occupy the
same state.

e (n):
We have previously discussed in Sec. B.2.1 how to deal with the average of
n, and we have seen that it reduces to

(n) = Zp1|on'<nai>- (B.46)

. (—anl(a@k)) :

We first sum over n conditioned on a given state, reducing the problem to
the conditional probabilities on single-particle states. Then, recalling that
ni(at) is the number of particles in lead aw = 1 in the initial state, the average
reads

—.
(—2nny(ai)) = -2 Z [p1|11n11 +oe +P1|ernrM7} X

11, 5N My

X [n11 + -+ 4+ naag | (Hpmaj)
B

= -2 Z pl\ai(”ain1z>

at,x

= —2 [Z DP1jai{Nai) (N1z) + Zx:pmx\/ar[mx]]

ai,x

(B.47)

where we once again used that the initial probability distribution is not
correlated. Here, Var|e] denotes the variance.

—
o ([na(a2)]?) :
For this last term the scattering process is irrelevant because we are only
looking at the initial particle number. Consequently, we sum up to 1 the
conditional probabilities Pojai We are left with

([ (@) = S {niemy) = Y (maa(nny) + Z:E: Var([ni,]. (B.48)

ry T,y

At this point we have all the tools to calculate the variance of the transferred
particle number. In the following, we explicitely carry out the calculation for
both fermions and bosons.
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Variance of transferred fermions

Let’s tackle first the contribution stemming from n(n — 1). For fermions, we
cannot have particles in the same state, so the second contribution in Eq. (B.45)
vanishes. The probability conditioned on the two-particle state reads

1

2
p2|(a1i1,a2i2) — 5 Z ’51$7a1i181y,a2i2 - Slx,azigsly,oqh'
7 (B.49)

_ 2 2 * *
=" [Is1200i1 [*[S19.0001° = S100i1 STy 002 S1y.0002 S iy | -
Yy

Here it is convenient to write the averages in terms of the scattering submatrices
tas, and to assume that the average (n.;) = f, and the variance Var[n,| =
fa(1 — f,) of the initial particle numbers do not depend on the channel. Then,
the average of n(n — 1) reads

1

(n(n—1)) = 3 Z . 29| (ayin aziz) (Main ) {Masia)
aii1,ooi2
= Z [Tl" {tlcntJ{cn} Tr {t1a2tJ{a2} —TIr {tlaltialtloﬁt-{ag}} fal fOZQ
o102

(B.50)

where we first symmetrized the summation over ajiy, asts by noticing that, on
the diagonal, the conditional probability vanishes. Using that

falfaz = (fa1 - fl)(faz - fl) +f1fa1 +f1fa2 - f12 (B51)

and calling
X =Y tiatha(fa— 1), (B.52)

%
such that the average of the transferred particle number reads (n — nj(ai)) =
Tr { X}, the average of n(n — 1) becomes

(n(n—1)) = Tr {X}* - Tr {X?} +
+ £ [Q(Ml —1) go;Tr {tiatls} fa] — fE M - My

=Tr{X}* - Tr {x?} +
+ fil2(My = 1) (Tr {X} + My f1)] = 7 | M} — M|

= Tr {X}* = Tr {X?} + f1 [2(My — D)Tr {X} + f7 [M] — M)
(B.53)

Here, we used the unitarity of the scattering matrix, which, for the sub-matrix
formulation reads

S tasthy, = Ladas.
Y
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Note that the first term of (n(n — 1)) in Eq. (B.53), i.e. Tr{X}?, would cancel
out with (n —ny(ai))? when we calculate the variance. Additionally, the second
term in Eq. (B.53), i.e. —Tr {X 2}, represents the “anti-bunching” contribution
to the variance. We will later see that the remaining terms combine neatly with
the remaining contributions of ([n — ny(ai)]?).

Now, let’s look at the remaining contributions to the variance. Here, for the
sake of conciseness, the argument of nj(ai) is dropped, and we write

(n—2nny +n3) = Tr {tlat];a} fa—2 lf1M1 > Tr {tlaﬂa} Jat
+Tr {tnth} fi(1 = fl)} + M7+ MyA(L = o)
= Te {X} + My fi = 2 [ My fiTe { X} + M7 f7 + Myfi(1 = fo)+

— > Tr {tiatla} 11— f1)| + Mifo + fRIMF — M)

a#l
=Tr{X}+ fi |23 Tr {tiatl,} — 20 Tr {X}| +
a#l
+fEIM - ME -2 Tr {tlat{a}] :
a#l

(B.54)

where once again we used the unitarity of the scattering matrix. We now take the
sum of Eq. (B.53) and (B.54) to find the second moment of n — ny

((n—m)?) =Tr {X}* - Tr {X?} + ; Tr {tiatl,} [fa+ f1 — 2f1fa] . (B.55)

When taking the variance of the transferred particle number, the Tr {X }2 term
cancels out and we are left with

Var[n —ny] = % Tr {tiatl, } [fa(l = A1) + A1 — fu)] - Tr {X?},  (B.56)

which is exactly the integrand in the zero-frequency current noise for fermionic
scattering.

Variance of transferred bosons

As for the fermionic case, let’s start from the average of n(n — 1). If the initial
particles are in different channels, i.e. «aqi; # «sis, the conditional probability
reads

1

_ 2 2 X R
P2j(arir,aniz) = 9 > {2|51x,0z121| |S1y,00i2|” + 2311‘7&111Sly,a1i1Sly,azzzslx,agig} . (B.57)
Ty
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Instead, when the initial particles are in the same channel, we have

1
_ 2 12 L oF R
P2|(arir,onin) = 1 Z {2|31m7a111‘ |S1y,0ni0 |~ + 231x,a1Z131y7a1i151y7a12151x,a1i1} )
Y (B.58)

= Z |8193,011i1 |2 | Sly,ari |2'
xy

Assuming that the initial distribution does not depend on the specific channel,
and taking a thermal distributions of bosons, such that (n,;) = f, and Var[n,;| =
fa(1+4 fa), we calculate the average of n(n — 1) as

1 Nai\ N — 1)
(n(n — 1)> = — Z 2p2\(a1i17a2i2)<na1i1><na2i2> + Z 2p2|(04i70¢i)<<>

Ocli1750¢2i2 [e % 2

= ) D2|(anin,aziz) far fas T Zp2\(ai,ai)[fa(1 + fo) + fo% — fal

a1i1F# i at

_ 2 2 X Lok
= Z “3133,04111| |S1y,00i2] " + 81%05121Sly,alilSly@éﬂzslx,azig} Jor fast
a1i1Fi2,Ty

+ 3 Is120il*I514.0i| 212

i,y

_ 12 12 L oF R
= Z [|51x,a121’ |S1y,0ia]” + Sll’aalllSly,alil31y7a21281m,a2i2:| Jou fas
Q1%1,00212,TY

= 3 [Tr {tianthay } Tt {trantlo, | + Tt {t10, 0 trastlag || far fao
1,002
(B.59)
In the same fashion as before, we decompose the product of the average occupation

numbers as done in Eq. (B.51) and use the matrix X defined in Eq. (B.52) to write
the average of n(n — 1) as

(n(n—1)) =Te{X}P + Tr {X*} + f1 [2(]\41 +1) ZO;Tr {tiatls} fa] +
— I3 [M12 + Ml}
= Tr {X}° + Tr {X?} + f1 [2(M; + 1)(Tr {X} + My f1)] +
— It [Mlz + Ml}
= Te {X}" + Te { X2} + f1 [2(M1 + D) Te {X}] + f2 [M} + My .
(B.60)

Here, we see that the first term will cancel out when taking the variance, while the
second term represents the “bunching” contribution to the variance. The other
two terms combine with the remaining contributions of ([n — ni(at)]?).

Now, let’s look at the remaining contributions. Again, for the sake of concise-
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ﬁ
ness, the argument of n;(ai) is dropped.

(n—2nny +nj) =Y Tr {tmt{a} Ja—2 [f1M1 > Tr {tla{{a} fat
+ Te {tuth } Ai(L+ f)] + MESE +Mifi(L+ f)
=Tr {X} + M1f1 — 2M1f1 [TI‘ {X} + lel] — 2M1f1 — 2M1f12—|—
+2> Tr {tmth} AL+ f1) + Mifi + My ff + M f}

a#l
=T {X}+ fi |-2MTr {X} + 23 Tr {tiat,}| +
a#l
+ =My - ME42Y Tr {tmﬂa}] .
a#l

(B.61)

Taking the sum of Eqgs. (B.59) and (B.61), we find the second moment of the
transferred particle number

(n—n1)?) =T {X}* +Tr {X?} + ; Tr {tiatla} [fo + fr +2f1fa] . (B.62)

When taking the variance of the transferred particle number, the Tr {X }2 term
cancels out and we are left with

Var[n — ny] = Tr {X?} + ; Tr {tiatlo} [fa(1+ f1) + A+ fa)],  (B.63)

which is exactly the integrand in the zero-frequency noise for bosonic scattering.






Appendix C

From variance of transferred
particles to current noise

Consider an observable O(t) and its associated stochastic current I(©)(t). For
simplicity we consider here the case O(0) = 0. The observable and its current are
related by the differential equation

dO(t) = 1OWdt =  O(t) = /Otl(o)(s)ds. (C.1)

The average value of the observable is then given by

(0) = [ (1 (s)ds, (C2)

while the variance reads
t ot
Var[O(t)] = /O /0 (6100 (51)81) (55))ds1dso, (C.3)

where 61(9)(s) = 119 (s) — (I19)(s)) denotes the deviation from the average. Tak-
ing the derivative with respect to time and assuming time-translation invariance
we find

O, Var[O(t)] = 2 /0 " ds (51O ()51 (5)) = 2 L Ot ds(5TO )51t + 5))
= [ s a1 s + ) (C.4)
= [ ds(1 O (0)810)(s)) 75 510

Therefore, in the long-time limit, the zero-frequency noise of the current I(©)
corresponds to the time-derivative of the variance of the associated observable
O(t).

In the scattering process described in Sec. 3.1 the observable O(t) considered is
the number of particles N,(t) accumulated in reservoir 7 through the scattering

events. Let 0t be the time interval between two consecutive scattering events and

91



92 C From variance of transferred particles to current noise

dN.,(s) be the number of particles transferred in the scattering event taking place
at time s. Then, the number of particles accumulated in lead 7 is given by

t%di\f <”5t> (C.5)

Crucially, the scattering events are statistically independent and do not depend
on time, such that the average and variance of N, (t) read

(N (1)) = 55 (aN), (C60)
Var[N, ()] = (;Var[de]. (C.6b)

This means that all we need is the statistics of a single scattering event. In par-
ticular, we need the statistics of the transferred number of particles ), defined in
Sec. 3.1.1. Again, since the scattering events at different energies are independent,
the average and variance of the accumulated particle number dN, in reservoir vy
at all energies are given by

(N, (1) = & / dE(Q,), (C.7a)
VarldN, (1)] = 5 / dEVar|Q-), (C.7h)

respectively. Combining Eqs. (C.6, C.7) with the Eqgs. (C.2, C.4) for the average
current and its noise we find

I§N> = (No(0) = N (1)) = 5 [(Qs)dE (C.5a)
SN — 9, Var|N, / Var[Q,]dE (C.8h)

which are proportional to the charge currents of Eqs. (3.24, 3.25). Indeed, since
each particle carries the same amount of charge ¢, the charge current and its noise
fulfil I, = qIt™, SI = ¢>S@0.

Note that, the current [§X ) and its noise S™) of an energy-dependent quantity
x(F) carried by the particles at energy E, like energy or heat current, is generally
not proportional to the particle current and noise. Still, the procedure described
here is still valid up to Eq. (C.7), where now the energy-dependent quantity enters
in the integrals as

(@,(0)) = 5 [ dBa(E)Q.), (C.9)
Var[dX,(t)] = (;t / dE[z(E))*Var[Q,). (C.9b)
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Then, the average current and its noise take the intuitive form

1
X) _
m>_h/xE

w ) / E)*Var(Q,|dE

(C.10a)

(C.10D)






Appendix D

Clausius’ relation

In this appendix we explicitely show that in a thermal and large bath the entropy
production obeys Clausius’ relation

AQp
Ty

ASp = (D.1)

where Ty is the temperature of the bath, while ASp is the variation of the entropy
and AQp is the heat absorbed by the bath.

We start by decomposing the entropy production as

LAy = Slp(r)] — Suxlp(0)]

kn
= Tr {p(0) log p(0) — p(7) log p(7)}
= Tr {[p(0) — p(7)]1og p(0)} + Tr {p(7)[log p(0) — log p(7)]} .

(D.2)

where p(0) and p(7) are the density matrices of the bath at times ¢ = 0 and ¢ = 7.
Here, the assumption of a large bath comes into play. Writing the final state as
p(17) = p(0) 4 dp, in a large bath dp is a small correction. This means that the
second term in Eq. (D.2) is O(6p?) and can therefore be neglected because the
first term is a first order correction in dp. This is seen by taking the definition of
the logarithm of a matrix B in terms of a series, namely

log(B) = i (_1)k+1

D (B — 1)k, (D.3)

and using it to expand the second term of Eq. (D.2) in dp. From now on, we drop

95



96 D Clausius’ relation

the time-argument of the density matrix, calling p = p(0). The logarithm reads

1)k+1

+(p = 1)dp(p— 1) 2+ -+ (p— 1) 'dp| + O(6p”)
= (1

=logp+
k=1

+(p = 1)dp(p = 1)F 2+ -+ (p = 1)*'dp| + O(5p").

log(p + dp) (p—146p)*

o

_1 k+1

[ — D+ 6plp— 1)1

Op(p — 1)1+

Then, the second term of Eq. (D.2) reads
Tr{(p + dp)[log p —log(p + dp)]} =

_ X (=Dt k-1 k-l 2
=—Tr{p Oplp =D 4+ (p— 1) 0p| ¢ + O(5p°)

w

I

—
=

= —Tr {,okij:1 f [k(Sp(p - ]L)k—l]} + O(0p%)

—Tr {dp} + O(6p%) = O(6p%),

(D.4)
where we used the cyclic property of the trace and recognized the series of
1 1 o i i
e = () D) (D.5)

p 1+(p-1) =

In the last step of Eq. (D.4) we used that Tr {dp} = 0.

Therefore, if the bath is large, the first term of Eq. (D.2) approximates the
entropy production well. Additionally, if the initial state is thermal, namely p(0) =
e PMe | 7 we have

AQgp

7A5’B_Tr{[p(0) p()|[~5 5]} = kT’

W (D.6)

which corresponds to Eq. (3.33).



Appendix E

Fluctuation-dissipation bound and
thermodynamic uncertainty relation

In this Appendix we show a connection between the out-of-equilibrium fluctuation-
dissipation bound discussed in Sec. 4.1, and the thermodynamic uncertainty re-
lation introduced in Sec. 2.4.1.

The starting point is the inequality between the average power output P and
its noise S given in Eq. (4.7), which we write as

Ap
P> PEo AT E.1
ST > PkgATyg ko AT (E.1)
where we defined .
g () = xtanh (2) : (E.2)

Since we are focusing on the case in which power is produced, P > 0, we can mul-
tiply both sides of Eq. (E.1) by P without altering the direction of the inequality.
Rearrenging the terms we find the constraint on the precision of the output power

P? P

_ < .
SP = kgATyg (ﬁ%)

At this point, Eq. (E.3) starts resembling the thermodynamic uncertainty relation
of Eq. (2.49). Indeed, in the steady-state regime, the TUR limits the precision of
the steady-state power P as

(E.3)

P? - o

SP =2’
where ¢ is the global entropy production rate [12]. The main difference between
Eq. (E.3) and Eq. (E.4) is that the upper limit on the precision is given by the
average power P in place of the entropy current ¢. Then, we can use the first and
the second law of thermodynamics to write the power P in terms of the entropy
production. Specifically, the first and second law in this steady-state system read

(E.4)

P = _Jhot - Jcold > Oa (E5a)

. . . Jhot Jcold

0 = Ohot + Ocold = —— + >0, E.5b
ot . Thot Tcold ( )
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respectively. Here, Jyot/cold 18 the heat flow into the hot /cold contact, and dy,4¢ Jeold
is the local entropy production in the hot/cold contact. Then, calling nc = 1— %
the Carnot efficiency, we write Eq. (E.3) as

P 2 J) hot + Jcold Thot . Jcold
SP = T RAT I AT R
; g (k AT) Bolg (k AT) X cold (E.6)
S AL [é—cold(nc - 1) - é—hot] < lea
kencg (47) g (k)

where in the last step we used the second law —dpo; < deolq. Crucially, the limit
on the power precision is not given by the global dissipation & as in Eq. (E.4),
but by the local dissipation in the cold contact. Furthermore, since we require
the output power to be positive, this local dissipation is actually larger than the
global one, namely
P2 . .
SP < Ocold > O-AM .
kpg (k AT) kpg (kBAT)
Note that one can write the limit on the power precision of Eq. (E.7) in terms of

the efficiency n = P/(—Jnot) by combining the first law Eq. (E.5a) with Clausius’
relation eolq = Jeold/Teold- The outcome reads

(E.7)

P

A
Spl d kBTcoldg <ILL> S 17 (E8)

kg AT

and sets a constraint on the combination of average power P, noise S¥ and effi-
ciency 7. Note that, in contrast with the classical TUR, we have the factor 1 — 7
instead of nc —n at the denominator [12]. Even though this may suggest that it is
possiblt to achieve finite power at Carnot efficiency, this is not the case. Indeed,
Carnot efficiency is achieved when transport happens in a narrow energy window
de close to the crossing energy € of Eq. (4.1). However, the output power is then
going to be propotional to de?, guaranteeing a vanishing power output at Carnot
efficiency.
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