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Abstract

On the path toward fault-tolerant quantum computing—an endeavor motivated by the
prospect of solving otherwise intractable computational problems in fields such as quantum
chemistry, materials, and optimization—a key challenge is to scale up the number of
quantum bits of information (qubits) a quantum computer can host while not degrading
their performance. To this end, the superconducting quantum processor (SQP) has its
advantages due to its flexible design, compatibility with microchip manufacturing processes,
and addressability by microwaves generated by commercially available equipment.

This thesis is a demonstration of the scalability of SQPs. By adopting 3-dimensional
integration technologies used in semiconductor manufacturing, flip-chip integrated SQPs
can host dozens to hundreds of qubits, compared to the smaller number of qubits a single-
chip architecture can accommodate. The first part of this thesis shows how we transferred
the design of individual components of the SQP—qubits, couplers, readout resonators,
and Purcell filters—into a flip-chip architecture while maintaining good qubit coherence
and high control-and-measurement performance with additional fabrication processes. We
pay special attention to the interchip spacing, an additional design parameter introduced
in the flip-chip architecture, which has a large influence on the parameter predictability
and performance of the SQP.

The second part of the thesis shows how we used these individual components to
design a scaled-up SQP. The design workflow of a multi-qubit SQP, from parameter
design to layout, is elaborated in detail. This workflow has resulted in a 25-qubit
flip-chip integrated SQP, without degrading the qubit coherence and gate performance,
further demonstrating the scalability of flip-chip integrated SQPs. We speed up this
design workflow by introducing an analytic design method for superconducting resonators
based on conformal mapping techniques, which we use to design readout resonators with
parameters that are not affected by variations of the interchip spacing.

Keywords: quantum computing, superconducting quantum processor, 3D integration,
flip-chip integration, design workflow, simulation and design speed-up.
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B. Lienhard, M. Caputo, K. Grigoras, L. Grönberg, J. Govenius,
A. F. Kockum, P. Delsing, J. Bylander, and G. Tancredi, “Transmon
qubit readout fidelity at the threshold for quantum error correction
without a quantum-limited amplifier”, npj Quantum Information 9,
26 (2023)

Paper D

H.-X. Li, D. Shiri, S. Kosen, M. Rommel, L. Chayanun, A. Ny-
lander, R. Rehammar, G. Tancredi, M. Caputo, K. Grigoras, L.
Grönberg, J. Govenius, and J. Bylander, “Experimentally Verified,
Fast Analytic, and Numerical Design of Superconducting Resonators
in Flip-Chip Architectures”, IEEE Transactions on Quantum Engi-
neering 4, 3101312 (2023)

Paper E

S. Kosen, H.-X. Li, M. Rommel, R. Rehammar, M. Caputo, L.
Grönberg, J. Fernández-Pendás, A. F. Kockum, J. Biznárová, L.
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CHAPTER I

Introduction

When Richard Feynman in his 1982 landmark speech [1] said that ‘you can simulate
this (quantum mechanics) with a quantum system, with quantum computer elements,’
he may not have thought that after only 40 years, quantum computers would have
become so real in the world and evolve so fast. Just before the publication of this
thesis, Google announced having used a 105-qubit superconducting quantum processor
to demonstrate an exponential suppression of the logical qubit error rate with quantum
error-correcting codes [2]. At the same time, IBM has announced having built a 1000-qubit
superconducting quantum processor [3]. Both companies have used flip-chip integration
technology to scale up their processors [4, 5], which will be the main topic of this thesis.

1.1 Why quantum computation?

Why do we want to have a quantum computer, a machine to realize quantum computation?
The basic building block of quantum computers, which gives them their unique

‘quantum’ nature, is the ‘quantum bit’ of information, or qubit. Unlike the state of a
classical bit, which can only be in a digital 0 or 1, the state of a qubit, |ψ〉, can be in a
quantum superposition of the two [6]:

|ψ〉 = α|0〉+ β|1〉. (1.1)

The coefficients α, β are complex numbers that must satisfy the constraint |α|2 + |β|2 = 1.
What’s more, two qubits can be ‘entangled’ together as a joint state |Φ〉 that cannot be
separated into two single-qubit states:

|Φ〉 = c1|00〉+ c2|01〉+ c3|10〉+ c4|11〉 6= (α1|0〉+ β1|1〉) (α2|0〉+ β2|1〉) , (1.2)

where the coefficients of this joint state satisfy |c1|2 + |c2|2 + |c3|2 + |c4|2 = 1.
A quantum algorithm is realized by a sequence of quantum gates operating on such joint

states. Different from two-bit Boolean logic gates in ‘classical’ algorithms, which operate
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CHAPTER 1. INTRODUCTION

on one two-bit state at a time [7], a two-qubit quantum gate operates on the coefficients
of all computational basis states (|00〉, |01〉, etc.) of the joint state simultaneously and
creates entanglement between qubits. This is the quantum parallelism, which can give a
cleverly devised quantum algorithm an exponential advantage over a classical algorithm
when applied to some computational problems. Here ‘exponential advantage’ means that
the number of operations (and hence time to solution) grows as an exponential in the size
of the problem (number of bits needed) in the classical algorithm, whereas it can grow
much more slowly, as a polynomial, in a quantum algorithm [6].

The most prominent example of this is the quantum algorithm that Peter Shor had
developed for factoring of integer numbers [8], with important applications in decryption
of widely used public-key cryptography schemes such as the Rivest–Shamir–Adleman
scheme (RSA) [9], which is based on the belief that factoring of integers is ‘hard,’ i.e., it
cannot be done in polynomial time.

After the publication of Shor’s algorithm, more and more efforts have been put into
searching for quantum algorithms that may have an advantage over classical algorithms.
Grover’s algorithm [10] was shown to have quadratic speedup for unstructured database
search. Simulation methods for quantum systems, just as Feynman envisioned, were
proposed to try to utilize the same quantum power that Shor had discovered [11].

1.2 Superconducting quantum processor (SQP)

Among the many physical platforms that have been suggested for the realization of
quantum computers [12], the superconducting quantum processor (SQP), based on circuit
quantum electrodynamics [13], represents one of the most developed and promising
technologies [14]. Its design flexibility and fabrication compatibility with mainstream
semiconductor fabrication equipment have resulted in its rapid growth of scale [3, 15]
after its first prototype was realized [16].

The qubits within an SQP are based on the non-linear behavior of the Josephson tunnel
junctions [17]. Following years of evolution, a rich design landscape of superconducting
qubits has emerged [7, 13], and researchers are developing SQPs based on various kinds
of qubit designs [4, 18–20].

The superconducting qubit modality used in this thesis is called transmon, essentially an
inductor–capacitor (L–C) oscillator whose spectrum has been rendered slightly anharmonic
by the Josephson nonlinear inductance. Its name comes from its original realization
using a transmission line [21]. The transmon has a large shunt capacitor, compared
to its Josephson junction’s own capacitance. Figure 1.1(a) shows a typical design of
the transmon within the SQP. Additional control and readout components are used to
manipulate the transmons and interrogate their states. A dedicated coupler (in our case,
another qubit) mediates the interaction between qubits within the SQP, bringing about
quantum entanglement.

Figure 1.1(b) shows a simple 2-qubit SQP design that contains all the elements just
mentioned. Such a design is generally patterned on a superconducting thin film (here
aluminum) on top of a dielectric substrate (silicon).

4



1.3. SCALING UP IS NECESSARY

Qubit
Coupler

Signal line

Readout resonator(a) (b)

Figure 1.1: (a) Standalone transmon qubit in which the Josephson junction (zoom-in photo)
connects the qubit island and the ground plane. (b) A small SQP made at Chalmers, containing
two qubits connected by a coupler, along with their control and readout components. Picture
adapted from Reference [22].

1.3 Scaling up is necessary

Why do we first design a small SQP like in Figure 1.1(b)? It is quite easy to see that
such a 2-qubit pair design can be viewed as the unit cell of a larger SQP with a square
qubit lattice. An SQP with only 2 qubits can be used to do some interesting scientific
experiments [22, 23], but to demonstrate that a quantum computer is superior to its
classical counterpart, thousands or even millions of qubits need to be linked together [24].

Specifically, there are two factors that result in the need for a large number of qubits.
The first one comes from the necessity of using a quantum computer. For example, as
Feynman discussed in his paper [1], when a quantum system is small, we can still simulate
it using classical computers. Only when the system has too many variables can the benefit
of using the quantum computer surpass the cost of building it. What’s more, we believe
that the larger the quantum system we can simulate, the more interesting phenomena we
can observe, as P. W. Anderson has claimed [25]. A similar argument can also be used
for all other quantum algorithms including Shor’s algorithm. We always pursue those
quantum algorithms that can be run exponentially faster than their classical counterparts
for a fixed size of the problem. Conversely, you can say that when the problem is small,
it may not be cost-efficient to solve it using a quantum computer.

Another factor comes from the imperfection of qubits. Perturbation from their
surrounding environment is unavoidable since the qubits are not completely isolated.
We describe different kinds of perturbation as different noise channels of the qubit. To
overcome these noises, such that the qubit can stay at a target state for as long as we
want, we can either make efforts to suppress these noise channels by better fabrication [26]
and engineering [27], or to correct the errors incurred by the noise by implementing a
quantum error-correcting code [6]. Similarly to classical error-correcting codes [28], a
quantum error-correcting code requires redundancy, meaning that one uses more than
one qubit to represent a single logical qubit in an abstract way. For example, with the

5



CHAPTER 1. INTRODUCTION

quantum repetition code, we can represent a logical qubit by N physical qubits with

|ψ〉L = αL|0〉L + βL|1〉L = αL|0...0︸︷︷︸
N

〉+ βL|1...1︸︷︷︸
N

〉. (1.3)

Notice that |ψ〉L is an entangled state if αL or βL is not equal to zero. The more physical
qubits you link together for one logical qubit, the longer the state of this logical qubit
can last against errors [2, 29]. As the size of the target problem keeps increasing, better
qubits are always needed. For quantum error-correcting codes, a better logical qubit
means more qubits, i.e., the SQP needs to scale up.

1.4 Challenges ahead

However, scaling up an SQP is not easy. At every step of producing a working SQP, i.e.,
its design, fabrication, and operation, there are limits on the number of qubits that can
be involved.

Typically, the finite amount of resources imposes most of such limits on the possible
scale of the final produced SQP. A relatively fixed resource is needed to design a single
qubit, including its control and readout components, and linked couplers. For example,
each qubit’s parameters need to be optimized along with surrounding qubits and then
realized with the help of simulations. Therefore, trying to reduce the design cost per
qubit is a must to scale up the SQP. When the qubit number is large, a small reduction
in design cost per qubit can significantly affect the SQP’s total resource expense.

The fabrication of an SQP not only constitutes a fixed resource cost per qubit, but
also has a large overhead that increases with the scale of the SQP. Usually, the footprint
of a qubit on the SQP is a fixed quantity: as the number of qubits increases, so does
the overall size of the SQP. Considering the cost of fabrication, such an increase in the
SQP’s size likely reduces the yield of each fabrication run due to fabrication variations
and defects [15], which necessitates costly process development and upgrades to the tool
set.

The effort to ensure the constant operation of an SQP also should not be underes-
timated. As the size of the computational problem increases, so does the number of
qubits involved and the complexity of the qubit control system. Continuous calibration of
every qubit is needed to achieve stable high-fidelity qubit control [4]. To correctly and
continuously execute quantum algorithms on the SQP, a complex software stack with
layers of abstraction is built upon the physical device and needs to be maintained [30,
31]. Although similar concepts apply in classical computing, the particularities of the
quantum hardware and ways of operating a quantum computer bring a whole new set
of challenges to hardware and software engineering. From the hardware perspective, to
enable the control and readout of every qubit within the SQP, the number of electronic
control devices should align with the scale of the SQP, which results in a correspondingly
increasing heat dissipation, putting high demands on the cooling system at both ambient
and cryogenic environment [32].

Apart from finite resources, another challenge that scales together with the SQP is
qubit interference. With an increase in size, the total crosstalk induced by other qubits
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1.5. THESIS OUTLINE

for each qubit within the SQP will also increase. The level of crosstalk must decrease
rapidly with the qubit-qubit distance at a threshold rate in order to ensure each qubit’s
functionality, as we discuss in Paper E. This requirement brings additional architecture,
design, and fabrication improvement as the SQP scales up.

Finally, as the physical size of the SQP increases with the qubit number, those noise
channels that scale with chip size will transition from being negligible to significant. For
example, the impact of high-energy radiation only becomes noticeable when the SQP
is large enough, and the frequency of occurrence of such an impact can reach once per
10 seconds [33], which is detrimental to logical qubit state computation using quantum
error-correcting codes. Eventually, much more work needs to be done to mitigate such an
impact [27].

1.5 Thesis outline

As there are so many challenges ahead, scaling up a superconducting quantum processor
is a complex and difficult task. This thesis covers the works that I have contributed to
this project, focusing on tackling the design and simulation challenges.

Chapter 2 briefly introduces the background of 3-dimensional (3D) integration tech-
nology. First, it reviews the advanced packaging technologies used by the semiconductor
industry. And then it discusses the reasons why we would like to adopt these technologies
into the SQP to scale it up further, and the differences in the implementation compared
to the semiconductor industry. It also discusses the requirements for implementing 3D
integration technologies in SQPs.

Within the new architecture, modification of the SQP design and fabrication process
is necessary. Chapter 3 shows the architecture of the flip-chip integrated SQPs, and the
modified design of every component within the SQP. In particular, we demonstrate the
similar performance of these components to that of single-chip designs. It also discusses
the variation effect of interchip spacing on the SQP design, an additional variable imposed
by the flip-chip architecture. This chapter covers the works in Paper A, B and C.

With successful designs of SQP components in the flip-chip architecture, Chapter 4
then discusses how to design a scaled-up flip-chip integrated SQP in detail. It goes through
a design workflow that includes architecture, parameter, and layout design, and then
discusses the design verification step that will become more and more necessary when the
size of the SQP becomes larger. This chapter summarizes our design experiences of the
SQPs used in Paper D and E.

Chapter 5 focuses on how to speed up the design and simulation of the readout
resonators, a necessary component to read out the state of qubits. It shows that we can
use only the 2-dimensional (2D) cross-section of the resonator to predict its resonant
frequency and coupling quality factor to its readout line. Such work is important because
each qubit needs one readout resonator, and when the scale of SQP is large, saving the
computational resources spent on these resonators, e.g., reducing the simulation time
by three orders of magnitude, can greatly accelerate the design workflow. It also shows
a modified resonator design that can overcome the effect of variations of the interchip
spacing discussed in Chapter 3. This chapter is based on the work of Paper D.
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CHAPTER 1. INTRODUCTION

This thesis ends with a summary in Chapter 6 and appended papers that have been
mentioned above. Though a single PhD thesis definitely cannot contain all the aspects
of scaling up an SQP, I hope this thesis can give the reader a clear overview and some
understanding of the challenges we face and the solutions we propose, so as to finally
build a quantum computer that can benefit society.
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CHAPTER II

3-dimensional (3D) integration technology

In the history of the semiconductor industry, the chip packaging technology generally
evolves together with the scaling of the chip [34]. Recently, rather than making a
monolithic system-on-chip (SoC), building up a SoC by so-called chiplets [35] has become
a trend to satisfy end users’ growing needs of system performance while at the same
time keeping the cost down, since not every functionality within the SoC needs the most
advanced fabrication process. As a result, advanced packaging technologies [36] that serve
to integrate these chiplets into one SoC are becoming a hot topic within the semiconductor
industry. Coincidentally, in the field of superconducting quantum computing, the scale
of SQPs has reached a level where adopting 3D integration technologies from advanced
packaging technologies has become a necessity.

This chapter starts with a brief review of the advanced packaging technologies currently
used by the semiconductor industry. We then shift our attention to quantum chips,
discussing the reason why people introduce 3D integration technologies into SQPs, and
the differences between classical chips and SQPs regarding these technologies. We then
talk about the challenges of implementing 3D integration technologies into SQPs and
these techonologies’ future trends.

2.1 Advanced packaging in semiconductor industry

Following the exponential increase of the transistor number that Moore’s law [37] had
successfully predicted, the packaging technology has also evolved to keep up with the pace
of the increase of the chips’ input/output (I/O) density and data speed [34]. Following
years of development, more and more complex packaging technologies have been developed
to integrate the most advanced chips of each generation.

In the early times, packaging was a step after the chip was made, during which the
chip is encapsulated by the epoxy molding compound and placed on top of an organic
or ceramic printed-circuit board (PCB), like surface-mount technology [38]. However,
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CHAPTER 2. 3-DIMENSIONAL (3D) INTEGRATION TECHNOLOGY

as the chip becomes denser and smaller, the first packaging step that a silicon chip
experiences is more and more likely to be another silicon chip for signal routing, before
being encapsulated and placed on the PCB. Such advanced packaging step often occurs
in 2.5-dimensional integrated circuits (2.5D-IC) or 3D-IC [36].

A 2.5D-IC architecture typically includes an interposer made of silicon to host the
connections between chiplets that have different functionalities. As shown in Figure 2.1(a),
the chiplets are attached to the interposer through micro-bumps using flip-chip bonding
technology. After that, the interposer is again attached to the package substrate or PCB
using a different bonding technology. To reach the transistors on the top chips, signal and
power go through bumps between the layers and vias within the interposer. For 3D-IC,
the difference is that the connection between chips is not through an interposer, but by
stacking one chip on top of another chip through flip-chip bonding, with bumps between
the two chips and vias within the bottom chip to deliver signal and power to the top chip,
as shown in Figure 2.1(b).

(a) (b)
Chip 1 Chip 2 Chip 3

Interposer

Package substrate or PCB

Chip 1

Chip 2

Package substrate or PCB

Micro-bump

Via

Bump

Figure 2.1: (a) 2.5D-IC architecture. (b) 3D-IC architecture.

As we can see, both 2.5D and 3D-IC have used the flip-chip bonding technology to
integrate the chips together. Actually, flip-chip bonding technology was invented quite
early. Historically, in order to increase the I/O port number between the chip and the
PCB, people transitioned from putting the I/O ports on the four edges of the chip to
the front side of the chip, such that the port number can increase with the square of the
chip’s size, rather than just linearly [39]. As a result, the chip then needs to be flipped
and bonded using bumps to facilitate its connection to the PCB. Following the increase
of the chip’s transistor count and density, both the pitch between bumps and the size of
the bump shrink considerably to match the increase of I/O number, but such a packaging
method is always called flip-chip bonding technology.

Via connections is another technology that is always required by 2.5D and 3D-IC
architecture. If the interposer or the bottom chip is made of silicon, through-silicon vias
(TSVs) that are filled with conductive metal are used to realize the signal and power
connection between the top side and the bottom side of the interposer or the bottom
chip. When the chip’s transistor density increases, the pitch of the TSVs will decrease
accordingly.
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2.2. 3D INTEGRATION IN SQP

2.2 3D integration in SQP

Typically, qubits within an SQP are fabricated on the surface of a silicon chip, the same
substrate used for complementary metal-oxide-semiconductor (CMOS) transistors [40]. In
the CMOS process, the transistor’s source, drain, and gate are made within several layers
on the chip surface. However, unlike the semiconductor chip with transistors that are
able to proceed to build additional layers of interconnects on top of the transistors to link
them together on the same chip, the general practice in SQPs is to keep qubits facing
the air, so as to avoid additional losses [41] that are detrimental to the qubit coherence.
As a result, the control and readout lines to address these qubits have to route on the
same plane as the qubits from the edge of the SQP, and then connect to the PCB via
wirebonds, as illustrated by Figure 2.2.

Figure 2.2: A single-chip 5-qubit SQP at our lab. There are wirebonds connecting SQP’s
control and readout lines from SQP’s launch pads on the edges to the CPW lines on the PCB
(gold). Within the SQP, the control lines on the top part of the SQP are using airbridges [42] to
jump across the readout lines of the qubits (red circles with a zoom-in image of the airbridges at
the crossing point.). Photo of the SQP is taken by Dr. Christopher Warren.

2.2.1 Separating the qubits from their control lines

When the SQP is scaling up, meaning the qubits are linked by couplers to form a square
lattice, routing lines on the same layer as that of qubits cause problems. Since each
qubit needs at least one control line, to address the center qubit of a 3× 3 square lattice,
crossover is unavoidable between the control line and the couplers along the way. When
the qubit number is small, the crossover can be resolved by using airbridges to make the
control lines jump over the coupler [43], as shown in Figure 2.2. However, as the number
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of qubits increases, so do the number and the density of these crossovers. Continuing
using airbridges can result in a low yield of the SQP fabrication and considerable crosstalk
between couplers.

To avoid using airbridges, and at the same time satisfy the constraint that qubits
should face the air first, putting all the lines on another chip’s surface and making this
chip’s surface hover above the qubits and couplers with a distance, is a natural solution.
We call the chip that hosts lines the control chip (C-chip), while the chip that hosts qubits
and couplers, the qubit chip (Q-chip). The separation between the C-chip and the Q-chip
can be realized by the flip-chip bonding technology similar to the technology in advanced
packaging [44], with bumps located around the qubits and couplers on the Q-chip side,
and the lines on the C-chip side passing through the rows of bumps, as illustrated by
Figure 2.3.

Figure 2.3: 3D model of a flip-chip 2-qubit SQP, where C-chip and Q-chip are separated by
bumps sitting between the two under-bump metalization layers (gold color dots). A detailed
description of this flip-chip architecture is in Chapter 3.

2.2.2 Controlling the qubits vertically

As the number of lines to control the qubits increases with the scale of the SQP, we will
face the same problem as the classical semiconductor chip, in which the chip size is mostly
determined by the number of I/O ports on the edge. A mere separation of the SQP into
two chips cannot solve this problem. However, if the control lines can vertically approach
the qubit, not only can we eliminate the crossovers, but we can also vastly reduce the
required chip size, since now the allowable number of I/O ports is proportionally increased
with the chip area, rather than the chip’s edge length.

For single-chip SQPs, the lines can be realized by vertical pins directly penetrating
from the sample holder’s lid [45, 46]. If the SQP has been separated by C-chip and Q-chip
using flip-chip bonding technology, the lines can then be vertically routed through the
C-chip by vias, and fanned out on the back side of the C-chip, as illustrated by Figure 2.4.

12



2.2. 3D INTEGRATION IN SQP

Figure 2.4: Cross-section of a flip-chip integrated SQP implemented with TSVs, in which the
C-chip is called interposer, and there is a third chip under the C-chip to redistribute the lines to
the outside. Figure adapted from Reference [47].

2.2.3 Differences from classical advanced packaging technologies

It is easy to see the similarity of SQP architectures, as described above, to 2.5D-IC,
where we can view the C-chip as the interposer and the Q-chip as an active classical
chip. Or, if we put some qubits on the C-chip, the architecture more closely resembles
3D-IC. Therefore, people may think that we can directly adopt the advanced packaging
technologies used in the semiconductor industry during the scaling up of the SQP. However,
since the working principles of a superconducting qubit and a transistor are not the same,
there will be differences between the implementations of 3D integration technologies on
these two kinds of chips.

The first difference is the usage of underfill [38]. The step after the flip-chip bonding
for 2.5D-IC and 3D-IC generally includes injecting underfill between the chip and the
interposer (or another chip) to strengthen the package’s mechanical robustness and isolate
the bumps from the environment. However, for SQPs, to fulfill the requirement that
qubits should face air to avoid additional losses has blocked the potential usage of underfill.
As a consequence, the mechanical robustness of the flip-chip integrated SQP may be lower
than the classical semiconductor chips.

The second difference is the role of bumps and vias. For a transistor to work, it
needs a stable current supply to be able to go through its source and drain. But
for a superconducting qubit, it ideally only needs pulsed microwave signals through
capacitively-coupled control lines as an energy supply to change its state. (A different
case is frequency-tunable qubits [7] and couplers; they need constant current to generate
fixed-amount magnetic flux to maintain their frequencies, but the current doesn’t need
to go through the qubits/couplers directly.) Therefore, the bumps in an SQP are not
necessary to facilitate the delivery of energy. They can work only as mechanical support
and galvanic connections between the Q- and C-chip. On the other hand, in addition
to delivering microwave signals to the qubits, the vias also connect the chip’s two sides
galvanically and suppress the low-frequency chip mode that may act as the mediator of
qubit crosstalk.

The third difference is in the property of components. From the eyes of an electrical
engineer, there is no active component inside an SQP. A superconducting qubit/coupler
is no more than a parallel combination of a capacitor and an inductor (with some non-
linearity), which can still be categorized as passive elements [48]. Therefore, there is
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CHAPTER 2. 3-DIMENSIONAL (3D) INTEGRATION TECHNOLOGY

no strict rule to forbid us from moving qubits, resonators, etc. between the Q-chip and
the C-chip with adjusted designs. From this aspect, a flip-chip integrated SQP has an
architecture that sits in the middle between 2.5D and 3D-IC architectures.

2.2.4 Implementation requirements

When we make an effort to introduce a new architecture to our SQPs, we always want
such a change to improve some aspects of the SQP while not causing a severe hit on its
other properties. 3D integration technologies are known to improve the scalability of an
SQP, but to clear their way to becoming well-accepted technologies used, there are two
obstacles that we have to overcome.

The first one is the maintenance of the SQP’s performance. Since a qubit’s surrounding
electromagnetic environment will be altered under the new architecture, and will go
through additional fabrication processes, it is then reasonable to ask whether the coherence
of the qubits in the new SQP can be at least the same as that of the old, single-chip
SQPs. The same question can also be asked for single-qubit and two-qubit gate fidelities.
If the resulting performance of the SQP with the new architecture is worse than the old
one, it means that either the introduced additional loss on the qubit is significant, or
there are some unknown effects. Both cases will create more uncertainties regarding the
relationship between the performance and the complexity level of the design, and in the
face of large uncertainties, people usually hesitate to move forward.

The second obstacle is the reduced yield of the fabrication. In general, there is a
cumulative decay of the yield of the final device if each fabrication step has a yield less
than 100% [49]. To obtain an acceptable yield of the SQP in the end, adding one more
fabrication step means that the yield of each previous step needs to improve accordingly.
Since moving SQPs to the 3D architecture will certainly add multiple steps to the whole
fabrication process, maintaining the original yield, or even trying to improve it, at the
same time will be a very hard task, but it is necessary for keeping the overall fabrication
cost down.

2.3 Discussion of the future trend

Similar to the development of semiconductor chips, the required density of bumps and
vias on SQPs will increase dramatically in the future. Current superconducting qubits
typically have a size at the order of hundreds of micrometers [50–52]. Taking its size as
500 µm, with 1000 qubits we will need at least 256 mm2 of the chip area, which is already
comparable to the size of modern processors, but later has billions of transistors [53]. If
such a qubit size is kept constant, the chip area will be too large for hosting millions of
qubits [24]. Therefore, reducing the qubit size is necessary, along with the pitch and the
size of bumps and vias if 3D integration technologies are implemented. We can expect
that the most advanced packaging technologies in 2.5D and 3D-IC will be adapted to
SQPs to meet such needs accordingly.

On the other hand, as the number of qubits increases, so does the number of control
lines for qubits and couplers within the SQP. However, when the SQP has millions of
qubits, it is economically unrealistic to connect all these lines to the room temperature
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microwave sources and measurement tools as we do in our current setups [32]. Efforts
are already under way to reduce the number of I/O lines between ambient and cryogenic
temperature by replacing room-temperature arbitrary waveform generators with digital
logic units at cryogenic temperature close to the SQP [54, 55]. Following the trend, such
a logic unit can be integrated together with the SQP within one package, similar to the
system-in-a-package (SiP) technology in the semiconductor industry.
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CHAPTER III

Flip-chip integrated SQPs

As a widely used packaging method in the semiconductor industry [36], flip-chip bonding
of one chip onto another is a mature technology. However, unlike transistors in classical
semiconductor processors, qubits inside the superconducting quantum processor (SQP)
are much more sensitive to defects surrounding them, hence the performance of SQPs
may suffer from the additional fabrication processes for flip-chip integration. In addition,
one may ask whether a qubit’s coherence can still be maintained when there is an another
chip hovering a few micrometers above the qubit.

This chapter shows the performance of the essential components of a flip-chip integrated
SQP. It will show that the performance of these components is similar to that of the single-
chip architecture, demonstrating that the change in the electromagnetic (EM) environment
and additional fabrication processes do not necessarily degrade the performance of an SQP,
while transitioning to the flip-chip architecture can significantly improve its scalability.

3.1 3D structures in flip-chip integrated SQPs

Our flip-chip integrated SQPs consist of two chips. The top chip is called the qubit chip
(Q-chip), which contains qubits and couplers that are the basis of SQPs. The bottom
chip is called the control chip (C-chip), containing all the components and feedlines to
control and read out the qubits. By separating these components into two chips, SQP’s
scalability can be improved by simplifying the signal routing and suppressing crosstalks
among qubits and couplers. In our flip-chip architecture, the components on the surface
of each chip face each other after flip-chip bonding the Q-chip onto the top of the C-chip.
See Figure 3.1, which shows the cross-sectional schematic of a flip-chip integrated SQP.
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Q-chip

C-chip
PCB

Sample box
(Bottom part)

Substrate
Ground

Bump
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Qubit & Coupler
Control & Readout

Wirebond

Figure 3.1: Cross-section of a flip-chip integrated SQP (not to scaled). Our flip-chip integrated
SQP is connected to the outside world through a PCB via wirebonds and is encased in a sample
box.

(b)

(c)

(a)

Figure 3.2: 3D structures for flip-chip integrated SQPs. (a) The scanning electron microscope
(SEM) image of a bump sitting on top of UBM and the ground metal plane on the surface of the
C-chip or Q-chip before the flip-chip bonding process. (b) Air-tunnel that covers the feedlines on
C-chip. (c) a TSV that goes through the chip’s substrate, with a zoom-in SEM image of each
layer’s material, fabricated by VTT (Paper B).
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Figure 3.2 shows additional 3D structures that are implemented in our flip-chip inte-
grated SQPs. Most of these structures are not new, as they have been widely used in
semiconductor industries. The challenge lies in the choice of materials and fabrication
processes that can maintain the performance of the SQP that has been achieved in the
single-ship architecture [22].

Following is a brief description of 3D structures in flip-chip integrated SQPs:

• Air-tunnel: The air-tunnel is a 3D structure that is similar to airbridges used in
single-chip SQPs [42]. Its usage is to suppress the feedlines’ slotline mode and to
stitch the separated ground plane of the chip to minimize the parasitic modes due
to feedlines or other components on the chip, and shorten the return current path
to minimize the flux crosstalk.

• Bump: Bumps act as the main supporting structure in the flip-chip integrated
SQP to separate the top and the bottom chips. The interchip spacing is the most
important parameter introduced by the flip-chip architecture since it can influence
all components within the SQP. The height of a bump after bonding determines
the interchip spacing. The bumps are generally chosen to be superconducting at
cryogenic temperature, so they are also used as a conducting path between the
ground planes of the two chips. A well-designed bump pattern across the SQP can
reduce or even eliminate the need for air-tunnels in flip-chip integrated SQPs, as
in Paper E. Bumps can also be used for signal routing from one chip to another
chip [56].

• Under-bump metalization (UBM): UBMs consist of one or several layers of
thin films between the bump and the wiring layer. Their main purpose is as a
diffusion barrier to avoid the direct contact between the bump material and the top
metal layer of the chip, which may otherwise form intermetallic compounds [44, 56].
In addition, UBM can help with bump formation and ensure a galvanic connection
between bumps and the chip’s ground plane.

• Through-silicon via (TSV): TSV is a vertical structure etched through the
silicon substrate of the chip. By depositing a thin metal layer within the via, it
can provide galvanic connectivity between the two sides of the substrate, such that
signals can be routed between the two. By connecting both sides’ ground planes,
the fundamental frequency of the device’s chip mode can be shifted well above the
working frequencies of the SQP [56, 57]. It also can directly work as part of a qubit
or a readout resonator of the SQP [58].

3.2 Fabrication process

In this section, we will briefly describe how flip-chip integrated SQPs have been made in
our laboratory. A more detailed description of the fabrication process can be found in
Paper A.
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We use high-resistivity intrinsic silicon wafers as the substrate for both the Q-chip
and the C-chip. We do the wafer cleaning process by going through Standard Cleaning
1, a generally used cleaning procedure for removing organic residue from silicon wafers,
and HF dip for removing native oxide on the surface of the silicon wafers [59], and then
immediately load the wafer into the evaporator. We deposit an aluminum (Al) thin film
on top of the substrate, then sputter a niobium nitride (NbN) thin film on a patterned
lift-off resist to form UBMs. The wiring layer of the chip is defined by etching out of the
Al film.

We fabricate Josephson junctions using the patch-integrated cross-type technique [60]
on the wafer containing the Q-chips. Next, indium (In) is evaporated on a patterned thick
resist, and 7 µm-high In bumps are formed after resist lift-off. The Q-chip and C-chip are
diced from the wafers, and the Q-chip is flip-chip bonded to the C-chip by mechanical
compression by approximately 50% at room temperature.

The fabrication of TSVs was developed independently for a single-chip device and has
not yet been integrated into the fabrication process of flip-chip integrated SQPs. The via
holes of the TSVs are etched through the back side of the wafer and stopped by the thick
titanium nitride (TiN) membranes patterned on the front side. The inner walls of the
vias and the back side of the wafer are coated with TiN to enable conductivity between
the front and the back side of the chip. A detailed fabrication process of TSVs can be
found in Paper B.

3.3 Individual qubit performance

It is necessary to show that the additional fabrication processes of flip-chip integrated
SQPs do not degrade qubit coherence compared to those of a single-chip architecture.
The coherence of individual qubits in a flip-chip architecture, i.e. qubits not connected
by couplers, is a good benchmark. Figure 3.3(a)-(b) shows the circuit diagram and the
layout of such an individual qubit, together with its readout resonator.

Figure 3.3(c)-(b) shows qubits’ relaxation time T1 and decoherence time T ∗2 that are
comparable to what we usually achieve in the single-chip architecture [22].

To illustrate the reason why the flip-chip fabrication process has not degraded the
qubit coherence, we conduct 2D EM simulations on the cross-section of a CPW line in
both single-chip and flip-chip architecture. Since the majority of coherence loss of the
qubit at cryogenic temperature comes from the two-level systems (TLS) [41] within the
interfaces between metal thin film, substrate, and the vacuum (air), we can obtain a
Q-factor of the cross-section by simulating the energy participation ratio of each interface
and calculate it using the following equation [26]:

1/Q =
∑

i

pi tan δi, (3.1)

where pi is the simulated participation ratio for each domain i and tan δi is the domain’s
loss tangent. The participation ratio pi of a domain Ωi is calculated by

pi =
wi

w
, wi =

∫

Ωi

εr(Ωi)
∣∣∣ ~E(~r)

∣∣∣
2

d~r, w =
∑

i

wi, (3.2)
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3.3. INDIVIDUAL QUBIT PERFORMANCE

where εr(Ωi) is the relative permittivity of domain Ωi, and ~E(~r) is the simulated electric
field (E-field).

Figure 3.4(a) shows the E-field distribution of both architectures. We found similar
Q-factors of CPW lines in single- and flip-chip architectures, as shown in Figure 3.4(d),
indicating that the total loss that a qubit experiences is similar within both architectures.
The detailed simulation setup can be found in Paper A.
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Figure 3.3: (a) Circuit diagram of an individual qubit, separating Q-chip and C-chip. (b)
The physical layout of the qubit, with a zoom-in illustration of the Josephson junction design.
The qubit’s control (XY) pulse and readout pulse are sent from its readout line. (c) Table of
parameters of five measured individual qubits. f01 is qubit’s frequency and α is the anharmonicity
of the qubit. EJ is the Josephson energy and EC is the charging energy [13]. (d) Example of
qubit’s coherence times T1 and T ∗

2 fluctuations over time of one of the qubits, with accumulated
histograms.
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Figure 3.4: 2D simulation of the E-field within the single-chip and flip-chip architecture. (a)
Contour plots of the E-field magnitude for the same CPW geometry in both single-chip and
flip-chip environments. The arrow indicates the direction of the E-field. (b) Designation of the
various domains for the participation ratio simulation. (c) Parameters used in the simulation. (d)
Calculated total Q-factor and participation ratios of the different domains for both single-chip
and flip-chip architectures.

3.4 Two-qubit pair as a unit cell

An SQP contains not only qubits but also couplers between the two adjacent qubits,
which enable two-qubit interaction. A proper design of a two-qubit pair containing two
qubits and one coupler, together with their control and readout components on the
C-chip, can work as a basic unit cell to construct SQPs with arbitrarily large numbers of
interconnected qubits. Figure 3.5(a) and (b) show the circuit diagram and the physical
layout for a two-qubit pair in flip-chip architecture.

As illustrated by Figure 3.5(b), for such a coupled two-qubit design, the single-qubit
gate is performed via the drive line beneath the qubit. Since we use the parametric
controlled-phase gate [61, 62] as our native two-qubit gate, a flux-tunable qubit is used
as a coupler, and we control the coupler through the current loop at the end of the flux
line. The qubit’s states are read out through their corresponding readout resonators.
Figure 3.5(c)-(d) show the fidelities of both single- and two-qubit gates using randomized
benchmarking experiments [63], and their values are comparable to what we can achieve
in the single-chip architecture [22].
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Figure 3.5: (a) Circuit diagram of the two-qubit pair design, separating Q-chip and C-chip. (b)
The physical layout of a two-qubit pair, with a zoom-in illustration of the SQUID (superconducting
quantum interference device that made of a loop of two parallel Josephson junctions such that the
coupler’s frequency is tunable by the magnetic flux.) of the coupler. The control (XY) pulse and
readout pulse are sent to the qubit through the drive line and the readout line separately. The
coupler is controlled through a flux (Z) line. (c) Measured single-qubit gate fidelity (≈ 99.95%)
and (d) two-qubit gate fidelity (≈ 98.65%) using randomized benchmarking (RB) and interleaved
randomized benchmarking (iRB).

3.5 Purcell filter for qubit readout

To read out the state of a qubit, the qubit must couple to a readout line. However, such
coupling creates an energy leakage channel for the qubit. The stronger the coupling for
faster measurement, the worse the leakage will be. Generally, to suppress such leakage,
and at the same time still realize fast measurement of the qubit, a readout resonator
is dispersively coupled to the qubit [13]. The measurement of the qubit state is then
realized by monitoring the resonator’s qubit-state-dependent resonant frequency through
the readout line that is coupled to the resonator only. However, though suppressed, the
energy leakage of the qubit cannot be completely eliminated. The decaying mechanism
of qubit excitation through its readout resonator is called Purcell decay [64], which is in
essence the excited qubit’s spontaneous emission of a photon into the readout resonator.

To further suppress the qubit energy leakage, a second resonator is introduced between
the first resonator and its readout line. We call the second resonator the Purcell filter [65].
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When multiple qubits and their readout resonators exist, each qubit’s readout resonator
can couple to one Purcell filter that has the same resonant frequency and bandwidth as the
readout resonator [66]. Alternatively, the Purcell filter can be a long single-pole resonator
that simultaneously couples to multiple readout resonators, hence multiple qubits at the
same time, with its central resonant frequency near the readout resonators’ frequencies and
a large bandwidth to include all the coupled resonators [67], while the qubit frequencies
lie at the high attenuation part of the Purcell filter transmission spectrum. Such a Purcell
filter can be called a common Purcell filter. Detailed theory describing how Purcell filter
works can be found in Paper C.

Both types of Purcell filters can be implemented in flip-chip integrated SQPs. We choose
to use the common Purcell filter because of its simplicity in layout and less sensitivity to
the variations in the fabrication process. Figure 3.6 shows the circuit diagram and the
layout design of such a Purcell filter, together with a parameter optimization diagram for
one qubit coupled to this Purcell filter.

Benefiting from the further suppression of the qubit’s Purcell decay, we can now design
the qubit to be much more strongly coupled to its readout resonator, such that the readout
speed can be significantly increased while at the same time retaining the qubit’s high
coherence. The transmission spectrum of the Purcell filter together with five strongly
coupled readout resonators is shown in Figure 3.7. Table 3.1 shows the measurement
time (τm) of the Purcell filter-protected qubits (Q16-Q20) when their two-state readout
assignment fidelity reaches maximum (Fmax

a ), compared to those qubits without Purcell
filter (Q21-Q25). In general, qubits protected by the Purcell filter exhibit higher readout
fidelity with shorter measurement time.

It is noticeable that both kinds of qubits have similar coherence times (T1, T ∗2 ) that are
much smaller than Purcell limit Tp, the relaxation time limit of the qubit due to Purcell
decay, meaning their coherence times are limited by loss channels other than the Purcell
decay. To illustrate, Figure 3.8 shows that the T1 of the qubit is capped by losses from
other channels if Tp is much higher than Tother, where Tother is qubit’s relaxation time
limit if it has no Purcell decay. It is worth emphasizing that the goal of Purcell filters in
SQPs is to retain the qubit coherence while improving the qubit’s readout fidelity and
shortening the measurement time by increasing the coupling rate gq,r between the qubit
and the readout resonator. To this end, our implementation of the Purcell filter in the
flip-chip integrated SQP has fulfilled this goal.
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Figure 3.6: (a) Circuit diagram and (b) physical layout example of five qubits and readout
resonators coupled to a common Purcell filter. The Purcell filter is a half-wave (λ/2) resonator
defined by two capacitors which impose open boundary conditions at the input and output ports
of the readout line. (c) Parameter optimization diagram of one of qubits coupled to the Purcell
filter to determine the qubit-resonator coupling rate gq,r and resonator-filter coupling rate J that
satisfy the optimal readout condition 2χ/κeff

r = −1 [13], and the resulting Purcell limit Tp. Here
χ is the dispersive shift of the readout resonator, and κeff

r is the effective leakage rate of the
readout resonator in the presence of the Purcell filter. The dashed line indicates the maximum
possible gq,r our layout design can achieve.
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Figure 3.7: The transmission, S21, spectrum of the readout line with a common Purcell filer,
coupled to five readout resonators and qubits. The fit function of the curve is theoretically
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Qubit
Nr.

f01

(MHz)
gq,r/2π
(MHz)

Tp
(µs)

T1

(µs)
T ∗2

(µs)
Fmax

a

(%)
τm

(µs)
Q16 4208 126 1535 36 46 99.44 0.84
Q17 5079 109 1937 36 47 99.05 1.04
Q18 4398 278 1369 44 72 99.07 0.68
Q19 4656 220 2175 50 40 96.83 0.66
Q20 4033 255 681 35 41 99.34 0.78
Q21 4964 53 513 26 51 96.04 2.08
Q22 4420 55 617 57 65 98.19 1.75
Q23 4855 46 587 31 56 97.17 2.1
Q24 4167 66 506 47 60 98.58 1.97
Q25 4766 58 583 27 26 78.59 1.07

Table 3.1: Qubit characterization results of two readout lines, in which one line is replaced by
a common Purcell filter shown in Figure 3.6(b) and qubits on this line (Q16-Q20) are strongly
coupled to the readout resonator, while another line has no the Purcell filter and qubits (Q21-Q25)
are weakly coupled.
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Figure 3.8: Expected qubit relaxation time T1 at different values of the Purcell limit Tp,
considering losses from other channels that also limit the qubit’s relaxation time to Tother. The
resulting qubit relaxation time is calculated by 1/T1 = 1/Tp + 1/Tother [26].

3.6 Interchip spacing variation effect

In the flip-chip architecture, one of the most important parameters is the interchip spacing
between the C-chip and the Q-chip. Since most of the components have a relatively
large footprint on the chip, the variation of the interchip spacing can significantly affect
the performance of the SQP components through the change of their self and mutual
capacitances and inductances. This section shows how the interchip spacing affects these
components under global and local variations of the interchip spacing across the processor.
Since in our current multi-qubit, flip-chip integrated SQP design, which will be discussed
in Chapter 4, all components on one chip face the ground metal plane of another chip,
we only discuss such a scenario in this section. Discussions on the scenario in which the
readout resonators face the silicon substrate of the opposite chip will be discussed in
Chapter 5.

3.6.1 Global variation

When there is a variation in the calibration of the flip-chip bonding force, or other factors
resulting in a global variation of the height of the formed bumps prior to the bonding step,
the fabricated flip-chip integrated SQP may have a homogeneous deviation of interchip
spacing from the target value across the whole processor. This global shift will cause all
components of the SQP to have certain deviations from their designed parameters.

A deviation of the interchip spacing changes a component’s capacitances and geometric
inductances to its surrounding ground plane and to other nearby components, which then
change the component’s other related design parameters, resulting in a deviation from its
intended performance.

For CPW lines that make up the feedlines (qubit’s drive line and readout line, coupler’s
flux line), readout resonators, and Purcell filters, the variation of interchip spacing
propagates to the variation of the characteristic impedance of the CPW lines. Typically,
the characteristic impedance of the feedlines is designed to be the same as lines outside
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the SQP. The mismatch of the impedance at the boundary of the SQP, if the deviation of
interchip spacing is too large, can cause significant input and output signal reflections [68],
reducing the effectiveness of qubit control and readout. Figure 3.9 shows the change of
the readout lines’ characteristic impedance as the interchip spacing changes. For readout
resonators and Purcell filters, a change in characteristic impedance results in a change in
their resonant frequencies and, thus, their coupling rates to other components. A detailed
derivation of the effect of interchip spacing on CPW lines and thus resonators will be
discussed in Chapter 5.

The interchip spacing that a qubit sees affects the qubit’s frequency f01 and its
coupling strength to its readout resonator gq,r and drive line, as the capacitance between
the qubit island and the C-chip’s metal film on the surface is directly correlated with
the interchip spacing. Figure 3.10 shows the effect of the interchip spacing deviation on
qubits’ parameters, in particular to its Purcell limit time (TP ) that sets the upper limit
to the qubit’s lifetime T1 in the absence of other loss channels.
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Figure 3.9: Feedlines realized by CPW lines have characteristic impedance changing with the
interchip spacing in the flip-chip architecture. The CPW line here has a center width of 9 µm
and a gap of 10 µm. The gray dashed line indicates the characteristic impedance when the
interchip spacing is at its target value of 8 µm.
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Figure 3.10: Qubit parameters change with the interchip spacing (d) when it deviates from the
target value (dtarget). The two qubits are from Figure 3.5(b) and the low Purcell limit time (TP )
of qubit 2 at dtarget is due to higher-than-expected qubit frequency (f01) resulted from deviated
Josephson junction size. fr is the resonant frequency of readout resonator. Qubit’s T1 limit due
to decay through the drive (XY) line is also calculated and combined with qubit’s Purcell decay
within the figure.

3.6.2 Local variation

The non-uniformity of the bump height across the chip (chip tilt) and the chip’s own
non-flatness (chip warp) can cause local variation over the flip-chip integrated SQP,
meaning that depending on each component’s location, a different interchip spacing is
seen by the component, causing a mismatch of design parameters between two adjacent
components. In addition, for components with large footprints, such as the common
Purcell filter, the prediction of its parameters becomes much harder.

For example, under certain conditions, the chip tilt is detrimental to the multiplexing
readout of qubits. As the number of qubits increases with the scale of the SQP, more and
more qubits must be read out through their readout resonators that are coupled to a single
readout line. Due to the limited bandwidth of arbitrary waveform generators, the resonant
frequencies of these readout resonators need to be arranged within a small bandwidth.
Currently, a 200 MHz frequency separation is used between different resonators. A 1 µm
change of the interchip spacing roughly corresponds to a 100 MHz shift of the resonator
frequency (details will be shown in Chapter 5 and can be found in Paper D). This means
that if the chip tilt causes two resonators that are close in frequency to have a 2 µm
interchip spacing difference, a frequency collision is expected to happen.
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3.7 Further developments in flip-chip architecture

The full integration of TSVs is expected to be the next step in the development of the
flip-chip architecture to improve ground plane stitching for the suppression of chip mode
and parasitic modes. In addition, TSVs can be used for signal routing with the utilization
of a redistribution layer (RDL) as a third layer below the C-chip [56] to simplify the
wiring layer on the C-chip. The connection between TSVs and RDL can be realized by
an additional sets of bumps between the C-chip and RDL.

Another promising development is to flip-chip bond multiple Q-chips (chiplets) to a
single C-chip in a multi-chip module (MCM) [69], similar to 2.5D-IC architecture in the
semiconductor industry. The major advantage of such a packaging method is to reduce the
variation of Josephson junction resistance and the number of defects within the SQP. As
the number of qubits an SQP is expected to host keeps increasing, so does the size of the
Q-chip. Unfortunately, fabrication variation and the number of defects also increase with
the size of the Q-chip. This results in a lower yield per fabrication round and translates
to a too-high cost for making large SQPs. Treating each Q-chip as a chiplet with a small
number of qubits can then enable us to scale up the SQP while keeping or even shrinking
the size of the Q-chip. Supported by pre-bonding verification steps (Josephson junction
resistance probe and defect inspection), we can discard those Q-chips with defects or
those that are out of the parameter tolerance range. In this way, building a large SQP by
flip-chip bonding of multiple ’good’ small Q-chips on a large C-chip is feasible.
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CHAPTER IV

Design of a multi-qubit, flip-chip integrated SQP

Similarly to developing a classical semiconductor processor, the full design cycle of an
SQP goes through four stages: chip specification, design, fabrication, and charac-
terization. At the stage of chip specification, before any design effort is devoted to
our SQP, we must determine how many qubits and couplers should be placed inside the
SQP. This needs to consider the SQP’s intended usage, such as target algorithms and
applications, as well as general constraints like the chip size, available I/O ports, etc. As
an example, our largest flip-chip integrated SQPs to date have 25 qubits and 40 couplers,
based on the footprint of the two-qubit pair shown in Chapter 3 and our conventional
Q-chip size of 12 mm× 12 mm. The number of required I/O ports for control and readout
lines is 75, which is within the number of ports (80) our current PCB and sample holder
can provide.

After chip specification, design can start. This chapter describes the design process
of a scaled-up multi-qubit flip-chip integrated SQP and, in the end, discusses necessary
improvements to the current design process if we aim to scale up the SQP further.

4.1 General design workflow

The general design workflow of a multi-qubit SQP is shown in Figure 4.1.

In brief, the chip design of SQP can be divided into five steps: architecture design,
which determines how qubits are interconnected via couplers to form a network; parame-
ter design, which, at the circuit level, specifies the target parameters of each component
to have optimal performance for intended usages; layout design, which determines the
physical layout and geometrical placement of components that meet the target parameters
and the feedline routing; design verification, which includes design review and design
rule checking, to spot any design error that may cause deviated parameters and fabrication
in-compatibility; and in the end, tapeout, which is the submission of the final layout of
the SQP to fabrication.
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Architecture design Parameter design Layout design

Design verification

modification

modification Tapeout

Figure 4.1: General design workflow of a superconducting quantum processor. Note that design
verification may result in modification of layout design and even parameter design.

Qubit
Coupler

Unit Cell

Figure 4.2: Architecture design chosen for 25-qubit flip-chip integrated SQP at out lab.

4.2 Architecture design

After specifying the number of qubits and couplers, we need to determine their relative
positions within the SQP, which we call architecture design. To realize fault-tolerant
quantum computing [6], the architecture of an SQP is typically set by the quantum
error-correcting code we want to implement on top of it. For example, qubits placed in a
square grid with each qubit having four nearest neighbors are generally used for realizing
the surface code [2, 43, 70, 71].

In our flip-chip integrated SQPs, we choose to use the square grid architecture, as it can
be flexible enough to implement both error-correction codes and quantum simulations [72].
We will have qubits connected with the four nearest neighbors except those on the edges,
as shown in Figure 4.2.

32



4.3. PARAMETER DESIGN

Qubit

- Frequency
- Anharmonicity
- Purcell limit due to readout resonator and drive line
- Expected coherence times due to various loss channels

Coupler

- Idle frequency at zero bias
- Frequency tunable range by flux line
- Anharmonicity
- Qubit-coupler coupling rate

Readout
resonator

- Resonant frequency
- Dispersive shift due to qubit
- Leakage rate to readout line
- Critical photon number

Purcell
filter

- Resonant frequency
- Leakage rate to readout line
- Filter-readout resonator coupling rate

Table 4.1: Component parameters of our flip-chip integrated SQPs for optimization at the
parameter design step. Note that not all of the parameters are independent, and other parameters
not shown here can be derived from these parameters.

4.3 Parameter design

The parameters that need to be designed at this step are those that directly constitute
the SQP’s circuit Hamiltonian and those that affect measurements. In Table 4.1, we list
the major parameters of various components as target design parameters.

In general, the parameter design step of the SQP can be divided into three parts. We
first consider the parameter constraints at the unit cell level (the two-qubit pair in our
case) to establish the possible parameter range of each unit cell. The second part is to
consider the placement of the different cells’ parameters, with constraints ensuring that
interference between each cell is maximally suppressed. This usually results in a narrower
possible parameter range. Finally, we optimize the parameters of each cell within the
parameter range to achieve the best performance at both the cell and chip levels.

The following subsections illustrate these three parts for our 25-qubit SQPs.

4.3.1 Constraints on the unit cell level

The exact parameter constraints of a unit cell, like the two-qubit pair for our SQPs,
depend on the type of qubits within it and the chosen native quantum gates we want to
implement. For our flip-chip integrated SQPs, we use fixed-frequency transmon qubits
and flux-tunable couplers to realize the parametric controlled-phase gate [61, 62], which
sets the following parameter constraints:
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• Qubit’s frequency should be around 4-5 GHz.

• Qubit’s anharmonicity should be around 200 MHz.

• Readout resonator’s resonant frequency should be around 6-7 GHz, so that qubit-
readout resonator frequency detuning is around 2 GHz.

• Ratio between the readout resonator’s dispersive shift due to qubit and leakage rate
to readout line should be 0.5.

• Qubit-coupler coupling rate should be around 30 MHz.

• Coupler’s idle frequency at zero bias should be above the highest readout resonator’s
resonant frequency when doing multiplexing readout.

• Coupler’s frequency tunable range from idle frequency should be able to reach
qubit’s frequency.

4.3.2 Constraints on the chip level

There are two types of chip-level constraints: one concerns interference between different
qubits, while another between readout resonators during the multiplexing readout.

Frequency collisions are detrimental to the performance of SQPs as they introduce
significant crosstalk between the two qubits and coherent errors when implementing
two-qubit gates [73]. To avoid frequency collisions between qubits and during two-qubit
gate implementation, the separation between the qubit frequencies should be larger than
the fabrication variation.

In the presence of a common Purcell filter, as shown in Chapter 3, readout resonators’
resonant frequencies need to be as close as possible to the central resonant frequency of the
Purcell filter. This is for obtaining a large effective leakage rate of the readout resonator to
the readout line. However, to avoid frequency collisions (bandwidth overlapping) between
different readout resonators, the readout resonator’s frequency separation is constrained
by the fabrication variation. For flip-chip integrated SQPs, a frequency variation of
±100 MHz is caused by the chip spacing variation of 1 µm as will be shown in Chapter 5.
In addition, the frequency variation due to over- and under-etching of CPW lines (central
lines and ground edges) is within ±10 MHz.

4.3.3 Parameter optimization

The aim of parameter optimization is to maximize the accuracy of qubit control and
measurement so that the intended quantum algorithms can be successfully implemented.
For our qubit architecture, this means maximizing the fidelity of single-qubit gate, two-
qubit gate, and qubit’s readout fidelity.

The optimization of quantum gates is itself an active research area. Techniques to
implement control pulses to qubits and couplers keep advancing [74–76], along with
them are different optimal sets of the qubit/coupler parameters for these techniques [77].
However, as the first requirement, the coherence of qubits should be as high as possible.
The coherence of a qubit directly affects the fidelity of the single-qubit and two-qubit gates
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due to the accumulated errors during the gate operation time [78]. That means that while
optimizing various parameters, the influence of these parameters on qubit coherence must
be taken into account. Another major optimization objective is to suppress both XY and
ZZ crosstalk between qubits. The XY crosstalk is determined by the direct capacitance
between two adjacent qubits and their frequencies as discussed in Paper E. To reduce the
XY crosstalk, we can either decrease the direct capacitance between two qubits by moving
them further away during layout design or increase the frequency detuning between two
qubits. The ZZ crosstalk is the result of the interaction between qubits in which the
phase accumulation of one qubit is conditional on the state of another qubit. There is
an optimized parameter region of qubits and couplers such that the ZZ crosstalk can be
minimized and at the same time fast and high-fidelity two-qubit gates are achievable [79].

The readout fidelity of a qubit is affected by its coherence, readout pulse duration,
and accumulated signal-to-noise ratio (SNR) at the end of the pulse. An optimal set of
parameters should not only retain qubit coherence, but also maximize the accumulation
rate of the SNR [80]. The purpose of introducing the Purcell filter is, in the end, to
further increase the accumulation rate of SNR while not degrading qubit coherence.

An example design parameter set of our 25-qubit SQPs can be found in Reference [81].

4.4 Layout design

After determining the target design parameters, we can start drawing the SQP’s physical
layout. For the flip-chip integrated SQPs, we first design the layout of the Q-chip, which
contains only qubits and couplers. Then we determine the bump pattern all over the chip.
Next, we settle the routing of control and readout feedlines on the C-chip from the launch
pads. Finally, we decide on the layout of readout resonators and optionally Purcell filters.

If the unit cell of the processor has been demonstrated to be workable, as the two-qubit
pair shown in Chapter 3, the exact layout of different unit cells that satisfy the target
parameters can be determined via analytical calculation, EM simulation, and previous
successful testing fabrications. We do 3D EM simulations to determine each two-qubit
pair’s layout at different physical locations that satisfy the target capacitances between
the qubit and the coupler, the qubit and its readout resonator, and the qubit/coupler’s
self-capacitances. The area of the Josephson junction is determined by a calibration
curve (junction lead width vs. resistance) obtained from the room-temperature normal
resistance measurement of thousands of junctions fabricated on a wafer [73]. During the
EM simulation, we also determine the end position of the qubit drive line to achieve target
capacitance to the qubit and the flux loop size to achieve target mutual inductance to the
coupler’s SQUID. The resulting larger unit cell of our flip-chip integrated SQPs is shown
in Figure 4.3.

The bump and UBM pattern across the processor is determined with three constraints.
First, the number of bumps has an upper limit because the flip-chip bonding needs to
compress these bumps, but the force of the flip-chip bonder has a maximum achievable
value (our available flip-chip bonder can compress 2000 bumps). The second constraint
is that the separation of two bumps should be larger than the width of the feedlines
(including air-tunnels), and the placement of bumps should result in a large separation
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Air-tunnel
UBM

Bump

C-chip
Q-chip

Figure 4.3: Part of our multi-qubit, flip-chip integrated SQP layout with 4 two-qubit pairs
connected to each other.

Air-tunnel
UBM

Bump

C-chip
Q-chip

Figure 4.4: Layout of one of the two-qubit pairs, in which bumps are placed around the coupler
to stitch the Q-chip ground plane divided by the coupler.

between feedlines, such that the crosstalk between adjacent feedlines can be suppressed
(Paper E). The third constraint is to make sure the bump pattern satisfies the symmetry
of a rectangle, such that the chip tilt due to uneven counter-compression force from the
bumps during the flip-chip bonding can be minimized. In addition, the bumps should
be placed around the couplers so that the ground plane sections of the Q-chip can be
stitched together through the ground plane of the C-chip. Figure 4.4 shows how bumps
are placed around a coupler.

Control lines are routed from their endpoints, i.e., from the drive line’s open end
and the flux loop. We set as a principle that the drive lines and flux lines should be
alternately juxtaposed in parallel. This is because the signal frequencies through the
drive lines (4-5 GHz) are different from signals through flux lines (around 200 MHz +
DC current). By avoiding two drive lines or flux lines being routed side by side, crosstalk
between the lines can be suppressed. On the other hand, readout lines are routed within
the C-chip area first which is covered by the Q-chip, at positions close to the qubits, to
leave enough routing space for the control lines of the qubits and couplers in the next
row. The routing of feedlines from the Q-chip area’s edge to the C-chip’s launch pads is
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Q-chip100 μm

Figure 4.5: Layout of feedlines before crossing the coupler, with the air-tunnels layer hidden
for a clear view. The separation between two nearby feedlines is 100 µm.

Ground
Resonator

Q-chip

Feedline

C-chip

Qubit

Figure 4.6: Readout resonator’s 3D model in flip-chip architecture. The model is created in an
EM simulation software [82].

flexible and depends on the available area of the C-chip outside the Q-chip’s covered area.
The overall constraint of the routing is that the separation of two nearby feedlines should
be larger than 100 µm to minimize the crosstalk, as shown in Figure 4.5

The layout design of the readout resonators is done separately from that of the qubits
since the resonator’s target parameters are obtained through the simulated scattering
matrix at GHz frequencies, while qubit capacitances are obtained by electrostatic simula-
tions. We use analytical calculation and EM simulations to obtain the readout resonator’s
resonant frequency and coupling quality factor to its readout line. Figure 4.6 shows the
simulation model of one of the readout resonators. We repeat such simulation for each
different layout design of the qubit-readout resonator pair to ensure meeting the target
design parameters. To include Purcell filters, we replace part of the readout line with a
λ/2 resonator and simulate its scattering matrix accordingly, as shown in Chapter 3.

We parameterize the layout design of qubits, couplers, and readout resonators, not
only within the 3D simulation models, but also within the component modules of Qiskit
Metal [83]. A 25-qubit layout is then automatically generated by specifying layout
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Figure 4.7: The design layout of one of our 25-qubit flip-chip integrated SQPs ready for
fabrication.

parameter sets in a configuration file. To route feedlines within the layout, we define
anchor points of each feedline, where each anchor point indicates that the feedline should
have a 90-degree turn. All feedlines are then generated by Qiskit Metal by following these
anchor points. The turning radius of the feedline is set to be 10 times of the CPW’s center
conductor width to avoid impedance mismatch and radiation at sharp bends [68]. If the
air-tunnels following the feedlines are needed, their layout designs are done in L-Edit [84]
manually. Flux holes, bump and UBM patterns on ground planes of the C- and Q-chip
are also drawn within L-Edit. More details of the layout drawing workflow can be seen in
the following subsection.

Figure 4.7 shows the C-chip and Q-chip layout of a 25-qubit SQP ready for fabrication.
Except for the modified readout resonator position for the top-right and bottom-row
qubits due to routing space constraints, the layout of this SQP is very modular, so a
basic design cell can easily be identified. What’s more, the routing of the feedlines within
the Q-chip area is repeatable for center rows except for the top and bottom rows. This
illustrates the scalability and modularity of our flip-chip integrated SQP layout design.

4.4.1 Layout drawing workflow of an SQP

In this section, we will briefly describe the layout drawing workflow of an SQP in our lab.
After determining the components’ geometry through 3D EM simulations, the next step
is to draw out these components to constitute a completed SQP layout design ready for
its fabrication.
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Figure 4.8: Layout design workflow of a multi-qubit SQP in our lab.

We use Qiskit Metal [83] as the main software for our layout drawing. We first need
to write component modules describing the geometry of each component, such as qubits,
couplers, readout resonators, etc. Then we write a function to assign determined geometric
parameters to each component based on their physical locations on the SQP, and we write
another module containing manually assigned anchor points to describe the routing path
of feedlines from their launch pads to the endpoints. We then call Qiskit Metal to draw
out these components and feedlines. Since Qiskit Metal currently cannot draw Josephson
junctions, we also prepare junction designs with different sizes to be imported by the
software. We export our nearly-completed SQP layout and import it into L-Edit [84], an
electronic design automation (EDA) software by Mentor Graphics. Finally, we draw flux
holes, the bump and UBM pattern, air-tunnels, and possibly TSVs within L-Edit and
export the completed SQP layout as a GDSII file.

Figure 4.8 is the workflow diagram of the layout drawing for one of our flip-chip
25-qubit SQPs. As a note, such workflow can be done in principle within only one EDA
software. A quantum-specific EDA software is well expected to simplify such a process,
preferably with design rule checking (DRC) functionality, for designing large-scale SQPs
in the future.

4.5 Design verification

Once there is a completed SQP layout design, it proceeds to the design verification step.
During design verification, the first thing is to check that the design satisfies all the
constraints imposed during previous design steps. The second is to verify that the layout
design is generated correctly according to the designer’s expectations. The third is to
confirm whether the layout can be identically produced after fabrication. Similar to
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traditional semiconductor chip design, this verification step is completed by a group of
reviewers formed by design and fabrication experts. After a round of design review session,
if no modification is needed for the design and there is no issue with the fabrication
feasibility, the GDSII file of the SQP’s layout is signed off as final and sent for fabrication.

One of the focus points during the design verification is the correctness of layout
generation. There are typical export mistakes such as forgetting to mirror flip the Q-chip
design for flip-chip bonding. What’s more, when using parameterized design generation
tools such as Qiskit Metal, the exported layout may have unexpected outcomes. For
example, the rotation of the junction leads for adapting to horizontal and vertical couplers
may result in a 1 nm shift of the junction lead width, possibly caused by the handling of
the rotation of small objects within the tool.

In our experience, most of the major design revisions are due to issues discovered
during the checking of the design’s fabrication feasibility. For example, all the structures
on the layout should be larger than the minimum geometry that the lithography machine
can write on the resist, and be insensitive to the geometric variation due to uncertainty
during resist development and metal film etching. What’s more, as operators, processes,
and tools related to fabrication keep changing and updating, fabrication feasibility criteria
will also keep changing and need to be learned. It is possible that an old SQP layout is
not feasible under the current fabrication criteria, or it can be done more precisely such
that the components’ designed parameters can be further optimized. Therefore, a design
verification step is recommended whenever a new round of SQP fabrication is planned.

The issues discovered during the verification step can be distilled into rules for future
layout design. Some of the rules may be able to be coded into the layout generation
program as DRC functionality that can be performed automatically after layout design,
similar to the function within traditional EDA software for semiconductor chip design.

4.6 Performance characterization after fabrication

After the fabrication of the SQP, we need to characterize the performance of the obtained
processor. To connect the feedlines within the SQP to the outside control and measurement
equipments, a PCB is used to fan out the SQP’s I/O ports to the cables inside the cryogenic
fridge through a package that protects the SQP and the PCB from the outside environment,
as shown in Appendix A.

The performance of an SQP can be divided into three levels. The first level cares about
whether the component parameters of this processor align with the target parameters.
This involves qubit frequencies, anharmonicities, qubit-coupler coupling rate, etc, as
shown in Table 4.1. The second level contains parameters that can only be roughly
estimated before fabrication, such as qubit coherence times affected by defects related
to fabrication processes and materials. The third level is to evaluate the whole SQP
by running benchmarking quantum algorithms, such as calculating the cross-entropy
fidelity [4].

Figure 4.9 shows one of our fabricated flip-chip integrated SQPs’ performance at the
first and second levels.

40



4.6. PERFORMANCE CHARACTERIZATION AFTER FABRICATION

N/A N/A N/A N/A N/A

77
±7

89
±8

81
±15

68
±6

77
±7

23
±16

12
±2

38
±7

89
±9

77
±11

102
±12

43
±4

61
±19

88
±24

86
±10

38
±7

80
±5

61
±9

88
±13

59
±23

20 40 60 80 100
T1 ( s)

N/A N/A N/A N/A N/A

0.6 1.3 2.0 0.3 -2.3

-2.2 3.2 0.3 0.9 -2.9

-3.5 0.3 2.7 0.9 0.0

-1.6 2.6 1.6 2.8 0.3

4 2 0 2 4
f01 (%)

N/A N/A N/A N/A N/A

69
±6

92
±24

99
±32

91
±27

82
±23

26
±15

6
±0

6
±1

110
±15

105
±12

166
±25

30
±4

25
±9

28
±7

151
±25

7
±3

87
±19

83
±11

44
±3

55
±30

0 40 80 120 160
T *

2  ( s)

N/A N/A N/A N/A N/A

0.18 0.07 0.07 0.07 0.09

0.18 N/A 0.17 0.07 0.15

0.03 0.27 0.04 0.06 0.07

0.30 0.10 0.62 0.07 0.10

0.0 0.1 0.2 0.3 0.4 0.5
1Q (%)

Figure 4.9: Diagrams showing 25-qubit SQP’s several performance parameters at first level
(qubit frequency deviation from design ∆f01) and second levels (qubit coherence T1, T ∗

2 [7],
single-qubit gate error rate ε1Q [63]). The first row of qubits (shown by N/A) were not measured
due to limited measurement capacity. Measuring ε1Q of one of the qubits was not possible due
to readout failure.
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4.7 Discussion on scaling up SQPs

The implementation of quantum error-correcting codes is necessary for the realization of
fault-tolerant quantum computation. With fixed connectivity between qubits, like in our
flip-chip integrated SQPs, quantum error-correcting codes predict that the more qubits
we have on the SQP, the better coherence the abstracted logical qubit can obtain, as
long as the physical qubit error rates across the SQP are below a certain threshold [71].
In addition, the smaller the physical error, the smaller the number of qubits needed to
constitute an error-free logical qubit [85]. For example, using 2D array surface code, an
order of 100 qubits is needed if the physical error rate is at 1% of the threshold value,
compared to an order of 1000 qubits if the physical error rate is at 10% of the threshold
value, for keeping the error rate of a logical qubit below 10−10 [70]. Without changing
the qubit architecture, our flip-chip integrated SQPs could evolve into a processor of a
fault-tolerant quantum computer if we increase the number of qubits on it and at the
same time keep the error rate of these qubits smaller than the threshold.

However, scaling up an SQP is not a straightforward task. Apart from structural
considerations during the architectural design, all other aspects of the SQP design will
encounter obstacles purely due to the large number of qubits.

At the chip specification stage, the number of I/O ports and the connected cables
within the cryogenic fridge increase linearly with the qubit number. The first thing we need
to do, even before the chip design starts, is to make sure that we have enough equipment to
host and characterize such a scaled-up SQP. Simply expanding the number of equipment
currently in use will probably be too costly and bulky when the qubit number approaches
1000. Solutions based on cryo-CMOS [86], AQFP logic [54], and SQUID-embedded CPW
resonator [55] are receiving more and more attention for mitigating this problem.

On the other hand, if the physical footprint of a unit cell within the SQP doesn’t
change, the increase in qubit number also means an increase in the size of the chip.
Taking our flip-chip integrated SQP’s 2 mm qubit-qubit distance as an example, the
current largest wafer has a size of 300 mm (12 inches), which means it can host less
than 150 × 150 = 22,500 qubits at maximum. This number is still smaller than the
requirement for applying Shor’s algorithm practically [24]. However, the larger the chip
size, the higher the possibility that defects exist on the chip. The yield of a defect-free
SQP will diminish as the size of the chip increases well before we have to use a 12-inch
wafer to fabricate. Thus, methods of shrinking the size of the qubits and qubit-qubit
distance while not sacrificing the qubit’s gate performance are on demand, and some early
efforts are reported [52, 58, 87]. In addition, the sizes of the PCB, the package of the chip,
and the cryogenic fridge also need to keep up with the size of the SQP, which has their
own challenges in maintaining the same performance as before.

At the parameter design stage, if we ignore the interactions beyond a fixed number of
qubit neighbors, the number of design parameters needed to be designed will increase
linearly with the scale of the SQP. When the qubit number exceeds 100, manually opti-
mizing and checking parameters that satisfy various constraints becomes too cumbersome;
thus, an automatic program is needed to assign and verify these target parameters.

Layout design of a large SQP is the most resource-consuming part of the design
process. Parameterized design generation tools have largely reduced the manual drawing
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of the layout, but still have places that can be improved, such as DRC and auto-routing
functionality. The hard part of the layout design is to meet the components’ target
parameters, which always needs 3D EM simulations as the final step to relate the
component’s layout to its parameters. If a component’s footprint is large, such as
a common Purcell filter, the simulation resource it needs will dramatically increase.
Therefore, methods to reduce simulation resource for large-footprint components are
useful, as the one that will be discussed in Chapter 5. Such large simulations are used not
only to determine the component’s layout parameters, but also to understand this large
component’s influence on other components across the SQP. Another kind of simulation
concerns the crosstalk between components, which is a daunting task if the number of
components included increases. Experiments as in Paper E that measure crosstalk across
the SQP are thus necessary to get a sense of how large a crosstalk simulation we should
aim for during the layout design.

Similar to the parameter design, the design verification becomes time-consuming
when the qubit number is larger than 100. A program to check parameter constraints is
expected, and geometry recognition software can play the role of checking the correctness
of design layouts. For fabrication feasibility checking, the successful fabrication of a
unit cell largely guarantees the feasibility of fabrication of the whole SQP; thus, in most
situations, reviewing key areas of the SQP is sufficient.

For the performance characterization of an SQP, even obtaining the basic parameters
of qubits becomes cumbersome with a large number of qubits. The usage of the automatic
calibration program is required [4] before implementing optimal control techniques for
each qubit and running large-scale quantum algorithms.

In summary, scaling up an SQP to become fault-tolerant and be able to solve practical
problems is not a straightforward task. We need to keep improving the SQP’s overall
performance while at the same time decreasing the resource cost per qubit. This task is
challenging, but also very exciting and can have substantial rewards.
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CHAPTER V

Fast design of coplanar-waveguide (CPW) resonators
in flip-chip architecture

To achieve desired qubit control and readout performance, the resonant frequency of
the readout resonator and its coupling quality factor to the readout line must meet the
target design values. The conventional simulation approach is to vary multiple layout
parameters of the resonator’s geometry to achieve the desired frequency and coupling
quality factor values. However, this approach can be time-consuming for larger devices, if
computationally-intensive 3D EM simulation of the entire layout design is used.

This chapter presents a method for predicting the resonant frequency and coupling
quality factor of the CPW resonators in the flip-chip architecture. The method makes
use of the 2D cross-sections of the resonator, which helps in speeding up the design
process and reducing the cost of designing multi-qubit flip-chip-integrated SQPs. With
the aid of this fast method, a design strategy for interchip-spacing-insensitive resonators
in the flip-chip architecture is proposed, utilizing the opposite responses of the resonant
frequency to the interchip spacing when the resonator faces the metal ground plane or the
dielectric substrate of the opposing chip. This chapter is based on Paper D with more
details.

5.1 Analytical calculation

Typically, a quarter-wave (λ/4) CPW resonator is coupled capacitively to each qubit in
the SQP to enable qubit readout. Figure 5.1(a) shows a conventional design of such a
readout resonator. The resonant frequency of this resonator can be calculated by [68]

fr =
1

4ltot

√
(Lg

l + Lk
l ) · Cl

, (5.1)
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Figure 5.1: (a) A typical λ/4 CPW readout resonator model in our flip-chip integrated SQP.
The zoom-in shows the layout of the resonator, whose body can be divided into three parts (open
leo, coupling lc and short ls). (b) Cross section of the resonator. Its CPW line can either face
the metal ground plane of the top chip, or the dielectric substrate directly. (c) Cross section of
the resonator’s coupling part with the readout line. The capacitance between the resonator’s
and the readout line’s center conductors (Crf=Cfr) and their self-capacitances (Crr, Cff ) are
simulated to obtain the coupling quality factor Qc to the readout line.

where ltot is the resonator’s total length, including the effective lengths resulting from
discontinuities at both ends of the CPW line. Lg

l and Lk
l are the geometric and kinetic

inductance per unit length, respectively, and Cl is the capacitance per unit length of the
CPW line.

We can determine the Lg
l and Cl of a resonator by analyzing its 2D cross-section. This

can be done either through analytical calculation or EM simulation. We assume that
the thin metal films shown in Figure 5.1(b)-(c) are perfect conductors with no EM field
inside them. Combined with the assumption of zero thickness (t = 0), we can simplify
the analytical calculation. Simple conformal mapping techniques [88] can then be used to
obtain the values of Lg

l and Cl.

For planar CPW lines in the absence of the top chip, i.e. in the single-chip architecture,
Lg
l and Cl can be obtained by [89]

Lg
l =

µ0

4
· K(k′1)

K(k1)
, (5.2)

Cl = 2ε0(εr − 1) · K(k2)

K(k′2)
, (5.3)
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where µ0 is the vacuum permeability, ε0 is the vacuum permittivity, εr is the relative
permittivity of the dielectric substrate, and K(k) is the complete elliptic integral of the
first kind with modules given as

k1 =
wr

wr + 2sr
, (5.4)

k2 = sinh

[
πwr

4hb

]
/ sinh

[
π(wr + 2sr)

4hb

]
, (5.5)

k′i =
√

1− k2
i (i = 1, 2), (5.6)

where wr and sr are the center conductor and gap width of the CPW line, and hb is the
substrate thickness of the bottom chip.

As shown in Figure 5.1(b), for CPW resonators facing the metal ground plane of the
top chip, its Lg,m

l and Cm
l values are calculated as [90, 91]

Lg,m
l =

µ0

2

[
K(ks)

K(k′s)
+
K(k1)

K(k′1)

]−1

, (5.7)

Cm
l = 2ε0

K(ks)

K(k′s)
+ 2ε0

[
K(k1)

K(k′1)
+ (εr − 1)

K(k2)

K(k′2)

]
, (5.8)

with

ks = tanh

[
πwr

4hs

]
/ tanh

[
π(wr + 2sr)

4hs

]
. (5.9)

k′s =
√

1− k2
s , (5.10)

where hs is the interchip spacing of the two chips.
For CPW resonators facing the dielectric substrate of the top chip, their Lg,d

l and Cd
l

are obtained by [92]

Lg,d
l =

µ0

4

K(k′1)

K(k1)
, (5.11)

Cd
l =

2ε0(
εr

K(k1)
K(k′

1)

)−1

+
(

εr
εr−1

K(ks)
K(k′

s)

)−1

+ 2ε0

[
K(k1)

K(k′1)
+ (εr − 1)

K(k2)

K(k′2)

]
.

(5.12)

A detailed derivation of Lg
l and Cl for all three cases above is illustrated in Appendix B.

The kinetic inductance Lk
l arises from the inertial of charge carriers. For superconduc-

tors, Lk
l can be thought of as coming from Cooper pairs in the two-fluid model [93, 94].

To calculate Lk
l in Equation 5.1, we only need to look at the supercurrent distribution

inside the metal thin films. The calculation is shown by [95]

Lk
l =

µ0λ
2
m

|I|2 ·
∫
J2
z dS, (5.13)
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where Jz is the supercurrent density in the direction of the current flow (normal to the
plane), and the surface integral is over the cross-section of the thin film only. For a flip-chip
geometry, the integral also includes the top chip’s metal ground plane. Furthermore,
λm is the magnetic penetration depth of the superconductor, and I is the total current
injected into the CPW’s center conductor.

There are analytical equations of Lk
l for planar CPW lines [95, 96] based on the

assumption of homogeneous supercurrent density within the penetration depth. However,
within the flip-chip architecture, the supercurrent distribution may be significantly affected
by the metal film on the top chip. Since there is no available analytical equation for
CPW in such a situation, we choose to simulate Jz to obtain Lk

l . The detailed simulation
method is explained in Paper D and Reference [97].

After obtaining Jz, the magnetic penetration depth λm must be known to calculate
Lk
l . However, for very thin metal film (t < 10λm), λm is a sensitive value that depends

on the actual metal film quality and thickness [98]. It is then necessary to determine the
λm uniquely for our lab’s particular fabrication process. By comparing our fabricated
planar resonators’ resonant frequencies with the simulated values that omit the effect
of Lk

l , we can extract that our aluminum metal thin film has the magnetic penetration
depth of λm = 83 nm, which is larger than that of bulk value [99, 100] and our film is in
dirty limit.

For a resonator that is used for qubit readout, its coupling quality factor Qc to the
readout line is the second parameter that needs to be obtained. Here, we focus on the
Qc when the resonator, made of CPW lines, is coupling to another CPW line (readout
line) by letting a section of the resonator be parallel to the readout line (Figure 5.1(a)
and (c)). We deal with the case when the characteristic impedance of the readout line
matches the I/O port (50 Ω). The resulting equation is [101]

1

Qc
=

2κ2 sin2 θ

π(2p− 1)
. (5.14)

The resonator’s frequency shift due to the coupling, δf cr , is

δf cr = −cl sin θ

2πltot
·

[
κ2(2 cosψ + cos θ)

2
+

(Z2 − Zr) cosψ

Zr

]
, (5.15)

with

κ = −Crf/
√
CrrCff , (5.16)

cl = fr · 4ltot, (5.17)

Z2 = 1/
(
clCff

√
1− κ2

)
, (5.18)

θ = 2πlc/(4ltot), (5.19)

ψ = 2π(lc + 2leo)/(4ltot), (5.20)

where fr is the resonator’s bare frequency in the absence of the readout line, and we take
the integer number p = 1 for its fundamental resonance. As shown in Figure 5.1(a), lc
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is the length of the coupling part between the resonator and the readout line, including
two additional 90-degree arcs at both ends of the coupling part to take into account
the spurious coupling [101]; leo is the effective length of the open part of the resonator,
including the effective length of the coupling structure to the qubit; Zr is the characteristic
impedance of the resonator’s CPW line, and cl is the speed of light within the resonator’s
CPW cross-section. The coupling capacitance ratio κ and the impedance Z2 of the
resonator’s coupling part are calculated from the capacitance between the resonator’s
and the readout line’s center conductors Crf and their self capacitances (Crr, Cff ) as
illustrated in Figure 5.1(c).

The fact that the coupling capacitance ratio κ and the impedance Z2 can be represented
by capacitance alone is due to the assumption that the CPW line works in the quasi-TEM
mode [68].

5.2 Comparison to 3D simulations

5.2.1 Resonant frequency fr

To show the analytical calculations by using conformal mapping techniques and 2D EM
simulations are in good agreement with 3D EM simulations, Figure 5.2(a)-(b) compares
the resonator’s resonant frequencies obtained by these methods at different interchip
spacings hs when it is facing the metal ground plane of the top chip. f conf

r is obtained
by using Lg,m

l and Cm
l derived from Equation 5.7 and 5.8. f sim2D

r is obtained by directly
simulating Lg,m

l and Cm
l in a 2D FEM simulation. f sim3D

r is found by directly modeling
the resonator in a 3D FEM simulation. We can see that the deviation between various
methods is less than 2% when hs is larger than 3 µm. As a note, we didn’t take Lk

l into
account in this case as the modeled metal thin films within the 3D simulations are set to
be perfect conductors. In Paper D we show the comparison of the resonator’s resonant
frequencies obtained by various methods including measured values within a multi-qubit
superconducting quantum processor, in which Lk

l is considered.

Figure 5.2(c)-(d) shows the comparison between 3D and 2D methods to obtain the
resonator’s resonant frequency when the resonator faces the dielectric substrate of the top
chip. f conf′

r is obtained by using Lg,d
l and Cd

l from Equation 5.11 and 5.12, while f sim2D′

r

is obtained by directly simulating Lg,d
l and Cd

l in a 2D FEM simulation and f sim3D′

r is
obtained by a 3D FEM simulation. The deviation between the 2D and 3D methods is
below 5% when hs is larger than 2 µm.

5.2.2 Coupling quality factor Qc

Figure 5.3 compares 2D and 3D methods for obtaining the resonator’s Qc and calculated
resonator’s frequency shift δf cr at different hs. Qcal2D

c and Qcal2D′

c are obtained by
Equation 5.14 plus the 2D EM simulated capacitances (Crf , Crr, Cff ) when the resonator
faces either the metal ground plane or the dielectric substrate of the top chip, respectively.
Qsim3D

c and Qsim3D′

c are obtained by direct 3D FEM simulations also in two cases.
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Figure 5.2: Resonant frequency comparison when the CPW resonators face either the metal
ground plane or the dielectric substrate of the top chip. (a)&(c) Resonator frequencies obtained

from conformal mapping calculation (metal on top: fconf
r , dielectric on top: fconf′

r ), 2D FEM

simulation (metal on top: f sim2D
r , dielectric on top: f sim2D′

r ), and 3D FEM simulation (metal

on top: f sim3D
r , dielectric on top: f sim3D′

r ) under different interchip spacings hs. It is noticeable
that under these two scenarios the fr exhibits opposite trends with the change of hs. (b)&(d)
Frequency difference ∆fr between 3D and 2D FEM simulation, and between 3D FEM simulation
and conformal mapping calculation.

5.3 Discussion on computational resources consump-
tion

Most of the computational resources are consumed during the layout design stage of the
SQP. After determining the target parameters of the components within a multi-qubit
SQP, EM simulations are necessary to figure out the corresponding layout design of each
component on the processor.

To determine the layout design of all components on the processor, two types of
EM simulations are conducted. The first type involves a rough sweep of the layout
parameters of a specific component design. For instance, by sweeping the meandering
length of the resonator with large steps, we can establish the relationship between the
resonator’s resonant frequency and its meandering length while other parameters are fixed.
This helps us quickly estimate the resonators’ meandering length with different target
resonant frequencies. The reason for this coarse simulation is that a target parameter
of the component is generally influenced by several layout parameters. If we were to
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Figure 5.3: Coupling quality factor comparison when the CPW resonator faces either the metal
ground plane or the dielectric substrate of the top chip. (a)&(c) Resonator coupling quality factor

obtained from 2D cross-sections (metal on top: Qcal2D
c , dielectric on top: Qcal2D′

c ) and 3D FEM

simulation (metal on top: Qsim3D
c , dielectric on top: Qsim3D′

c ). (b)&(d) their difference, together

with the coupling-induced frequency shift (metal on top: δfc
r , dielectric on top: δfc′

r ) under

different hs. δfc
r (δfc′

r ) is calculated using f sim2D
r (f sim2D′

r ) as the bare resonator frequency.

conduct detailed sweeping simulations involving all the parameters in a wide range, the
total number of simulations would become large, while most of the runs are actually
unnecessary.

The second type of EM simulation involves determining the layout design of each
component separately. This is done by performing a fine sweep of layout parameters
around the component’s target parameter. At this time, additional structures around
the component can also be included in the simulations, which helps to capture the side
influence of these structures, for example, the resonator’s resonant frequency shift due to
coupling to the readout line.

We can then estimate the computational resources necessary to translate a processor’s
parameter design into its layout design. We can calculate the required computational
resources (central processing unit (CPU) time × memory) as follows:

Total resource needed = Number of simulations × Resources per simulation run,

where

Number of simulations = Number of parameters ×
(Coarse sweep steps + Number of components × Fine sweep steps).

The number of simulations required for a specific component design within a processor
is usually fixed. Therefore, the total resources needed for the layout design stage can be
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reduced by lowering the necessary resources per simulation run. For example, as shown in
Paper D, a single 3D EM simulation for a readout resonator in the flip-chip architecture
requires an average of 32 hours of CPU time and 58 GB of memory allocation. On the
other hand, using 2D EM simulations, the average CPU time spent is only 1.7 minutes,
and the maximum memory allocation is 64 MB per simulation run. Compared to 3D EM
simulations, the computational resource (CPU time × memory) is reduced by a factor
of 1000 at each simulation. This means that if most of our simulations are in 2D rather
than 3D, the SQP’s layout design stage can be carried out on a computer with smaller
memory, using fewer CPUs, or requiring shorter simulation time.

5.4 Making fr insensitive to interchip spacing

Figure 5.2 clearly shows that the change in the resonator’s resonant frequency fr with the
change of interchip spacing hs behaves differently depending on whether it faces the metal
ground plane or the dielectric substrate of the top chip. Therefore, if we can combine
these opposite trends within one resonator by an optimized cutout area on the top chip’s
metal ground plane which covers the resonator meandering part (see Figure 5.4(a)), we
can in principle suppress its sensitivity to the variation of hs around the target value, e.g.,
hs = 8 µm.

Using Equations 5.7-5.12, we can derive a ratio γ between the area of the metal
part and the dielectric part that the resonator is facing on the top chip such that the
variation of the resonator’s fr is minimized. Alternatively, we can also use direct 3D
simulations to obtain this optimum ratio. It can be noticed that in Figure 5.4(b) there is
a discrepancy between the calculated and simulated ratio due to the meandering structure
of the resonator. We recommend using the calculated ratio as the starting point and then
sweeping in 3D simulation to determine the final interchip-spacing-insensitive resonator
design.
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Figure 5.4: (a) Top view of a λ/4 resonator facing a partial cut-out of the metal ground plane
on the opposing chip. (b) fr’s variation around hs = 8µm for γ = γopt, obtained from conformal
mapping calculation and 3D EM simulation, respectively.
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5.5 Q-factor of the resonator’s cross-section in flip-
chip architecture

In Chapter 3 we have used Equation 3.1 and 2D EM simulations to compare the Q-factors
of a CPW line’s cross-section when the top chip is present or not. Here we can do such a
comparison again but in this case, the CPW line either faces a metal ground plane or a
bare dielectric substrate on top.

Figure 5.5 shows the Q-factors of the resonator cross-section when its CPW line is
facing either the metal ground plane or the dielectric substrate of the top chip at different
interchip spacings hs. As hs decreases, there is a small increase of Q-factor until hs is
below a certain threshold. We also notice that the Q-factor is slightly lower when the
CPW line is facing the dielectric substrate. The Q-factor drops significantly at small hs
when the CPW line faces the metal ground plane, which is caused by the increased E-field
strength inside the metal–air dielectric interfaces when the two chips are very close to
each other.
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ct
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Figure 5.5: Cross-sectional Q-factor when the resonator’s CPW line faces either the metal
ground plane or the dielectric substrate of the top chip at different interchip spacings hs.
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CHAPTER VI

Summary and contributions

6.1 Summary

To realize fault-tolerant quantum computers, and be able to run practical quantum
algorithms, current quantum computers need to be scaled up. However, scaling up quantum
computers is not an easy task. This thesis summarizes our work on improving the scalability
of superconducting quantum processors by adopting 3D integration technologies used in
the semiconductor industry, resulting in flip-chip integrated superconducting quantum
processors. We demonstrated a processor whose constituents (qubits, readout resonators,
couplers, Purcell filters, etc.) maintain good performance when integrated in a flip-chip
architecture, compared to our previous single-chip, planar architecture. Furthermore, to
demonstrate the improved scalability of this new architecture, we developed a design
workflow for multi-qubit superconducting quantum processors and designed, fabricated,
and characterized a 25-qubit flip-chip integrated processor. In addition, to speed up
our design workflow, we showed that we can greatly reduce the simulation time and
resources of designing the readout resonators within the processors by switching most of
the simulations from 3D to 2D.

Efforts are continually being put into this scaling-up task, in our group and around the
world. We can envision that additional 3D integration technologies will be introduced for
superconducting quantum processors, accompanied by new designs of components, with
new materials and fabrication techniques. The design workflow will be further optimized
with new tools and processes. And control and supporting equipment will also evolve
with the scaled-up processors.

To conclude, superconducting quantum computing has the potential to proceed and
enter the realm of applications, and I am proud of having contributed to this goal.
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6.2 Contributions

In this section, I list my contributions to the publications appended at the end of the
thesis, and I also list my additional works presented in the thesis:

• Paper A: I am the co-1st author of the paper. Together with Sandoko Kosen,
I designed, simulated, and characterized basic components in superconducting
quantum processors (resonators, qubits, and couplers) in flip-chip devices, and
also printed circuit boards and sample holders. I also participated in the device
fabrication and the writing of the paper.

• Paper B: I contributed to the characterization of the internal quality factor of the
resonators on chips in the presence of through-silicon vias.

• Paper C: I contributed to the design, simulation, and characterization of the flip-
chip superconducting quantum processor used in the paper and wrote the appendix
of the paper.

• Paper D: I conducted the analytical calculations, the numerical simulations, and
wrote the paper. I developed and verified the idea of interchip-spacing insensitive flip-
chip resonator design. I contributed to the design, fabrication, and characterization
of the multi-qubit flip-chip-integrated superconducting quantum processor used in
the paper.

• Paper E: I contributed to the design, fabrication, and characterization of the
multi-qubit flip-chip-integrated superconducting quantum processor used in the
paper.

• In thesis: I designed, simulated, and characterized the 25-qubit flip-chip-integrated
superconducting quantum processor that hosts common Purcell filters, and analyzed
the measured data presented in the thesis.
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APPENDIX I

Packaging of an SQP

After the fabrication of an SQP, another step must be taken from having an SQP at
hand to characterizing its performance. This step is called chip packaging. This appendix
illustrates a typical packaging procedure at our lab.

After the flip-chip bonding of Q-chip and C-chip, a flip-chip integrated SQP is ready
for characterization. We put the processor at the center of a corresponding PCB, and
both the SQP and PCB are sitting on top of a sample holder. The PCB is fixed to the
sample holder by screws, while the SQP is glued on top of it.

After several hours of waiting for the glue to dry, we then start connecting the SQP
with the PCB by wire bonding at four edges of the SQP. We use an automatic wire-bonding
machine to complete this task. Figure A.1(a) shows the machine while it is conducting
wire bonding according to pre-set wire locations, and Figure A.1(b) shows the sample
holder with the PCB and SQP after wire bonding.

(a) (b)

Figure A.1: (a) The automatic wire-bonding machine in our lab. (b) The sample holder
(copper) that hosts an 80-port PCB (gold-plated) and a 25-qubit flip-chip integrated SQP at its
center.
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After the SQP is wire-bonded to the PCB, and a copper cap is placed on top of the
SQP to provide mechanical protection and E-field shielding (Figure A.2(a)), we can then
put the whole sample holder into the mixing chamber of a cryogenic fridge, as shown in
Figure A.2(b). Within the fridge, the cables are wired through the mixing chamber to the
outside of the fridge through several temperature stages, accompanying signal filtering
and amplification, as shown in Figure A.2(c) and Figure A.3.

Then we close the fridge and cool it down until the mixing chamber temperature is
around 10 mK. The SQP is now ready for characterization by using electronic control
equipment beside the fridge at room temperature to send signals and receive responses
from the SQP.

(a)

(b)

(c)

Figure A.2: (a) The SQP is fully packaged after a copper cap is put on top of the SQP. (b)
The sample holder is then attached to the I/O cable tower from the bottom. (c) The packaged
SQP will be sitting in the mixing chamber stage during the characterization, which is at the
bottom of the cryogenic fridge.
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APPENDIX II

Derivation of Lgl , Cl of a CPW line

In this appendix, we will use conformal mapping techniques to derive the geometric
inductance Lg

l and capacitance per unit length Cl of the coplanar waveguide’s cross-
section. We will present the derivations when the CPW line is in planar geometry and
flip-chip geometry.

We assume a zero thickness of the metal thin films to simplify our conformal transfor-
mation functions so that they can be treated analytically. The basic principle behind the
conformal mapping technique is to transform a given transmission line cross-section to
simple parallel-plate type like the one shown in Figure B.1, such that Lg

l , Cl are calculated
using

Lg
l = µ0

H

W
, (B.1)

Cl = εprε0
W

H
, (B.2)

where H is the separation between the two plates, W is the width of the plates, and εpr is
the relative permittivity of the dielectric medium between two plates after the conformal
transformation.

ϵr
p

W

H

Figure B.1: Cross-section of a simple parallel-plate waveguide. εpr is the relative permittivity
of the dielectric medium between two plates.
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B.1 Planar CPW line

We first show how to apply the conformal transformation to a planar CPW cross-section
having a dielectric substrate with relative permittivity εr, and vacuum above the CPW
line. Figure B.2(a) shows the cross-section of such a CPW line.

Geometric inductance Lg
l :

We first calculate the geometric inductance per unit length of the cross-section. We
replace the substrate with the vacuum since their permeability is the same. Then we
put the cross-section into a complex z-plane. Because all the metal layers are in the
horizontal direction, they can be put along the Re[z]-axis and the Christoffel-Schwartz
transformation [88] is applied to conformally map these metals into a parallel-plate
waveguide in the complex w-plane [89]. The transformation function which we use is

w(t) = A1

∫ z

0

dz√
(z − zB)(z − zC)(z − zD)(z − zE)

+A2. (B.3)

Here A1 and A2 are constants that determine the scaling and translation of the transformed
geometry, and zi (i = B,C,D,E) are the positions of the endpoints of the metals on
the Re[z]-axis, as illustrated in Figure B.2(a). Choosing the center of the CPW’s center
conductor as the zero position of the Re[z]-axis, we have −zB = zE = (wr + 2sr)/2 and
−zC = zD = wr/2.

The geometry in the z-plane is now conformally mapped to the w-plane. As a result,
the CPW center conductor and the ground plane (two infinite points viewed as connected)
in the z-plane are transformed into the two plates with equal width and separated in
parallel, forming a parallel-plate waveguide with a vacuum between the plates.

The width and the height of this parallel-plate waveguide are calculated as

W vac
b = |wD − wC | = |A1|2K(k1), (B.4)

Hvac
b = |wE − wD| = |A1|K(k′1), (B.5)

where K(k) is the complete elliptic integral of the first kind with modules k1 = zD/zE =
wr/(wr + 2sr) and k′1 =

√
(1− k2

1).
The geometric inductance per unit length of this parallel-plate waveguide is then

obtained from

Lg
l = µ0

Hvac
b

W vac
b

=
µ0

2

K(k′1)

K(k1)
. (B.6)

Capacitance Cl:

To calculate the capacitance per unit length, we need to consider the substrate of the
CPW line. We can view the cross-section (Figure B.2(a)) as two cross-sections in a
parallel combination, in which the first has the vacuum below the metal layer, whereas
the second has a finite-thickness dielectric substrate with relative permittivity εr − 1. We
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can then calculate separately the capacitance contributions from the vacuum Cvac
l and

the substrate Csub
l , and sum over the two to get Cl.

Cvac
l can be calculated using the same conformal transformation function (Equation B.3)

as in calculating Lg
l . Therefore we have

Cvac
l = ε0

W vac
b

Hvac
b

= 2ε0
K(k1)

K(k′1)
. (B.7)

For the cross-section having a finite-thickness substrate with relative permittivity
εr − 1, we can first do an intermediate transformation such that the substrate becomes
infinitely thick to resemble the vacuum case above. We map the cross-section from the
z-plane to the t-plane with the function

t(z) = sinh

[
πz

2hb

]
. (B.8)

From the t-plane, we repeat the same Christoffel-Schwartz transformation but replace
the variable notations in Equation B.3 from z to t. Figure B.2 shows the two consecutive
conformal transformations.

Thus we obtain

Csub
l = (εr − 1)ε0

W sub
b

Hsub
b

= 2(εr − 1)ε0
K(k2)

K(k′2)
, (B.9)

with modules

k2 = tD/tE = sinh

[
πzD
2hb

]
/ sinh

[
πzE
2hb

]

= sinh

[
πwr

4hb

]
/ sinh

[
π(wr + 2sr)

4hb

]
,

(B.10)

k′2 =
√

1− k2
2. (B.11)

Therefore, for the planar CPW line’s cross-section, we have:

Lg
l =

µ0

2

K(k′1)

K(k1)
, (B.12)

Cl = Cvac
l + Csub

l

= 2ε0

[
K(k1)

K(k′1)
+ (εr − 1)

K(k2)

K(k′2)

]
.

(B.13)

B.2 Flip-chip CPW line

For the CPW line in the flip-chip geometry, we assume that the interchip spacing hs
between two chips is large enough, such that the magnetic field around the CPW center
conductor is perpendicular to the vacuum-dielectric interfaces at gap areas of the CPW
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Figure B.2: Conformal transformations for the planar CPW cross-section. (a) Original geometry
with substrate relative permittivity of εr − 1 after removing the contribution from the vacuum.
(b) Intermediate geometry in the t-plane. (c) Final transformation to a parallel-plate waveguide.

line. We can then cover the vacuum-dielectric interfaces with magnetic walls and separate
the CPW cross-section into two halves. As shown in Figure B.3, the bottom half is just
the same as the planar CPW line, and also its contributions Lg,b

l and Cb
l to the total Lg

l ,
Cl. However, due to the presence of the top chip, the contributions from the top half of
the cross-section are different from those of a pure vacuum.

We independently apply conformal transformations to the top half, resulting in a
different parallel-plate waveguide with a different width Wt and separation Ht. The
contributions of two halves to the total Lg

l , Cl of the CPW cross-section are added as a
parallel combination:

Lg
l =

(
1/Lg,t

l + 1/Lg,b
l

)−1

, (B.14)

Cl = Ct
l + Cb

l , (B.15)
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Figure B.3: Cross-section of the CPW line in the flip-chip geometry. The top and bottom halves
of the cross-section, separated by the metal surface of the bottom chip, can be independently
transformed into two parallel plates using conformal mapping techniques, when the magnetic
walls (orange) are placed on the surfaces of the CPW’s gap area. We will consider the two
scenarios in which the metal ground plane of the top chip is present or not.

where Lg,b
l and Cb

l are the same as the planar CPW line case.

B.2.1 Top chip with the ground plane

When the top-half cross-section has the metal ground plane on top of the CPW line, this
superconducting metal thin film shields all the electromagnetic fields generated from the
CPW line. Therefore, we can view the top chip’s substrate as absent and replace it with
a vacuum.

To simplify the calculation, we exploit the symmetry of the top-half cross-section and
only calculate Lg,t

l and Ct
l at the z-plane’s real positive part (zero position is at the center

of CPW’s center conductor). See Figure B.4(a). The resultant two identical parallel-plate
waveguides mapped from the real positive and negative parts are also treated as a parallel
combination.

We do two consecutive conformal transformations to map the real positive part of the
top-half cross-section into a parallel-plate waveguide. We first map the top chip’s half of the
metal ground plane in the z-plane to the Re[t]-axis and then use the Christoffel-Schwartz
transformation to map the geometry to a parallel-plate waveguide in the w-plane [91].
Figure B.4 shows the two conformal transformations.

The first transformation function we use is

t(z) = cosh2

[
πz

2hb

]
. (B.16)

In the z-plane, we define zP = 0, zI = ihs, zD = wr/2 and zE = (wr + 2sr)/2. In
the t-plane these points are mapped into tP = 1, tI = 0, tD = cosh2 [πwr/4hb] and
tE = cosh2 [π(wr + 2sr)/4hb].

The second transformation function we use is

w(t) = A1F (ϕ, ks) +A2, (B.17)
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Figure B.4: Conformal transformations for the top half of the CPW cross-section in the
flip-chip geometry, where the CPW line is covered by the metal ground plane of the top chip.
The transformed region is painted in cyan. (a) Original geometry. (b) Intermediate geometry in
the t-plane. (c) Final transformation to a parallel-plate waveguide.

where F (ϕ, ks) is the elliptic integral of the first kind with

F (ϕ, ks) =

∫ sinϕ

0

dτ√
(1− k2

sτ
2)(1− τ2)

, (B.18)

sinϕ =

√
(t− tE)tD
(t− tD)tE

, (B.19)

ks =

√
tE(tD − tP )

tD(tE − tP )
= tanh

[
πwr

4hs

]
/ tanh

[
π(wr + 2sr)

4hs

]
. (B.20)

After the second transformation, the real positive part of the top-half cross-section is
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now mapped to a parallel-plate waveguide, with the width and the height

Wt = |wI − wE | = |A1|K(ks), (B.21)

Ht = |wP − wI | = |A1|K(k′s), (B.22)

where we have used the following relations

F (
π

2
, ks) = K(ks), (B.23)

F (arcsin
1

ks
, ks) = K(ks) + iK(k′s), (B.24)

k′s =
√

(1− k2
s). (B.25)

After combining the same results from the real negative part of the top-half cross-
section, the geometric inductance and capacitance per unit length of the top half of the
CPW cross-section are

Lg,t
l =

µ0

2

Ht

Wt
=
µ0

2

K(k′s)
K(ks)

, (B.26)

Ct
l = 2ε0

Wt

Ht
= 2ε0

K(ks)

K(k′s)
. (B.27)

Therefore, the total geometric inductance and capacitance per unit length of the CPW
cross-section in flip-chip geometry, when the CPW line faces a metal ground plane on the
top chip, are given as

Lg,m
l =

(
1/Lg,t

l + 1/Lg,b
l

)−1

=
µ0

2

[
K(ks)

K(k′s)
+
K(k1)

K(k′1)

]−1

, (B.28)

Cm
l = Ct

l + Cb
l

= 2ε0
K(ks)

K(k′s)
+ 2ε0

[
K(k1)

K(k′1)
+ (εr − 1)

K(k2)

K(k′2)

]
.

(B.29)

B.2.2 Top chip without the ground plane

When the top half cross-section has only the dielectric substrate of the top chip, i.e.,
no metal ground plane is covering the CPW line, the top chip will only contribute the
capacitance Ct

l to the total Cl, due to extra permittivity contribution, while Lg,t
l is the

same as in the vacuum case.
Ct

l can be calculated in the same way as the bottom half of the cross-section or as the
planar CPW line case, in which the capacitance contribution from the vacuum and the
substrate of the top chip can be calculated separately and later combined to obtain Ct

l .
The contribution from the substrate is simply by viewing the whole top half filled with

the dielectric medium same as the substrate with the relative permittivity εr:

Ct,sub
l = 2ε0εr

K(k1)

K(k′1)
. (B.30)
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However, the contribution from the vacuum is not 2ε0(1− εr)K(ks)
K(k′

s) , but

Ct,vac
l =

2ε0

1− ε−1
r

K(ks)

K(k′s)
(B.31)

due to the fact that a lower permittivity medium (vacuum) is closer to the CPW line’s
center conductor than another medium (top chip’s substrate) [92].

And the calculation of Ct
l is not viewing Ct,sub

l and Ct,vac
l in a parallel combination,

but in a series combination:

1

Ct
l

=
1

Ct,sub
l

+
1

Ct,vac
l

. (B.32)

Therefore, the total geometric inductance and capacitance per unit length of the CPW
cross-section in flip-chip geometry, when the CPW line faces the dielectric substrate of
the top chip, are given as

Lg,d
l =

(
1/Lg,t

l + 1/Lg,b
l

)−1

=
µ0

4

K(k′1)

K(k1)
, (B.33)

Cd
l = Ct

l + Cb
l =

(
1/Ct,sub

l + 1/Ct,vac
l

)−1

+ Cb
l

=
2ε0(

εr
K(k1)
K(k′

1)

)−1

+
(

εr
εr−1

K(ks)
K(k′

s)

)−1

+ 2ε0

[
K(k1)

K(k′1)
+ (εr − 1)

K(k2)

K(k′2)

]
.

(B.34)
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