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Abstract
Muscle injuries are common in sports like football, sprinting, and running,
particularly affecting the hamstring muscles in the back of the thigh. Magnetic
resonance imaging (MRI) is often used for diagnosis, but its high cost limits
accessibility, leaving many patients without definitive diagnoses.

This work explores microwave imaging as an alternative for detecting muscle
ruptures, offering a more affordable and accessible solution for earlier detection
and better care. A microwave-based imaging system includes an antenna
array, a measurement system, and an imaging algorithm. This research focuses
on developing methods enabling design of a compact, low-cost system with
repeatable and fast imaging capability.

In the first part of this study, measurement repeatability was investigated
and improved using a monopole antenna with a lossy (conductive) gel to at-
tenuate unwanted signals propagating outside the body. A software-defined
radio (SDR) was also investigated as a low-cost, compact alternative to a Vec-
tor Network Analyzer (VNA). With a simple calibration strategy, the SDR
achieved repeatability and accuracy down to more than -70 dB signal atten-
uation, proving it would be a viable option for muscle rupture detection.

The second part focused on reducing the measurement time while preserving
imaging accuracy. The lossy gels in the antennas was found to improve the
imaging accuracy, while a novel matched filter-based DMAS algorithm further
improved the accuracy. This work also found that optimization of the number
of measured transmission channels and measured frequency points enables
faster measurements with minimal impact on image accuracy.

Finally, imaging experiments demonstrated that images could be success-
fully reconstructed with the SDR, combined with the DMAS algorithm.

In conclusion, this study provides the first proof of principle for a feasi-
ble, cost-effective microwave imaging system, offering a potential to further
develop a portable alternative for muscle injury diagnostics.

Keywords: Microwave imaging, medical diagnosis, antenna system, muscle
rupture, SDR, matched filter.
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Part I

Overview
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CHAPTER 1

Background

Imagine a world where every athlete, from recreational practitioners to Olympic
champions, is provided with immediate, accurate injury diagnosis directly at
the scene of an accident. In this work, the achievement of this potential re-
ality is pursued through the application of microwave imaging technology for
diagnosing muscle strains and ruptures.

Muscle injuries represent a significant challenge in sports medicine, consti-
tuting over 30% of cases encountered by clinicians [1]. They are among the
most common injuries in sports medicine, yet they are frequently misdiag-
nosed and often receive insufficient treatment [2]. These injuries are particu-
larly prevalent in high-intensity activities such as sprinting, running, soccer,
and gymnastics [3], [4], with hamstring muscles being especially vulnerable
[5].

Along with a physical examination, imaging plays a key role in diagnosing
and managing athletes with muscle injuries [6]. The gold standard is mag-
netic resonance imaging (MRI) [7], [8]. However, the high cost and limited
availability of MRI make it inaccessible to many, particularly for non-elite
teams and recreational athletes. Therefore, in team sports, where multiple
athletes may require assessment after each training sessions, MRI becomes an
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Chapter 1 Background

unattainable luxury.
As an alternative, sonography is gaining popularity due to its lower cost

and that it is portable [9]. Unfortunately, sonography needs a specialized op-
erator and the result of the examination is highly operator dependent [8]. The
operator needs specific knowledge of compartmental muscle anatomy as well
as experience in assessing normal and abnormal muscle tissue during differ-
ent healing phases [10], which is rare in many sports settings. Unfortunately
this has limited the deployment of sonography outside centers specializing in
sports medicine [11].

This leaves us with a diagnostic dilemma. While imaging is sometimes
essential for correct diagnosis, it is often avoided due to its cost and limited
availability, leaving countless athletes waiting in uncertainty. The issue is
further compounded by the increasing number of individuals participating in
recreational sports [12]. To add insult to injury, the prevalence of hamstring
tears outside professional sports is not well documented [13]. As a result, these
injuries, despite being equally painful and potentially debilitating, often go
undiagnosed and untreated due to the associated costs and logistical challenges
of current imaging methods.

However, the emergence of microwave imaging technology offers a promising
solution to these challenges. In this work, a cost-effective and portable tech-
nology is being developed, addressing these challenges. It is envisioned that
a device built with this technology could be widely accessible in sports clubs,
training facilities, and competition venues, empowering coaches and medical
staff to make quick, informed decisions, ultimately improving the quality of
care for athletes at all levels.

1.1 Hamstring Anatomy and Injuries
Hamstring injuries are the most common type of injury in sports such as
football, running, and activities involving jumping [2], [5], [14]. Due to the
prevalence of hamstring injuries, the hamstring muscles are an ideal starting
point when developing a diagnostic system. Therefore, the anatomy of ham-
string muscles and the incidence of hamstring injuries will be discussed in this
section.

The hamstring muscles play a crucial role in flexing the leg at the knee joint,
extending the thigh at the hip joint, and contributing to leg rotation. These
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1.1 Hamstring Anatomy and Injuries

Figure 1.1: Illustration of the three muscles composing the hamstring:biceps
femoris, semimembranosus and semitendinosus. Adapted from [17]

muscles are located in the posterior compartment of the thigh [15]. Figure 1.1
shows the three long muscles in the posterior compartment of the thigh that
compose what is known as the hamstring: the biceps femoris caput longum,
biceps femoris caput breve, semimembranosus and semitendinosus muscles.

One explanation for the high incidence of injuries in the area is that this
muscle group functions between two joints, therefore it needs to stretch at
more than one point [16]. Additionally, the hamstring muscles have a muscle-
tendon junction for almost the entire length of the muscles creating weak spots
in the muscle and making it possible to have a muscle strain at any point in
the muscle [15].

5



Chapter 1 Background

Epidemiology of Hamstring Injuries in Athletic Populations

Hamstring injuries present a significant and persistent challenge across various
athletic disciplines. A study examining injury trends in English professional
football over 11 seasons revealed that muscle strains constituted 49% of all
injuries. Among these, hamstring injuries were the most common, represent-
ing 17% of all injuries and 34% of muscle injuries [18]. Similarly, Ekstrand et
al. found comparable results in their study of 23 teams selected by the Union
of European Football Associations (UEFA), identifying thigh strains as the
most prevalent injury subtype, accounting for 17% of all injuries [19].

An analysis of injury patterns in English professional football, covering
both Premier League and Football League competitions, revealed that ham-
string strains constituted 12% of all reported injuries over two consecutive sea-
sons [20], making them the most frequent injury type. English football clubs
experience an average of five hamstring injuries per season, a figure closely
aligning with data from Australian football, where clubs report a mean of six
hamstring strains per season [21].

In elite track and field, lower limb injuries dominate, accounting for 92.7%
of all injuries, with hamstring injuries being the most common (33.4%) [22].
This trend is further supported by data from the International Association of
Athletics Federations (IAAF) World Championships, which shows that thigh
injuries are the most common injury (Figure 1.2) [23].

Hamstring injuries predominantly affect the biceps femoris and semimem-
branosus muscles, with the biceps femoris being involved in approximately
66% of cases [2]. A significant portion, around 33%, also involves concurrent
trauma to both the biceps femoris and the semitendinosus muscles. In elite
track and field, 75% of all hamstring injuries occur in the biceps femoris , with
the musculotendinous junction affected in 93% of these cases [24].

One of the most concerning aspects of hamstring injuries is their high re-
currence rate, ranging from 12% to 43% [2], [20]. This propensity for relapse
poses a significant challenge for injury management and rehabilitation [20],
[25]. Additionally, these injuries contribute to prolonged athlete downtime,
affecting individual performance and team dynamics [20], [21]. These injuries
also impact athletes on multiple levels, physically, psychologically, and so-
cially, leading to both short and long term consequences for musculoskeletal
function, athletic performance, and career progression [26].

Severe cases of hamstring injury may require up to 12 months for complete

6



1.2 Understanding Muscle Injuries

Figure 1.2: Injury location in male athletes during IAAF World Championships in
Athletics. Figure created using data from [23].

recovery and rehabilitation [25]. In rugby union, hamstring injuries result in a
mean of 17 days of lost playing time, with recurrent injuries often necessitat-
ing longer recovery periods compared to initial injuries [27]. Similarly, track
and field athletes experience recovery times ranging from 2 to 6 weeks [24],
underscoring the variability in recovery across different sports.

1.2 Understanding Muscle Injuries
In this section, the structure and composition of muscle tissue will first be ex-
plored, followed by a discussion of common types of muscle injuries frequently
encountered in sports and physical activities, and then current diagnosing
methods will be discussed.

Muscle tissue is composed of bundles of elongated cells known as muscle
fibers [28]. Each muscle fiber contains myofibrils, which are the structures
responsible for contraction. These fibers are organized into larger bundles,
fascicles. Multiple fascicles come together to form the muscle tissue as we
recognize it (Figure 1.3).

Muscle injuries can be broadly categorized into strains (ruptures) and hematomas
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Chapter 1 Background

Figure 1.3: Illustration of muscle belly composition: bundles of muscle fiber form
fascicles and bundles of fascicles from the muscle tissue. Source [29]

(bleeding) [2].

Muscle Strains: Grading and Biomechanical Aspects
Muscle strains or ruptures refer to the partial or complete rupture of the
muscle fibers. Healthy muscle fibers function like elastic bands, stretching and
contracting during movement. However, repetitive overuse or sudden forceful
actions can cause these fibers to stretch beyond their limits, leading to injury.
Muscle strains are classified into three grades depending on the severity of
the injury [7](Figure 1.4). Grade I represents a minimal injury, with less than
5% of the muscle fibers torn. Grade II is a partial tear, involving between
5-50% of the muscle, which can often be treated with physiotherapy starting
a couple of days after the injury. Grade III is a complete rupture, which
typically requires surgical treatment [30].

There are two main reasons for muscle ruptures [2]:

• Distension ruptures: These occur due to overstretching of the mus-
cle, typically from sudden, unexpected movements such as slipping or
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1.2 Understanding Muscle Injuries

Grade I Grade II Grade III

Figure 1.4: Illustration of muscle belly with different grades of injury. Adapted
from [29].

lifting a heavy object, in sports this can happen for example when a
football player suddenly starts running to catch the ball. Distension
ruptures tend to occur at the muscle-tendon junction or in superficial
muscle layers, often affecting muscles that span two joints, such as the
hamstrings.

• Compression ruptures: These are caused by direct trauma, where the
muscle is forcefully compressed against a bone. For instance, a knee-to-
thigh impact during a football game can lead to this type of rupture.
Compression injuries are often deep and can cause significant bleeding
within the muscle.

Intramuscular and Intermuscular Hematomas
When a muscle fiber ruptures, the capillaries within it also break, leading to a
bleeding and the formation of a hematoma [31]. The severity of this bleeding
can vary significantly, and this variation is closely tied to two key factors [2],
[32]: the blood flow to the muscle and the activation status of the muscles
involved.

Muscle bleedings come in two main types: intramuscular and intermuscu-
lar [33]. Sometimes, a combination of both can occur.

• Intramuscular bleeding: occurs when blood is confined within the
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Chapter 1 Background

muscle fascia, the tough outer layer that encases the muscle [2]. This
type of bleeding is typically caused by overstretching or direct impact.
As blood accumulates, it increases pressure inside the muscle.

• Intermuscular bleeding: occurs when the fascia is ruptured, allowing
blood to escape between muscles and their surrounding fascia [33]. This
usually results in visible swelling and bruising. In some cases, an intra-
muscular bleed can progress into intermuscular bleeding if the pressure
causes the fascia to tear.

Intramuscular hematomas are often considered more problematic than in-
termuscular ones. It is frequently recommended to drain these internal bleeds
to prevent complications such as abnormal bone formation or excessive scar-
ring [32]. Although less common, intramuscular hematomas can also lead
to compartment syndrome, a serious condition caused by increased pressure
within the muscle compartment.

Diagnosis and Imaging of Muscle Injuries: Current
Approaches and Challenges
Diagnosing and assessing muscle injuries is a complex challenge, as these in-
juries can differ significantly in severity, location, and recovery time. While
most injuries are managed conservatively without imaging [16], the necessity
of imaging remains a topic of debate among clinicians [24].

Initial diagnosis typically begins with a clinical evaluation, ideally con-
ducted within 1-2 days of symptom onset [2]. This evaluation encompasses a
range of assessments, including inspection for bruising, gait analysis, palpa-
tion for tenderness, pain during hip flexion, and comparison of active range of
motion between the injured and uninjured limbs [24]. The hallmark symptom
is intense, knife-like pain following sudden movement, often accompanied by
inflammation and edema [34].

However, the limitations of clinical evaluation alone are evident. The po-
tential for misdiagnosis exists due to the overlap of symptoms with other
conditions. For example, minor-grade hamstring injuries have considerable
overlap in clinical symptoms with injuries involving referred pain (when the
pain felt in one part of the body is actually caused by pain or injury in another
part of the body) [35]. This underscores the value of imaging techniques in
achieving accurate diagnoses.
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1.2 Understanding Muscle Injuries

Figure 1.5: Muscle trauma caused by external impact, such as a knee to the thigh
during football, can lead to various bleeding patterns: (a) superficial
intramuscular bleeding,(b) deep intramuscular bleeding,(c) Intermus-
cular bleeding, and (d) deep intramuscular bleeding transitioning to
intermuscular bleeding after fascia rupture. Used with permission from
the author [2].

Magnetic Resonance Imaging (MRI) offers detailed visualization, capable of
identifying injuries affecting as little as 5% of the muscle [2]. However, simpler
clinical techniques would be preferred from a cost and availability point of view
[36]. Ultrasound, while more economical and accessible, is sometimes omitted
for grade I and II injuries to minimize costs [24]. In such cases, the diagnosis
relies solely on a physical examination. Additionally, there is a time constraint
when imaging, ideally coinciding with the clinical evaluation window of 1-2
days post-injury.

Imaging is more likely to be performed early in elite athletes, in cases where
there is severe pain [16]. Conversely, minor injuries are usually not deemed
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Chapter 1 Background

important enough to afford the cost of imaging and thus are also less likely
to be recorded in literature [37]. This approach, however, may overlook the
significance of minor injuries (grade I and II) in predisposing athletes to more
serious re-injuries.

The prevailing diagnostic approach reveals a significant deficiency in muscle
injury management, especially concerning minor strains that subtly compro-
mise athletic performance without causing overt functional limitations. This
gap presents an opportunity for emerging technologies, such as microwave
imaging, which could offer a cost-effective solution for comprehensive assess-
ment of all injury grades, potentially improving long-term outcomes and re-
ducing re-injury rates.

1.3 Microwave Imaging: Emerging Technology in
Muscle Rupture Detection

Microwave-based imaging and diagnostics have gained increasing prominence
in recent years, emerging as a potential competitor or complementary tech-
nique to current imaging modalities used for muscle rupture detection. Histor-
ically, microwave imaging has been used in long-range applications like marine
radars and weather radars but in recent years short-range applications have
gained attraction, an example of this is surveillance for concealed weapons
in airports [38]–[40]. This shift has opened avenues for exploring microwave
imaging in biomedical contexts.

There are two reasons why this technology is interesting for biomedical
applications. The first is the operating frequency range. The technology
exploits electromagnetic radiation that goes from several hundred MHz to
several hundred GHz with wavelengths (λ) ranging from 1 m to 1 mm. These
wavelengths are similar to dimensions inside the body [41], [42]. This allows
for enough resolution to create an image presenting a map related to the
dielectric properties in a region of the body. The choice of an appropriate
frequency range to use in this application is vital, a higher frequency gives
better imaging resolution, but it will at the same time result in a more shallow
signal penetration depth into the body. Therefore, frequencies above 10 GHz
might not give much information about the deeper part of the body making
them more appropriate for surface applications instead.

The second is that there is a contrast in the dielectric properties, permit-
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1.4 Aim and Thesis Outline

tivity (ϵr) and conductivity (σ), that is naturally found in different tissues
in the body [43], [44]. This inherent contrast facilitates the differentiation of
various tissue types and the detection of abnormalities.

The potential of microwave imaging extends beyond muscle rupture de-
tection. Over the years, it has been explored in various medical diagnostic
applications, including breast imaging [45]–[47], brain imaging [48], [49], kid-
ney imaging [50], cardiac imaging [51], bone disease measurements [52], [53],
compartment syndrome detection [54], and recently in applications involving
ligament tears like knee imaging [55] and rotator cuff tears [56].

Properties of Leg Tissue in the Microwave Region
The permittivity in the MHz to GHz range is mostly dependent on the water
content in the tissue, for example, the permittivity of low water content tis-
sues like fat and tumors is lower than high water content tissues like muscle
and skin [43], [44], as shown in Figure 1.6a. On the other hand, conductivity
depends mainly on the presence of ionized atoms due to different dissolved
substances, like salts or sugars in the tissue (Figure 1.6b). Additionally, the
dielectric properties of tissues exhibit strong dependence on frequency (fre-
quency dispersion) in the RF and microwave bands.

Figure 1.6 reveals a dielectric contrast between muscle and blood, which will
be exploited in our diagnostic system. By leveraging the presence of blood
associated with muscle injuries, the goal is to design a prototype capable of
detecting bleeding within muscle tissue.

1.4 Aim and Thesis Outline
The aim of this project is to explore the use of microwave imaging for diagnos-
ing muscle ruptures by developing a radar-based imaging system. In Papers A
and B, the use of lossy gels is investigated to attenuate multipath signals and
improve image quality, while employing low-profile antennas. Paper D will
focus on evaluating the effectiveness of circular versus semi-circular antenna
arrays, as well as determining the optimal number of transmission channels
required for adequate image reconstruction. Additionally, Paper E will ex-
plore a method inspired by matched filters to enhance image quality. The
applicability of Software Defined Radio (SDR), commonly used in wireless
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Chapter 1 Background

communications, in medical imaging will be examined in Paper C. Paper F
will show image reconstructions obtained using our calibration strategy for the
SDR. Finally, Paper G will evaluate the number of frequency points needed
for reconstructions.

The thesis contains two parts. Part I has 5 chapters. Chapter 1 provides
a background for a better understanding of muscle ruptures and current di-
agnosing methods and states the aim of the thesis. Chapter 2 gives a brief
overview of measurement systems as well as antenna arrays, the antenna used
in this project is introduced as well as some results obtained using the lossy
gel. Chapter 3 the different approaches to microwave imaging are explained
with some experimental image reconstructions shown. Chapter 4 presents a
summary of the appended papers. Finally, chapter 5 concludes the thesis
and discusses possible directions for future work. Part II contains the main
contributions of the author in the form of appended papers.
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1.4 Aim and Thesis Outline

(a) Relative permittivity ϵr

(b) Conductivity σ(S/m)

Figure 1.6: Permittivity and conductivity of different tissues in the leg. This image
was created using data from [44].

15





CHAPTER 2

Experimental Systems

There are three components in a microwave imaging system: a measurement
system, an antenna array and an imaging algorithm. The measurement system
handles signal transmission and reception to and from the antennas, while
the antenna array enables the signals to couple into the object under test
(OUT) and captures the scattered signals. A computer executes the imaging
algorithm and processes the raw data to reconstruct the image.

This chapter is divided into two parts. The first part provides a brief intro-
duction and discussion of state-of-the-art measurement systems and antenna
arrays. The second part, presents the main contributions and experimental
results of this thesis, focusing on the practical implementation and evaluation
of the proposed microwave imaging system and antennas.
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Chapter 2 Experimental Systems

Part I: Overview of Measurement Systems and
Antennas

In microwave imaging, a measurement system refers to the setup used to
generate, modulate, and detect microwave signals. It typically consists of sev-
eral components working together to send and receive electromagnetic waves.
These systems can be based on single frequency, multiple frequency, or ultra-
wide band (UWB) data, Where UWB refers to a bandwidth greater than 20%
of the center frequency or 500 MHz. The measurements can be carried out
using frequency domain systems or time domain systems. There are many
examples of each type of system used in previous research studies, and some
examples are [57]–[61].

Most of the research studies published so far aim at proof-of-principle of a
particular diagnostic application. A majority of them have been conducted
with costly and bulky lab equipment like VNAs or oscilloscopes. However,
more compact and low-cost measurement systems are desired to facilitate
clinical adaptation. This is why many research groups have started working on
minimizing systems using either compact commercial instruments or custom-
built systems [49], [62]–[65].

For example, a 16-port VNA like the Rohde & Schwarz ZNBT8, which
has been used in the studies in this thesis, can cost over 1 million SEK,
depending on the configuration. It’s a powerful tool in the lab, but with a
weight approaching 40 kg, it is not an easily portable device. A two-port VNA
is more portable with a typical price range at around 100,000 SEK. For many
applications this is still too high to enable a widespread clinical use, especially
for pre-hospital applications.

To make our microwave imaging systems both affordable and portable, al-
ternative measurement options must be explored. One promising solution is
the Software Defined Radio (SDR), which could significantly reduce both the
cost and size of the measurement system. Priced at about 30,000 SEK (for the
NI 2901 system used in the studies in this thesis), an SDR system is seen as
a much more cost-effective alternative. As a result, efforts have been made to
adapt and integrate SDR technology into the microwave imaging application.

In the following subsections the various measurement technologies and sys-
tems are introduced and discussed.
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2.1 Time Domain Systems

Figure 2.1: System block diagram of a time domain measurement system for mi-
crowave imaging.

2.1 Time Domain Systems

In time-domain systems, the object’s response is measured as a function of
time. A pulse generator creates the transmitted signal, which interacts with
the object. The receiving antenna then captures the resulting time-domain re-
sponse, which is subsequently sampled and digitized for image reconstruction,
as illustrated in Figure 2.1. In such systems, high-speed real-time oscilloscopes
or sampling oscilloscopes are often used as receivers.

Time-domain systems, which are often custom-built rather than readily
available like VNAs, are used in applications where fast acquisition is needed,
such as medical imaging. Real-time oscilloscopes, for example, can capture
UWB data in a single measurement, significantly reducing the acquisition
time. Numerous experimental systems utilizing time-domain measurements
have been proposed for various imaging applications [57], [58], [66].

One notable application of UWB data is in breast cancer imaging, where
efforts have been made to miniaturize the measurement systems. For exam-
ple, an integrated stepped-frequency continuous-wave (SFCW) UWB radar
transceiver was developed for a breast imaging system [62]. Another approach
involved replacing bulky pulse generators with integrated circuit pulse radios,
significantly reducing the size and cost of the system [64]. Additionally, ad-
vancements in microwave tomography have focused on miniaturization, with
long-term goals of developing system-on-chip solutions [63], [67].
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Figure 2.2: System architecture of VNA for microwave imaging.

2.2 Frequency Domain Systems

Another approach to microwave imaging is through frequency domain mea-
surements. In here the object’s response is measured as a function of fre-
quency. This is done by sending single frequency test signals in stepped
manner sequentially until covering the desired bandwidth. If needed, a time
domain pulse can be synthesized with a Fourier transform from the frequency
domain scattering data obtained [68], [69].

A commonly used frequency domain measurement system is the vector net-
work analyzer (VNA). The architecture of a VNA-based system is shown in
Figure 2.2. In this method, an RF generator illuminates the OUT, and the
response is captured, amplified, down-converted to an intermediate frequency
(IF), filtered, digitized, and processed to extract amplitude and phase.

VNAs are supported with powerful measurement platforms as well as cal-
ibration functions that can provide ready-to-use, high-accuracy solutions for
experimental use, making them highly relevant in research [59]–[61], [70], [71].
One disadvantage is that VNAs suffer from long settling times due to the need
for narrowband IF filters or slow synthesizers. Therefore, the measurement
speed can be quite limited, especially when performing UWB measurements
at a large number of frequencies.

Recent developments in compact VNAs have addressed some of these limi-
tations, offering more portable solutions for clinical and experimental use. For
instance, portable VNA systems have been successfully employed in clinical
trials for stroke detection [49], [72] and phantom experiments targeting head
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2.3 Software defined radio

injury detection [65].

2.3 Software defined radio
Software Defined Radio (SDR), refers to a wireless communication technol-
ogy in which the transmitter modulation is generated or defined by a com-
puter [73]. Large parts of the waveform are defined in software, giving the
flexibility to change the waveform within certain bounds, also extend the
flexibility to multi-band transmission. The demand for flexibility in commu-
nication applications has made the SDR a technology that is useful in many
areas within wireless systems. It is very interesting in particular for the mili-
tary sector, an area that has been the driving force in the development of this
technology [74]. As mentioned before, for pre-hospital diagnostics systems to
be viable, small, cheap, and accurate system are needed. SDRs are very com-
pact in size and are significantly lower in cost compared to a VNA, therefore
it is interesting to explore if such systems could replace VNAs in microwave
diagnostic applications.

In [75], Marimuthu et al. proposed a monostatic SDR-based UWB head
imaging system where they demonstrated image reconstructions of simple ob-
jects. In [76], they developed a multistatic imaging system composed of an
SDR board and a switching matrix. Meaney et al. reported a sixteen-channel
tomographic system made up of nine SDR boards [77].

As a device made for wireless communications the SDR cannot be com-
pletely classified as a frequency domain system or a time domain system since
it presents qualities found in both types of systems, but due to its flexibility,
it has the possibility of being operated in a way that resembles a frequency
domain system.

Figure 2.3 shows a typical single-channel SDR system [78]. On the receiver
side, it has many of the same components as the frequency-domain system
(Figure 2.2). A main difference is that the A/D converter is placed after
the amplifier (VGA), and the down-conversion is made digitally in the DDC,
unlike the analog approach used in frequency-domain systems.

Also, with an SDR, wide-band measurements can be performed using a
stepped frequency approach. Due to the variable gain in both transmitters
and receivers, the system can potentially provide a high dynamic range. This
makes the system appealing for medical applications where the signal strength
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Figure 2.3: Simplified system architecture of SDR.

varies.

2.4 Antennas and Antenna Arrays
The bridge between the measurement system and the media where the sig-
nals will propagate, in our case the leg, is the antennas. They are used as
both transmitting and receiving elements. Various types of antennas have
been proposed for microwave imaging applications across different parts of
the body [45], [79]–[84]. These antennas are typically grouped in different
geometric patterns, this is called an antenna array, and a circular array is
the most common configuration for biomedical applications. However, other
configurations, such as half circles or half spheres, are also feasible depending
on the specific imaging requirements [79], [85]–[88].

In a standard measurement system, an antenna array, as illustrated in Fig-
ure 2.4, surrounds the OUT, positioned at the center of the array. Each
antenna can function as both a transmitter and a receiver. Typically, one
antenna transmits while the others receive, and this process is repeated for
each antenna, ensuring all possible combinations of transmitting and receiving
antennas are used.
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Figure 2.4: Schematic representation of an imaging system.

Multipath signals

The interesting parts of the signals are those that originate from the transmit-
ter, enter into the OUT, scatter within the OUT to finally leave the OUT and
get picked up by the receivers. However, as shown in Figure 2.4, the antennas
are positioned close to one another, which leads to additional signal paths
apart from those passing through the OUT. These include reflections from
parts of the antenna system and surrounding environment, direct propagation
between antennas or even cross-channel leakage within the electronic system.
All these signals are referred to as multipath signals and are undesired as
these signals tend to be strong and, even with small variations between mea-
surements, can introduce unpredictable inconsistencies. As a result, image
reconstruction becomes prone to artifacts, as discussed in Papers A and B.
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The unwanted multipath signals carry no useful information from the OUT [89].
These signals are particularly problematic because they cannot be easily fil-
tered out or calibrated out; they originate from the same source as the de-
sired signals, share the same frequency, and appear as interference. This is
especially challenging in near-field biomedical applications, where the useful
signals are heavily attenuated by biological tissue. In such cases, multipath
propagation can overwhelm the weaker, desired signals, causing them to be
drowned out by the stronger, unwanted signal paths.

Additionally, the dielectric properties of biological tissue differ significantly
from those of air, leading to substantial reflections at the interface between the
air and the OUT. This results in a lower amount of signal power penetrating
into the OUT.

To reduce the impact of unwanted signals and reflections from surround-
ing structures, it is important to maximize the power that penetrates the
body while minimizing the energy that propagates outside the OUT. Two
approaches have been proposed to enhance signal penetration [39]: design-
ing antennas with precise impedance matching or using coupling liquids that
improve impedance matching and attenuate energy outside the OUT, thus
increasing the efficiency of energy transfer into the body.

Directive Antennas

In this approach, both off-body and on-body antennas are designed to maxi-
mize the energy coupled into the OUT while minimizing the power radiated
in other directions. By using antennas with good impedance matching and
directing the main radiation lobe towards the body, multipath effects caused
by waves traveling outside and around the antennas are minimized. Several
examples of such antenna designs exist in the literature [45], [79]–[84], [90],
including applications like the evanescent field applicator for contactless mi-
crowave breast diagnostics in air [91].

These antennas typically offer advantages such as broader operating band-
widths, unidirectional radiation patterns with high gain, and compact sizes,
making it possible to include a sufficient number of antennas in an imaging
system.

Unfortunately, this increased performance comes at the cost of added com-
plexity, which poses challenges for microwave tomographic algorithms. Larger,
more geometrically complex antennas require more memory and therefore
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longer simulation time. As a result, these antennas are less suitable for tomo-
graphic algorithms but are more appropriate for radar-based algorithms [59],
[92].

Coupling Liquids

Another approach is to use coupling liquids to reduce the contrast between
the surrounding medium and biological tissue. The first experiments using
coupling media were conducted by Larsen and Jacobi, who used water as
the coupling medium [93], [94]. Since then, a variety of liquids have been
explored [95]–[98]. Some systems have used saline solutions or mixtures of
glycerine and water to create a lossy coupling bath [59], [99]. By immersing
both the antennas and the OUT in this lossy medium, unwanted multipath
signals are effectively attenuated [97], [99], [100].

At the same time, coupling liquids help provide impedance matching be-
tween the antennas and the object, which maximizes the energy coupled into
the OUT. Additionally, the use of lossy liquids broadens the operating band-
width of the antennas due to resistive loading. This allows for the use of
low-profile antennas, such as monopoles or dipoles, across a wide frequency
band [101]. These types of antennas are less complex to model and are, there-
fore, more suitable for tomographic imaging.
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Part II: Contributions and Measurement Results
This section summarises and discusses the contributions and experimental re-
sults of this thesis, starting with an in-depth examination of the measurement
quality of the software-defined radio (SDR). Measurement challenges such as
phase instability and limited channel isolation are addressed. The section
further presents the antennas, with a focus on the strategy for minimizing
multipath signals by using a high-loss gel.

2.5 Measurement Quality of SDR
The applicability of software-defined radios (SDRs) in microwave imaging sys-
tems is heavily influenced by their ability to consistently deliver precise am-
plitude and phase measurements. These quantities are critical for capturing
accurate object responses and ensuring high-quality imaging results. How-
ever, SDR-based systems often encounter challenges such as phase instabil-
ity, low channel isolation, and signal leakage, all of which can compromise
the measurement fidelity. This section discuses the performance of the SDR,
addressing these challenges through calibration techniques, enhanced setups,
and experimental validation. The discussion is based on findings from Papers
C and F, where the feasibility of SDRs in practical imaging scenarios was
investigated.

In Paper C, the measurement quality of a SDR is explored. This system is a
two-channel USRP 2901 from National Instruments [102], which is equivalent
to the Ettus Research USRP B210 board. A common problem in software-
defined radios (SDRs) when applying them to biomedical applications is the
use of two different phase-locked loops (PLLs) that generate the carrier fre-
quencies for the transmitter and receiver, respectively. Although both PLLs
use the same reference input clock, their output clock signals are not synchro-
nized. As a result, the phases of the generated clocks are random and may
vary between measurements. Consequently, the measured phase will also be
random and cannot be correlated with the object’s response. A calibration
strategy to stabilize these phase measurements is presented in Paper C, which
creates a reference channel and an object channel using the two receivers, as
they share the same PLL and, therefore, the generated clock phase is the same
for both receivers.
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2.5 Measurement Quality of SDR

Figure 2.5: The SDR connected to the ZTVX-16-18-S Blocking Switch Matrix.
This is the measurement set up used in paper F.

One of the main challenges with SDR-based systems is also the limited isola-
tion between transmission channels. The accuracy of our calibration strategy
depends on the isolation between the reference and object channels. Addition-
ally, the efficacy of this solution relies on the performance of both receivers
and is largely impacted by significant signal leakage from the transmitter to
the receivers.

In Paper F, imaging experiments were conducted using an SDR-based mea-
surement system with a muscle phantom representing the leg and a blood
phantom simulating blood from a rupture. The object channel was connected
to the 8 antennas in the array using the ZTVX-16-18-S Blocking Switch Ma-
trix from Mini-Circuits, which allowed switching between antennas during
measurements. This setup is shown in Figure 2.5. (The antenna array will be
further described in the next section.)

Figure 2.7a shows the measured power in the object channel before any
calibration was applied. The measurements record the power levels in the
different transmission channels, ranging from the closest antennas (R21) to
the farthest (R81). Note that this is the received signal, not to be confused
with the S-parameters.

Given the increasing distance between the antennas, it is expected to see a
gradual drop in signal strength due to the longer transmission paths and corre-
sponding attenuation. However, after the first channel (R21), the power levels
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Figure 2.6: The measurement setup for a calibrated measurement showing the po-
sition of the amplifier stage between the antenna array and object
receiver. In this illustration the object receiver is Rx1 and reference
receiver is Rx2 in channel 2. This image is from Paper F.

for subsequent channels appear to overlap each other, which is unexpected.
The overlapping of power levels suggests an isolation issue, as described in

Paper C. It was demonstrated that the noise floor was lower than the sig-
nal amplitudes observed in these measurements. The overlapping signals are
likely a result of leakage from the transmitted power into the object channel,
overpowering the signal received from the measured object.

To mitigate this problem, an amplifier was introduced between the antenna
array and the object receiver, as shown in Figure 2.6. The purpose is to am-
plify the received signal level such above the internal isolation limit of the
SDR. After amplification, the measured power in the object channel (shown
in Figure 2.7b) presents a much clearer distinction between channels. The
signals from channels R21 and R31 are now clearly separated, and small vari-
ations are visible across the channels until R61 is reached. However, channels
R71 and R81 still overlap, indicating that at these points, the leakage from
the transmitter remains stronger than the received signal from the object.
Possibly this problem could be solved with even higher amplification levels in
the receiver channel.
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Figure 2.7: Measured power in object channel (SDR): (a) using no amplification;
(b) adding an amplification stage. This image is from Paper F.

29



Chapter 2 Experimental Systems

2.6 Antennas for muscle rupture detection

Although radar based imaging algorithms might provide effective diagnos-
tics, our design choice has been to consider solutions that also enable tomo-
graphic imaging. Dielectric properties reconstructed with quantitative tomo-
graphic imaging, may offer valuable insights for diagnosing muscle ruptures.
To streamline the processing time of tomographic algorithms, simple anten-
nas like monopoles were opted for, as they reduce the complexity of numerical
models and optimize the overall algorithm performance. This is the reason
why a design using simple monopole antennas is suggested in this work.

Simple monopole antennas have shown to be effective in applications aimed
at quantitative image reconstruction [59], [103], [104]. Hosseinzadegan et
al. [59] developed a fast reconstruction algorithm based on the 2D discrete
dipole approximation, which takes advantage of the simplicity of monopole
antennas by efficiently modeling them as line sources. Additionally, a lossy
coupling bath, made of water glycerin mixtures, ensures the reduction of un-
wanted multipath signals, for example, scattering from the wall of the imaging
tank and the antenna elements themselves.

However, a liquid coupling bath is not practical for muscle rupture appli-
cations, as it would require the patient’s leg to be fully immersed in the bath
during measurements. Our aim was to explore antenna design principles tai-
lored for muscle rupture imaging that would not require immersion of the
entire leg in a liquid-filled tank.

In Paper A, an antenna design with a semisolid gel made of salt (NaCl),
water, and agar to mimic the effects of antennas operating in a lossy bath
is presented [97], [100]. The goal was not to completely eliminate multipath
signals but to attenuate them enough to prevent them from corrupting the
measured signals and cause subsequent artifacts in the reconstructed images.

The antennas used for the muscle rupture detection application are shown
in Figure 2.8. These are monopole antennas, fabricated by stripping the outer
conductor from a semi-rigid coaxial cable. The radiating element has a length
of 35 mm. To facilitate mounting, the monopole is bent at a 90◦ angle, allowing
it to pass through a hole in the back of the plastic container. The figure also
shows the gel inside the container.

The antennas were arranged in a semicircular array with a 16-cm diameter,
with an angular spacing of 20◦ between individual antennas, as shown in
Figure 2.9. The measurement system used was the Rohde & Schwarz ZNBT8,

30



2.6 Antennas for muscle rupture detection

(a) (b)

Figure 2.8: Monopole antenna with cup full of gel: (a) top view of antenna; (b)
side view of antenna taken from paper A.

a 16-channel vector network analyzer (VNA). This VNA offers a dynamic
range of up to 140 dB and operates across a frequency range of 9 kHz to 8.5
GHz. However, for the measurements, the frequency range was limited to
0.5 GHz to 2.0 GHz. The antennas were connected to the VNA using eight
flexible coaxial cables.

In Paper F and Paper G, antennas with a shorter radiating element, mea-
suring 22 mm in length, were introduced. These were designed to operate
at 1 GHz when positioned between the muscle phantom and the lossy gel,
as shown in Figure 2.10a. The cup retained the same dimensions as in the
previous version and the antenna were bent at a 45◦ angle allowing it to pass
through a hole in the side of the cup. Additionally, a new antenna array fea-
turing movable antennas, adjustable to fit different phantom or leg sizes, was
introduced, as illustrated in Figure 2.10b. This new array was equipped with
stepper motors, enabling the antennas to shift positions and adapt to various
diameters, keeping an angular spacing of 22.5◦ between the antennas.

Phantoms and tissue-like media
Measurements were performed with tissue mimicking phantoms that closely
replicate the permittivity and conductivity of the dielectric properties of the
leg. Phantoms can be based on liquids, like glycerin [105], Triton X-100
[106] or gels [107], rubber like liquids, and solid materials [108]–[110]. In the
experiments, muscle and blood phantoms manufactured from water, salt, and
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(a) (b)

Figure 2.9: Measurement setup for probe measurements and image reconstruction:
(a) semicircular antenna array consisting of 8 antennas; (b) muscle
phantom in the antenna array, with probes taken from paper A.

sugar were used to act as a solvent, control the conductivity, and control
the permittivity, respectively. Agar was used to make the phantom solid
[111]. Water, salt, and sugar were chosen because the manufacturing process
is simple, the ingredients are harmless, and the mimicking of the dielectric
properties of the body is sufficient for proof-of-concept experiments. Detailed
descriptions of the properties and dimensions of the phantoms can be found
in Paper A.

Experiments
The experiments were conducted in a simplified environment using two tissue-
mimicking phantoms: one for muscle and another for blood. The muscle-
mimicking material modeled the leg of the patient, while the blood-mimicking
material represented the bleeding associated with muscle rupture. For sim-
plicity, other tissues in the leg, such as fat, bone, and skin, were not included.
The muscle and blood phantoms are shown in Figure 2.9b.

During the measurements, the antennas were placed in direct contact with
the surface of the muscle phantom, ensuring that the monopole elements were
also directly in contact with the phantom.

To investigate the effects of the different attenuating properties of the gel
two different gels were manufactured: a low-loss made from regular tap water
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(a) (b)

Figure 2.10: New monopole antenna and antenna array used in paper F: (a) top
view of antenna with cup full of gel; (b) adjustable antenna array.

and 1.5 weight percent (wt%) agar; and a high-loss gel made from a mixture
of tap water, 1.5 wt% agar and 10 wt% NaCl. The low-loss gel had permit-
tivity ε = 79.54 and conductivity σ = 0.235 S/m and the high-loss gel had
permittivity ε = 61.37 and conductivity σ = 11.98 S/m at 1 GHz. More
details about the phantoms and gels are given in paper A.

Figure 2.11 shows a few examples of the measured transmission coefficients
(S21 and S41) for the low-loss and high-loss gel. The first notable observation
is that the amplitude measured with the high-loss gel was lower than that
for the low-loss gel. The figure shows this for channels S21 and S41, but the
same trend was seen for all measured channels. Another observation is that
the curve for the high-loss gel is much smoother than for the low-loss gel.
The measured S-parameters of the low-loss gel showed a strongly alternating
amplitude that appeared to be caused by the multipath waves interfering with
the desired object response.

In paper A it is further shown that the field amplitude inside the muscle
phantom was preserved while the multipath signals propagating along paths
outside the muscle phantom were dampened when using the high-loss gel. The
lower amplitude seen in this figure for the high-loss gel is a sign that the mul-
tipath signals had been substantially reduced and the scattering amplitudes
from the phantom preserved.

As shown in Figure 2.11, the low-loss gel had a low conductivity and, there-
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fore, a significant level of multipath signals around the system is expected.
These signals interfere with each other and make the signals unpredictable as
any small change in the experimental setup can create large fluctuations in
the measured signals.

2.7 Chapter Summary and Conclusions
This chapter described the development of a microwave imaging system for
muscle rupture detection, focusing on advancements in antenna design and
exploring the measurement quality of software-defined radios (SDRs). The
significant challenge of stabilizing the phase measurement by developing a
calibration strategy for the SDR was adressed. A novel approach to antenna
design was introduced, utilizing simple monopole antennas arranged in a semi-
circular array and coupled with a semisolid gel made of saline water and agar,
which effectively attenuates multipath signals without requiring full immer-
sion of the leg. Experimental validation using tissue-mimicking phantoms for
muscle and blood demonstrated the system’s potential, with the high-loss gel
proving particularly effective in reducing interference while preserving the field
amplitude inside the muscle phantom. By creating an adaptable antenna array
with adjustable positioning and implementing sophisticated signal processing
techniques, the research provides a promising proof-of-concept for non-invasive
muscle rupture detection, showcasing significant potential for future clinical
applications in medical imaging.
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(a)

(b)

Figure 2.11: Comparison of transmission coefficients obtained from measured data
for low loss and high loss gel : (a) results for S21; (b) results for S41.
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CHAPTER 3

Imaging

Microwave imaging can be broadly categorized into two main approaches:
qualitative and quantitative. Both rely on the interaction of electromagnetic
waves with tissue interfaces of differing dielectric properties. These interac-
tions cause partial transmission and reflection of the waves, leading to changes
in their amplitude and phase. Antenna systems capture these variations,
which are then processed to create an image.

This chapter is divided into two parts. The first part provides a concise
overview of qualitative and quantitative imaging algorithms, which represent
the current state of the art in microwave imaging. The second part focuses
on the specific approach adopted in this work, outlining the contributions of
this thesis and presenting results from the image reconstructions.
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Part I: Imaging Algorithms; State of the Art
Microwave imaging can be classified into two main approaches: reconstruct-
ing patterns and shapes (qualitative imaging) or reconstructing the spatial
distribution of the dielectric properties (quantitative imaging). Qualitative
methods are often referred to as radar-based or confocal imaging, while quan-
titative methods are commonly known as tomographic imaging.

This part starts with an introduction to tomographic imaging, focusing on
some of the widely used algorithms in this approach. Thereafter an overview of
radar-based imaging techniques and the typical algorithms are given. Lastly,
early-time content removal algorithms are discussed as this is essential for
enhancing image accuracy by isolating object responses from dominant signal
artifacts.

3.1 Tomographic Algorithms
Tomographic algorithms reconstruct the dielectric properties of the imaging
domain using principles of inverse scattering. These algorithms often involve
non-linear and iterative optimization algorithms for the image reconstruction
and require solving two types of electromagnetic numerical problems: forward
and inverse problems. In the forward problem, the electromagnetic propaga-
tion in a medium with known dielectric properties and antenna array is calcu-
lated; this is a relatively straightforward problem that can be solved with and
several commercial solvers are available. The forward problem can be solved
using a variety of different methods such as the Finite-Difference Time Do-
main (FDTD) method [112], [113], the Finite Element method (FEM) [114],
[115], Method of Moments (MoM) [116] or the Discrete Dipole Approximation
(DDA) [59], [117].

In the inverse problem, the task is to calculate the properties of the dielec-
tric medium based on measured (or simulated) electromagnetic waves that
have propagated through the medium between pairs of antennas in the array;
this problem is harder to solve since the relationship between the dielectric
properties in the imaging domain and the scattered field, in general, is non-
linear. Several different iterative methods have been developed and used in
microwave tomographic applications, like the Time-Domain Inversion Algo-
rithm [60], the Distorted Born Iterative Method [118], Newton-based methods
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[119], and Contrast Source Inversion (CSI) [120].
The iterative inversion methods use simulated electric fields in addition to

measured electric fields. In each iteration, a dielectric distribution is updated
incrementally from the previous iteration. The simulated fields are compared
to the measured fields and the dielectric distribution is updated so the dif-
ference between the simulated and measured fields is minimized. Through
repeated iterations, the dielectric distribution is adjusted such that it con-
verges towards the original distribution.

Non-linear reconstruction algorithms require large computational resources
and reconstruction times can be very long, up to many hours for 3D recon-
structions. This is clearly unfeasible, particularly in clinical settings where real
time imaging is more practical. Real time performance is particularly chal-
lenging for three-dimensional (3D) imaging, whereas [117] two dimensional
(2D) reconstructions in real time are more feasible [59].

3.2 Radar Based Algorithms
Radar based microwave imaging is a conceptually different approach to re-
construct an image. These algorithms exploit time-of-flight measurements of
pulses that are transmitted through and scattered by high dielectric contrast
objects in the imaging domain [121]. Unlike microwave tomography, where
the aim is to reconstruct the dielectric parameters within the object, radar
based algorithms aim at only reconstructing information on the shape, size,
and location of scatterers [122].

Although providing less detailed information about the object, radar based
algorithms are less complex and an image can usually be reconstructed faster
compared to a tomographic algorithm. These techniques typically rely on
ultra-wideband pulses that are transmitted into the imaging domain to detect
reflections and scattered pulses from strong dielectric scatterers [42].

The radar algorithms use estimated propagation times between pairs of
antennas and individual pixels in the imaging domain. If a scatterer is present
in a particular pixel the correlation between scattered signals from different
directions is high; if a scatterer is not present the correlation is low. An image
of the scatterer is created by repeating this process for each pixel in the region
of interest. Therefore, if the signals have been processed correctly (the early
time content removed), the highest intensity point in this intensity map will
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correspond to the location of the dielectric scatterer [123].
Several imaging algorithms have been reported in the literature and a

few examples of such algorithms are the Delay-And-Sum (DAS) [46], [122],
Delay-multiply-And-Sum (DMAS) [124], Microwave Imaging via Space Time
(MIST) [125], Generalized Likelihood Ratio Test (GLRT) [126], Standard
Capon Beamformer(SCB) [127], [128], and Multistatic Adaptive Microwave
Imaging (MAMI) beamformer [129].

Despite the fact that these algorithms are conceptually much simpler than
quantitative tomographic algorithms, many challenges remain with this ap-
proach. A particular challenge is processing the received signals efficiently.
The early-time content is primarily originating from reflections off the skin
in the case of reflection signals, or by the direct path between antennas in
transmission signals. Neither the skin reflection nor the direct path signals
provide information about the object, as they represent the first response path
the signal can take. On the other hand, the late-time content is dominated
by the object’s response, which is the desired information for imaging.

The early-time content needs to be removed from the signal before imaging.
Otherwise, the desired object response will be drowned in the early-time con-
tent, which usually have a much higher amplitude than the late-time content.
Improper removal of the early-time signal can lead to inaccurate reconstruc-
tions, where artifacts appear or the position of the object is misrepresented.

3.3 Early-Time Content Removal Algorithms
Different methods can be applied to remove or reduce the early-time content.
One method includes the use of a priori measurements of a ttissue like phantom
that resembles the object under tests such as lesion-free phantoms, or healthy
tissue [124]. An alternative is to use the average of all signals recorded at each
channel to estimate the early-time content [46], rotation subtraction [85] and
the use of different adaptive filtering algorithms [130], [131].

The a priori data method requires that a reference signal has been obtained
from measurements of healthy tissue. The reference signal is then subtracted
from the signal with the object response and since the only change between the
healthy and injured signals is the object (in or case blood) then the resulting
signal only contains the late time content with the object response. For ex-
perimental investigations on phantoms, it is usually possible to perform these
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before and after measurements. In our experiments on a muscle phantom
both a healthy model (reference) and a phantom model of a ruptured muscle
(a blood phantom was inserted in the muscle phantom) was measured. The
reference signal was subtracted from the signal of the ruptured muscle model
to generate the differential signal used as input for the imaging algorithm.

In practice, this solution would be suitable in scenarios such as monitoring
of ongoing bleedings or during the rehabilitation period as it allows signal com-
parison over time from the same patient. However, depending on the clinical
application, the use of a priori data may not always be practical, as it re-
quires baseline measurements of the patient taken before the injury occurred.
In such cases, alternative methods like rotation subtraction or adaptive filter-
ing algorithms may be more appropriate.

These algorithms aim to estimate the early-time skin response so it can be
removed from the signals before reconstructing the image [132]. Therefore,
they are sensitive to measurement variability and noise in the scattering data.
Even a small change can create errors or uncertainties in the estimation and
removal of the early time signal that could also corrupt the late time object
response that one intends to preserve. One important step to help mitigate
these problems is to reduce the variability in measurement data and to keep
the signals free from undesired scattering that originates from other sources
than inside the body.
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Part II: Contributions and Imaging Results
In this part, the impact of multipath signals on the image quality is investi-
gated and it is shown how the use of high-loss gels behind the antennas improve
the image reconstruction accuracy and repeatability. This approach reduces
the variability in the measurement data, which in turn decreases the artifacts
in the reconstructed images. However, in some cases, substantial background
artifacts can still appear in the images. To address this, a matched filter-
based DMAS algorithm has been proposed with the purpose to increase the
Signal-to-Clutter Ratio (SCR) of the reconstructed images.

A majority of the imaging experiments were made with a multiport Vec-
tor Network Analyzer (VNA). Experiments were also made with a Software-
Defined Radio (SDR). The SDR is a two-port system that was used to perform
measurements in the frequency domain. A switching matrix had to be used to
step through all desired antenna combinations. Methods to reduce the num-
ber of measured channels was investigated by analyzing how the number of
transmission channels and frequency points impacted the reconstruction accu-
racy. This could in turn enable reduced measurment times. Finally, imaging
based on the SDR measurements were demonstrated and analyzed.

3.4 Multipath Signals Deteriorate Reconstructed
Images

As explained in Chapter 2, multipath signals are a significant challenge in
microwave imaging, often introducing unwanted artifacts in the reconstructed
images. In this section the impact of these signals is investigated and it is
demonstrates how a high-loss gel can mitigate their effects. By attenuating
external signal pathways and reducing measurement variability, the high-loss
gel improves the repeatability and accuracy of image reconstructions. Image
reconstruction results using low-loss and high-loss gels in the antennas are
shown. These results confirm that use of high-loss gels behind the antennas
has a substantial effect on the image reconstruction repeatability.

As discussed in Chapter 2.6 and findings detailed in paper A, an antenna
design has been proposed that incorporates a semisolid, high-loss gel. This
design reduces variability in measured S-parameters by effectively attenuating
signals traveling outside and around the muscle phantom while preserving the
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field amplitude within the phantom itself. This reduced variability translates
into improved consistency in the reconstructed images, as demonstrated in
paper A.

In paper A image reconstruction experiments were also done based on phan-
tom measurements. In the experiments a blood phantom with a diameter of
4 cm was inserted at a position 3 cm above the bottom of the phantom.

For comparison two datasets were measured: one with the low-loss gel and
one with the high-loss gel. For each gel, 15 measurements were taken as a priori
measurement (before adding the blood that represents the muscle rupture) and
15 measurements with the blood phantom inserted into the muscle phantom.
This means that for each gel, 15 differential signals could be obtained and used
as the input signal to the DMAS algorithm. The reason for using multiple
measurements (15) was to gather some statistics on the variability in the
reconstructed images using the two different gels.

Figure 3.1 shows a few selected reconstructions that were obtained with
the measured data for the low-loss gel and the high-loss gel. The reconstruc-
tions from the measured data with the low-loss gel showed great variability
between images. On the other hand, the reconstructions based on measure-
ments with the high-loss gel showed fewer artifacts in the background and the
blood phantom was always reconstructed in the correct position.

For the case with low-loss gels, the reconstruction were sometimes successful
as in the upper image. However with stronger artifacts close to the bottom
edge compared to the images obtained using the high-loss gels. In other images
the artifacts were on the other hand even larger in amplitude than the blood
phantom.

Instead of showing all 15 image reconstruction a plot of the reconstructed
amplitude were drawn at the vertical line crossing through the center of the
muscle phantom. The reconstructed amplitudes are shown in Figure 3.2 and
they show the same pattern discussed before.

In paper B the work of paper A was confirmed and extended using blood
phantoms with different sizes and positions.

3.5 Matched Filter DMAS
The work in paper A and B marks a significant step forward in applying
microwave imaging to sports medicine, as well as to improve other diagnostic
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(a) Low-loss gel (b) High-loss gel

Figure 3.1: Sample reconstructions using phantom measurements: (a) low-loss gel;
(b) high-loss gel. The images are reproduced from paper A.

44



3.5 Matched Filter DMAS

(a) (b)

Figure 3.2: Reconstructed data along the line through the center of the imaging
domain for 15 images: (a) low-loss gel; (b) high-loss gel. The images
are reproduced from paper A.

applications. Despite this success, a persistent challenge is identified: the pres-
ence of substantial background artifacts in the images, particularly in cases
where the blood is located deep into the muscle. These artifacts can poten-
tially complicate the overall image interpretation and mask subtle diagnostic
information. While the current method effectively locates blood accumula-
tions, reducing background artifacts is important for enhancing image clarity,
improving the signal-to-clutter (SCR) ratio in the images, and ultimately in-
creasing the diagnostic accuracy of the imaging technique. Inspired by the
matched filtering techniques an additional stage to the DMAS algorithm was
introduced in paper E. The purpose was to enhance the Signal-to-Noise Ra-
tio (SNR) of the measured signals. This enhancement, in turn, increases the
Signal-to-clutter-ratio (SCR) of the reconstructed images.

In conventional radar systems, matched filtering is an effective method used
to enhance the (SNR) [133]–[135]. A matched filter maximizes the SNR by
optimally correlating the received signal with the expected signal [133]. A
filter based on this correlation will improve the ability of a radar system to
extract meaningful information from noisy signals.

The matched filter is designed to be the time-reversed complex conjugate
of the expected signal. Mathematically, for a transmitted signal s(t), the
matched filter’s impulse response h(t) is given by [136]:
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Received 
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Figure 3.3: Visual representation of DMAS algorithm and proposed modification.
The image is reproduced from paper E.

h(t) = s∗(−t), (3.1)

where s∗ denotes the complex conjugate. The output of the matched filter,
y(t), is the convolution of the received signal r(t) with the filter’s impulse
response:

y(t) =
∫

r(τ)h(t − τ)dτ (3.2)

Another way to explain this operation is that it computes the cross-correlation
between the received signal and the expected signal template [133].

While some previous methodologies have suggested employing a matched
filter to mitigate early-time clutter caused by the skin [137]–[139], the work
presented in this thesis takes a different approach. The proposed method ex-
tends the traditional DMAS algorithm in three key steps. First, the received
signals undergo the standard DMAS process of delay and multiplication. Sec-
ond, an additional stage is introduced where the sum of these processed signals
serves as the impulse response for a new filter. Third, this filter is applied to
the signals as illustrated in Figure 3.3. This way the multiplied and summed
signals become h(t) and this filter is then applied to all the multiplied signals
before summing and integrating.

Phantom Object Measurements and Metrics for Image
Evaluation
The study encompassed four measured cases (the same cases as in Paper A
and B), which were also simulated numerically to facilitate comparison. Figure
3.4 illustrates the measurement configurations, depicting the muscle phantom
along with the size and position of the blood phantom.
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Case 1 Case 2 Case 3 Case 4

Figure 3.4: Illustration of muscle phantom and blood phantom and positions
(cases). The image is reproduced from paper E.

The accuracy of the reconstructed images was analyzed with an artifact
to object metric. The target region (Ωb) was defined as the area inside the
full-width at half maximum (FWHM) boundary of the peak value of the re-
constructed bleeding and the pixels outside this region were defined as the
clutter region (Ωc).

Signal-to-Clutter ratio (SCR),

SCR = 20 ∗ log10

(
⟨Ir(Ωb)⟩
⟨Ir(Ωc)⟩

)
(3.3)

Here ⟨·⟩ is the average and in an accurately reconstructed image, the SCR
is high.

Image Reconstruction with the Matched Filter DMAS
Reconstructed images from measured case 4 are shown in Figure 3.5. This
case results in the lowest SCR and is caused by the small size of the blood
phantom and its position deep inside the muscle phantom tissue.

Reconstruction are shown with the standard DMAS algorithm (Figure 3.5a)
and the matched filter DMAS approach (Figure 3.5b). To aid interpretation,
all images include a dotted red circle indicating the actual shape of the blood
phantom. Additionally, the full-width half-maximum (FWHM) regions of the
reconstructed objects are indicated with red dotted lines and the maximum
intensity pixel position is marked.

In both cases, the reconstructions accurately show the phantom’s position
without introducing clutter that could be mistaken for an object. However,
the images reconstructed with our matched filter DMAS algorithm exhibit
noticeably less clutter compared to those produced by the standard DMAS.
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Figure 3.5: Reconstructed images using measured case 4 using (a) DMAS (b) our
modified DMAS. The images are reproduced from paper E.

To quantify the improvement, the SCR has been calculated using eq 3.3.
Figure 3.6 shows the results of the four cases. Consistently, significant SCR
improvements was seen when using the matched filter DMAS, with a 16 dB
increase in SCR in case 4. Clearly the matched filter DMAS significantly
attenuates clutter compared to the standard DMAS algorithm, but it does
not completely eliminate it.

3.6 Reduction of Measurement Time
As mentioned before, a goal is also to replace the VNA with the SDR to enable
a more compact system at a lower price. Encouraged by the results in Paper
C, where the measurement quality of the SDR for medical applications was
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Figure 3.6: SCR of the four measured cases using the standard DMAS algorithm
(No filter) and our modified version (Filter). Taken from paper E.

studied, imaging experiments were conducted in Paper F. However, a notable
challenge with a SDR, and other compact systems like a 2-port VNA over
a multi-port VNA, with capacity to measure several channels in parallell,
is the increased measurement time. There are two main reasons for this:
first a switching matrix has to be used to step through the desired antenna
combinations pairwise in sequence, adding additional measuring time for each
transmission channel measured. The second reason for increased measurement
time is the number of frequency points as the SDR essentially operated in the
frequency domain, measuring one frequency at a time. The total measurement
time is therefore significantly impacted by the number of measured frequencies
in the frequency range. The number of measured frequency points also impact
the measurement time in a multi-port VNA, however to a lesser extent.

Long measurement times come with a risk of introducing movement artifacts
in the reconstructed images due to patient movements. Consequently the
number measured transmission channels and frequencies should be kept as
low as possible to minimize the measurement time.
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Reduction of Transmission Channels
The number of channels have a direct impact on the total measurement time.
In paper D the accuracy of the reconstructed images was investigated and
in fact found to be improved by a reduction of the number of transmission
channels.

In this study the hypothesis was that the antennas located farther apart
contain less useful information due to lower coherency between the channels,
increased signal attenuation, and high noise levels. If the hypothesis is true,
data from these channels could be excluded or not measured at all, thereby
reducing the total number of measured channels without significantly affecting
image reconstruction accuracy.

Figure 3.7 shows the reconstructed images of Case 1 when the number of
transmission channels used in the reconstructions was reduced. In each fig-
ure, four examples show the reconstructions when reducing the number of
transmission channels to 56, 50, 36, and 14 channels. It is seen that the re-
constructions of the blood phantoms are relatively similar when making small
reductions in the number of channels. However, when using only 14 trans-
mission channels for the reconstructions the amount of clutter is significantly
increased. This might lead to the false conclusion that there is more than one
reconstructed bleeding.

The SCR for the four measured cases were calculated and plotted against
the total number of transmission channels, as shown in Figure 3.8. This
indicates that is feasible to decrease the number of transmission channels from
56 down to 36 channels while limiting the reduction in SCR to less than 12%,
as channels positioned farther from the target contribute less information and
more noise compared to closer channels.

Reduction of Frequency Points
As previously explained, another factor contributing to increased measure-
ment time is the number of frequency points measured. To reduce mea-
surement time, the number of frequency points could be reduced as much
as possible without compromising the image quality significantly. This mo-
tivation led to the study presented in Paper G, where the influence of the
number of frequency points on the synthesis of input time-domain signals for
the DMAS algorithm was examined, and how this impacts the accuracy of
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Figure 3.7: Reconstructed images of measured simulated case 1 using (a) 56 chan-
nels (b) 50 channels (c) 36 channels (d) 14 channels. The image is
reproduced from paper D.
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Figure 3.8: SCR for the 4 measured cases. The image is reproduced from paper
D.

the reconstructed DMAS images was investigated. This study also utilized
the antennas with gels and measurement system introduced in Section 2.6.

Figure 3.9 shows the reconstructed images while using 260, 13 and 6 fre-
quency points. The position of the antennas has been modified to agree with
the real position in the new antenna array. The red rectangles in these images
outline the true position of the blood phantom. The reconstructed image using
all 260 measured frequencies (Figure 3.9) shows two distinct intensity peaks
within the expected target location. Even as the number of frequency points
decreases, the reconstructions remain highly similar to the original. With as
few as 13 frequencies (Figure 3.9b), the image closely resembles the one cre-
ated with 260 frequencies. However, noticeable deterioration only becomes
evident when the number of frequencies is reduced to six (Figure 3.9c).

3.7 Image Reconstructions Using SDR
Building on the previous discussion of Software-Defined Radios (SDRs) in
Chapter 2, this section discusses their application in image reconstruction.
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Figure 3.9: Reconstructions made with different numbers of frequencies in the time
domain signal synthetization: (a) 260 frequency points; (b) 13 fre-
quency points; (b) 6 frequency points. The images are reproduced
from paper G.
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Figure 3.10: Reconstructions made with measurements using:(a) the VNA; (b)
The SDR. The images were reproduced from paper F.

As demonstrated in Paper C, the SDR’s measurement capabilities are such
that image reconstruction is possible. Encouraged by these findings, in Paper
F, the investigation was extended to an imaging experiment.

For the SDR measurements, the same setup as described in Section 3.4
was used, which included both a muscle phantom and a blood phantom. The
differential signal between measurements with and without the blood phantom
was used to reconstruct the images. Additionally, VNA measurements of the
same setup were taken to serve as a benchmark for comparison.

Figure 3.10 shows the reconstructions using both the VNA and the SDR for
one of the measured cases presented in Paper F. The red rectangle indicates
the true position and size of the blood phantom.

The VNA-based reconstructions show the reconstructed phantom at a po-
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sitioned approximately in the center of the ground truth blood phantom posi-
tion. In contrast, the SDR reconstructions are off-centered, but still track the
phantom’s position. As seen in the image, the intensity maximum is shifted
upwards and towards the center of the imaging domain. The reason for this is
caused by the contributions from the farthest transmitter-receiver channels.
As discussed in Chapter 2.5, these channels do not provide meaningful infor-
mation about the object; instead, they mainly capture the leaked transmitted
signal. When these channels are excluded from the reconstruction, the object
position moves closer to the correct location of the blood phantom, as shown in
Fig. 3.11c. In this figure, the reconstruction using all transmission channels,
Figure 3.11cb, is positioned closer to the center of the imaging domain, while
excluding the farthest channels, as done in Paper D (Section 3.6), and using 36
channels for the reconstruction, causes the intensity maximum to shift closer
to the actual position of the blood phantom, Figure 3.11cc. For comparison
the reconstruction made with VNA data is shown in Figure 3.11ca.

3.8 Chapter Summary and Conclusions
This chapter presents significant advancements in microwave imaging, par-
ticularly for medical diagnostics. It demonstrates how the use of high-loss
gels mitigates multipath signals, reducing variability in image reconstructions
and improving repeatability by attenuating external signal pathways. The
introduction of an enhanced DMAS algorithm, incorporating a matched fil-
ter stage, results in a substantial improvement in the Signal-to-Clutter Ra-
tio (SCR) of up to 17.5 dB, significantly reducing background artifacts and
enhancing image clarity. Furthermore, strategies to optimize measurement
time are explored, showing that transmission channels and frequency points
can be reduced without major compromises in image quality when using the
VNA. Specifically, reducing the number of transmission channels from 56 to
36 results in less than a 12% reduction in SCR, and the number of frequency
points can be cut to 13 within the desired frequency range without significant
changes in the reconstructed images. Additionally, the feasibility of perform-
ing image reconstructions using SDR measurements, following the established
calibration strategies, is demonstrated.

These findings contribute to the development of more accurate and cost-
effective diagnostic tools, particularly for detecting muscle ruptures and inter-
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nal bleeding, with implications for sports medicine and beyond. The proven
effectiveness of high-loss gels, the SCR improvement through matched filter-
ing, and the successful application of SDRs pave the way for more portable
and affordable imaging systems, enhancing both diagnostic speed and accu-
racy. Ultimately, this research lays a solid foundation for future advancements
in microwave imaging technology, offering the potential for faster, more ac-
cessible, and precise medical diagnostics.
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Figure 3.11: Reconstructions made with measurements using: (a) the VNA with
all transmission channels; (b) The SDR with one external amplifi-
cation stage using all available transmission channels; (c) The SDR
with one external amplification stage but excluding the farther trans-
mission channels. Image reproduced from paper F.
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CHAPTER 4

Summary of included papers

This chapter provides a summary of the included papers, detailing both their
content and the author’s specific contributions.

4.1 Paper A
Laura Guerrero Orozco, Lars Peterson, Andreas Fhager
Microwave Antenna System for Muscle Rupture Imaging with a Lossy
Gel to Reduce Multipath Interference
Published in Sensors 2022, 22, 4121
©https://doi.org/10.3390/s22114121.

This paper presents a novel antenna design and a microwave antenna system
for imaging with the purpose of detecting and diagnosing muscle ruptures. A
conductive gel was introduced on the back and side of the antennas to at-
tenuate the outgoing and sideways moving waves. The aim was to reduce
undesired multipath signals and improve the image reconstruction accuracy.
Tissue-mimicking phantoms, representing muscle and blood, were used in mea-
surements with both low conductivity (low loss) and high conductivity (high
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loss) gels at the back of the antennas. For comparison, corresponding simula-
tions were performed as well. The results obtained from both the simulated
and experimental data were in good agreement. They showed that the field
amplitudes on the transmission coefficients between antennas decreased with
an increased conductivity of the gel. At the same time, only a minor change
in the field strength inside the muscle phantom was seen. This confirms that
surface waves and other multipath waves are attenuated without significantly
affecting the waves propagating through the object. Additionally, in repeated
image reconstruction experiments using the DMAS beamformer algorithm,
the high-loss gel antennas showed a more stable and repeatable image recon-
struction accuracy in comparison to the low-loss gel. Therefore, we conclude
that a reduction in the multipath signals made the signals less corrupted with
unpredictable artifacts due to unwanted multipath scattering.

Contribution
The author of this thesis has performed all modelling, all experiments, per-
formed image reconstruction, performed the analysis and written the manuscript.

4.2 Paper B
Laura Guerrero Orozco, Lars Peterson, Andreas Fhager
Muscle Rupture Microwave Imaging with a Lossy Gel to Reduce Multi-
path Interference
Published in 2023 17th European Conference on Antenna and Propaga-
tion (EuCAP), pp.1-5
©IEEE DOI: 10.23919/EuCAP57121.2023.10133732.

This paper presents an expansion of the results found in Paper A with the
investigation expanded to different blood phantom sizes and positions. Mea-
surements were performed using tissue-mimicking phantoms together with
both a low-loss gel and a high-loss gel. Two different blood phamtom sizes
were used as well as two different positions inside the muscle phantom. The
results confirmed the conclusions found in paper A in different imaging sce-
narios and showed that reconstructions made with the high-loss gel were more
repeatable and stable than those made with the low-loss gel, with respect to
both phantom size and position.
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Contribution
The author of this thesis has performed all modelling, all experiments, per-
formed image reconstruction, performed the analysis and written the manuscript.

4.3 Paper C
Xuezhi Zeng, Laura Guerrero Orozco
Measurement quality of a software defined radio system for medical di-
agnostics
Published in the Journal of Engineering-JOE, Volume 2022, Issue 12
December 2022 Pages 1162-1172
©http://dx.doi.org/10.1049/tje2.12196.

The paper presents a study on the measurement accuracy of a software-
defined radio (SDR) system. The aim was to investigate whether it could
be used in microwave applications for medical diagnostics. The accuracy and
noise levels of the measurements are critical and are directly related to diag-
nostic accuracy. Particularly, the high-loss characteristics of biological tissues
make the measurements challenging. An extensive investigation of a single-
board, two-channel USRP 2901 SDR from National Instruments is conducted.
This SDR is equivalent to the Ettus Research USRP B210 board. Measure-
ments were performed on an antenna system as well as on a variable atten-
uator with a 70 dB adjustable attenuation range. This attenuation range is
similar to a realistic measurement scenario in any medical diagnostics applica-
tion. The signal-to-noise ratio (SNR) of the measurements was also studied.
Previous simulation work showed that an SNR over 15 dB is sufficient for
the reconstruction of a specific breast model when using a time-domain to-
mography approach. In this work, we showed that this level of SNR can be
obtained. Additionally, we found that the performance of the SDR is superior
to a custom-built pulsed time-domain system, which usually has a maximum
SNR of about 40 dB in the investigated frequency range. Furthermore, a
calibration strategy is developed to calibrate the random phase caused by
the two separate PLLs in the transmitter and receiver channels. We showed
that we could perform stable phase measurements with the proposed calibra-
tion strategy. We also found that there was good measurement repeatability
and accuracy of the SDR measurements when benchmarking against a high-
performance VNA for a transmission loss of up to 70 dB.
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Contribution
The author of this thesis has taken part in performing the measurements,
wrote the LabView code to control the experiments, performed the data anal-
ysis, and reviewed the manuscript.

4.4 Paper D
Laura Guerrero Orozco, Lars Peterson, Andreas Fhager
Microwave imaging with a reduced number of transmission channels in
a semi-circular antenna array
Submitted to IEEE-JERM 2024.

This paper investigates reducing the number of transmission channels and
evaluating its impact on reconstruction accuracy. This is of interest as a
reduced number of measurement channels would enable a corresponding re-
duction in the measurement time of low-cost, portable microwave imaging
systems. Such a system is most likely constructed with a two-port microwave
transceiver system. In that case, a switching matrix is needed to select
transmitter-receiver antenna pairs before the measurement. Reducing the
number of channels is therefore a key aspect in reducing the overall measure-
ment time. In this study, we also compared the performance of circular and
semicircular antenna arrays. The results showed that a semicircular array is
sufficient for detecting the blood associated with muscle ruptures. Although
this configuration slightly alters the shape of the reconstructed object, it does
not compromise detection accuracy. Building on these findings, we hypoth-
esized that antennas positioned closer together contribute more significantly
to accurate reconstruction. This is likely due to their stronger signals, higher
coherency, and lower noise levels compared to more distant antennas. As
a result, the farthest antennas could be excluded from both measurements
and reconstructions without major performance losses. We used both simula-
tion and measurement data in the investigation. The results showed that the
number of transmission channels could be reduced from 56 to 36 in the semi-
circular antenna array with only minor deterioration of the reconstruction
accuracy. The corresponding decrease in the Signal-to-Clutter Ratio (SCR)
was found to be less than 12%.

62



4.5 Paper E

Contribution
The author of this thesis has performed all modelings, all experiments, per-
formed image reconstruction, data analysis as well as written the manuscript.

4.5 Paper E

Laura Guerrero Orozco, Lars Peterson, Andreas Fhager
Matched Filter Enhanced Delay Multiply and Sum for Muscle Rupture
Microwave Imaging
Manuscript in preparation for submission.

This paper addresses a significant challenge in microwave imaging by devel-
oping an innovative approach to reduce background artifacts in reconstructed
images. We propose a modified Delay-Multiply and Sum (DMAS) algorithm
that incorporates a matched filter-inspired stage, significantly enhancing the
image reconstruction accuracy. The matched filter DMAS algorithm ampli-
fies blood response signals while reducing background clutter in the image.
Both simulations and measurements were used to study the performance of
the algorithm across a frequency range of 0.5–1.5 GHz. The results were
promising, with the new method achieving significant improvements in the
signal-to-clutter ratio (SCR), increasing it by 16–17 decibels across the test
cases compared to a conventional DMAS algorithm. This enhancement pro-
vides clearer, more focused images that maintain accurate localization of blood
accumulations within muscle tissue. This technique demonstrates particular
effectiveness in reducing artifacts in challenging scenarios, such as when the
blood phantom is small and located deeper within the muscle phantom. Fu-
ture work will focus on testing the technique with more complex phantoms
that more closely mimic real clinical conditions, including multi-tissue scenar-
ios and more diverse imaging contexts.

Contribution
The author of this thesis independently came up with the idea of improving
the DMAS imaging algorithm with a matched filter, developed the idea, per-
formed all experiments, image reconstruction, and data analysis as well as
wrote the manuscript.
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4.6 Paper F
Laura Guerrero Orozco, Xuezhi Zeng, Andreas Fhager
Microwave Imaging of Muscle Ruptures with Software Defined Radio
Manuscript in preparation for submission,.

This paper investigates the possibility of using the Software Defined Ra-
dio (SDR) for microwave imaging of muscle ruptures. The proposed system
includes a semicircular antenna array, a switching matrix to change between
transmission channels, a power splitter to divide the transmitted signal fo
our calibration strategy, an amplifier stage to lift the signals above the leak-
age level from transmitter to receiver and one SDR unit as the measurement
system. Experiments were done with tissue mimicking phantoms of muscle
and blood and the system is able to detect the blood phantom and we are
able to get image reconstructions, with results benchmarked against results
obtained with the vector netwrok analyzer (VNA). While positional inaccura-
cies in reconstructed images were observed, the findings confirm the potential
of SDR-based microwave imaging as a cost-effective, portable diagnostic tool,
paving the way for further refinement and clinical adoption.

Contribution
The author of this thesis has written all codes to control the SDR experi-
mental procedure as well as performed all experiments, performed the image
reconstructions, performed the data analysis and wrote the manuscript.

4.7 Paper G
Andreas Fhager, Laura Guerrero Orozco, Lars Peterson
A Study on the Reduction of Frequency Points in Muscle Rupture Mi-
crowave Imaging in a semi-circular antenna array
Accepted for publication at the 19th European Conference on Antenna
and Propagation, 2025.

Our work with microwave image reconstructions is based on the DMAS
algorithm. This algorithm takes time-domain signals as input, and these sig-
nals are synthesized from frequency domain measurements. When using a
stepped frequency domain measurement procedure, a reduction in the num-
ber of points would correspond to a reduction in the overall measurement time.

64



4.7 Paper G

In this paper, we study the relation between the reconstruction accuracy and
the number of measured frequency points. Our study demonstrates that the
number of frequency points can be significantly reduced without severely com-
promising image quality. By systematically decreasing the frequency points
from 260 to as low as 20, the relative squared error of the reconstructed
image increased by less than 1Measurements were conducted using a semi-
circular antenna array and tissue-mimicking phantoms, with blood phantoms
introduced to replicate ruptures. This approach supports the development
of low-cost diagnostic tools, paving the way for more widespread adoption of
microwave imaging in sports medicine and beyond.

Contribution
The author of this thesis has performed the measurements, written the code for
signal processing and image reconstructions as well as reviewed the manuscript.
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CHAPTER 5

Conclusions and Future Work

This thesis provided an overview of the background and results of research
towards a microwave imaging system for muscle rupture detection. The goal
was to develop an imaging system capable of detecting and diagnosing mus-
cle injuries with the potential to complement, or eventually replace, current
imaging modalities such as MRI.

The research focused on developing a system that is capable of delivering
repeatable measurements, is compact, and facilitates short operation times at
high image accuracy.

5.1 Improving Measurement Repeatability
In the first part of this thesis, strategies to enhance measurement repeatability
were investigated. In Paper A, a novel antenna system was introduced, based
on a lossy gel to attenuate unwanted multipath signals. This setup signifi-
cantly reduced undesired fields outside the object under test while minimally
affecting signal levels within the object. Image reconstruction experiments
using the DMAS algorithm demonstrated that antennas paired with this gel
produced more stable and repeatable results compared to those using a low-
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loss gel. Paper B extended and confirmed these findings with blood phantoms
of varying sizes and positions. The conclusion was that reduction of unwanted
signals outside the object under test is essential for the performance of the
microwave imaging system.

For cases involving smaller, deeper bleedings in muscle phantoms, substan-
tial background artifacts were observed, which were less prevalent in larger
or more superficial bleedings. This challenge motivated the development of a
method to minimize these artifacts. In Paper E, inspired by the methodology
of matched filters, an additional stage to the DMAS algorithm was proposed.
This stage enhanced the signal-to-clutter ratio (SCR) by up to 17.5 dB, sub-
stantially reducing background artifacts.

5.2 Compact and Affordable System Design
Another objective was to investigate methods that allow for the design of a
compact and cost-effective system. Therefore, the measurement quality of a
software-defined radio (SDR) as an alternative to the bulky and expensive
multiport Vector Network Analyzer (VNA) was explored in Paper C. Results
showed that the SDR delivered sufficient signal-to-noise ratio (SNR) for mi-
crowave imaging, and a calibration strategy was developed to stabilize the
phase. Building on this, Paper F demonstrated successful image reconstruc-
tions using the SDR. While the reconstructed images showed slight positional
skew, their alignment corresponded to the actual blood phantom positions,
confirming the feasibility of the SDR for our system. This marked a critical
step toward reducing system cost and size.

5.3 Reducing Measurement Time
With the SDR operating as a two-port frequency-domain system, a switch-
ing matrix was used to select the desired combination of transmitter-receiver
combinations. In an imaging experiment, it is necessary to sequentially step
through the desired channels, which, depending on the settings, could be a
very time-consuming process. Minimizing the measurement time therefore be-
came crucial. Two strategies were explored through VNA-based experiments.
In Paper D, the number of transmission channels was reduced from 56 to 36
in a semicircular antenna array, which resulted in less than a 12% reduction
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in SCR. In Paper G, the number of frequency points was reduced, and it
was found that reducing the number of points from 260 to just 13 had no
significant impact on the image accuracy.

5.4 Concluding Remarks and Future Work
This work demonstrates the feasibility of a cost-effective and accessible mi-
crowave imaging system for muscle injury detection. By addressing critical
limitations of current modalities, it paves the way for broader adoption of
microwave imaging in medical diagnostics. Continued innovation and collab-
oration will be essential to fully realize its potential and transform patient
care.

Future work includes developing an early-time content removal algorithm
to eliminate the dependence on prior measurements of healthy tissue. This
would make the imaging process more versatile and applicable in scenarios
where baseline measurements are unavailable or impractical. Implementing
such an algorithm could also improve system usability in clinical settings,
allowing for faster and more straightforward diagnostics.

Additionally, future studies should employ more anatomically realistic phan-
toms and patient models to investigate the impact of surrounding tissues, such
as bone and fat, on image reconstruction. These tissues could introduce ad-
ditional challenges, such as signal scattering and attenuation, which need to
be addressed to ensure the system’s reliability and accuracy in real-world ap-
plications. Exploring these factors will bring the technology closer to clinical
translation by ensuring robustness in diverse and complex anatomical condi-
tions
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