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ABSTRACT

Mobile app development necessitates extracting domain-specific,

essential, and innovative features that align with user needs and

market trends. Determining which features provide a competitive

advantage is a complex task, often managed manually by product

managers. This study addresses the challenge of automating fea-

ture mining and recommendation by identifying similar apps based

on user-provided descriptions. The proposed approach integrates

Named Entity Recognition (NER) for feature extraction from mined

Google Play app data with BERT (Bidirectional Encoder Represen-

tations from Transformers) and Topic Modeling to find comparable

apps. Our top-performing model, which uses Non-negative Ma-

trix Factorization (NMF) for Topic Modeling with Sentence-BERT

(SBERT) embeddings, achieves an F1 score of 87.38%.
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1 RESEARCH PROBLEM AND MOTIVATION

Mobile app features typically stem from user demands, market dy-

namics, and business goals, necessitating considerable investment

of time and resources. Although app stores have been identified as

valuable sources for automating feature extraction, prior research

has primarily focused on user reviews. However, other underuti-

lized data sources, such as app descriptions also offer substantial

untapped potential. While existing studies often target bug reports

and problematic features from user reviews [1], there remains a gap

in leveraging these data for both inspiring new app development

and enriching requirements elicitation.

Previous research has explored feature identification and recom-

mendation through data mining and natural language processing
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(NLP) techniques. Works such as by Alves et al. [2] extracted fea-

tures from requirement specifications and forums, yet these meth-

ods were less effective for new apps. Jiang et al. [3] introduced

SAFER, a model for recommending new features by identifying

similar apps using Latent Dirichlet Allocation (LDA). Similarly, Scal-

abrino et al. [6] focused on extracting features from user reviews,

while Liu et al. [4] analyzed app descriptions and UI texts to facil-

itate feature updates. In contrast to existing studies, we propose

using NER and BERT models for automated feature extraction.

2 APPROACH AND NOVELTY

Our approach enables users to input App URLs or text descrip-

tions of new app ideas to receive insights on competitor apps, rec-

ommended features, and user review analytics. The methodology,

illustrated in Fig. 1, is structured around three core modules:

a) Feature Extraction from Google Play Data: We extract

features from Google Play App data using a specialized NER model

trained on datasets with annotated entities from app descriptions

and user reviews. For app descriptions, we directly labeled and

trained the NER model. For user reviews, we applied sentiment

analysis to filter positive feedback and utilized manually curated

custom linguistic patterns with RAKE (Rapid Automatic Keyword

Extraction) to pinpoint key aspects. A semi-supervised learning

approach was then used to refine feature classification. This process

results in two app feature datasets: one derived from user reviews

and another from app descriptions.

b) Identifying the Optimal Mobile App Recommendation

Technique: This module explores BERT-based methods combined

with Topic modeling to determine the optimal technique for rec-

ommending similar apps. We create contextual representations

of app descriptions using lightweight BERT models such as ’all-

MiniLM-L6-v2’, ’stsb-roberta-base’, and ’msmarco-distilbert-base-v2’.

We assess three approaches:

• Using BERT embeddings alone.

• Applying LDA on BERT embeddings.

• Applying NMF on BERT embeddings.

We evaluate these methods by processing sample input user de-

scriptions (queries) with true labels to align with the format of app

descriptions. The embeddings and topic probability vectors are then

compared to identify the top five similar apps for each query. The

results demonstrate the most effective approach (Table 1).

c) Top-Ranked Features and User Review Insights: We com-

pute the similarity between user queries and app descriptions using
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Figure 1: Step-wise Flow of Proposed Approach

cosine similarity followed by ranking. To recommend features, we

present the top features from the five most similar apps. User re-

views, clustered with K-means (k=6) and annotated with KeyBERT

to highlight central themes.

The novelty of this study lies in the utilization of a custom-

tailored NER model for feature extraction from app store data and

applying Non-negative Matrix Factorization (NMF) with BERT em-

beddings to find similar apps, outperforming conventional LDA

methods [3]. This method offers improved flexibility, adaptability,

and resilience to noise for crafting personalized recommendations.

Unlike popular models such as GPT and Falcon, our lightweight

BERT models achieve an optimal balance between performance

and real-time processing.

3 RESULTS AND ANALYSIS

Table 1 summarizes the average performance metrics for three

BERT-based models—SBERT, RoBERTa, and DistilBERT—evaluated

across three different pipelines: Simple BERT, LDA with BERT, and

NMF with BERT. The NMF with BERT embeddings pipeline notably

excels compared to the others, particularly in recall and F1-score.

For example, SBERT combined with NMF achieved an F1-score of

87.38%, demonstrating NMF’s effectiveness in capturing detailed

features within complex datasets.

We evaluated our NMF with SBERT approach against the Data-

based Raw Domain Model (DRDM) introduced by Liu et al. [5],

which uses app descriptions to build a domain model for identi-

fying similar apps. As shown in Table 2, our method significantly

outperforms the DRDM across all key metrics, including precision,

recall, and F-score. To further evaluate, we assessed the diversity

of features recommended by our NER system using the Intra-List

Diversity (ILD) metric ( 1). With an ILD score of 0.7564, our system

demonstrates a balanced and diverse set of suggestions, enhancing

user satisfaction by minimizing redundancy.

ILS(𝑃) =

∑
𝑝𝑖 ∈𝑃

∑
𝑝 𝑗 ∈𝑃, 𝑝𝑖≠𝑝 𝑗

sim(𝑝𝑖 , 𝑝 𝑗 )

2
(1)
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