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Abstract

This licentiate thesis analyzes the diversity of Internet of Things (IoT)
Trigger-Action Platforms (TAPs) users’ privacy concerns and preferences for
proposing privacy profiles as a basis for usable privacy management. IoT
TAPs host applications created by users or service providers based on auto-
mated interactions between IoT devices and online services. Despite the ben-
efits of TAPs, their automation capabilities raise privacy concerns, as they
necessitate the collection and sharing of personal data. The research pre-
sented in this thesis is the first step for a human-centred design for a usable
privacy permission system for IoT TAPs.

The research, grounded in a triangulation approach, combines qualitative
insights from focus groups with a large-scale quantitative survey (N=301)
and expert reviews. Initial focus groups explored user-defined privacy fac-
tors concerning TAPs, revealing concerns, especially regarding transparency,
control, confidentiality and trust. These qualitative findings were then used
to find differences and similarities between IoT TAP and general IoT for in-
vestigating specific privacy factors for IoT TAPs that go beyond those that
users have for general IoT, such as their reliance on automation and the in-
tegration of trigger-action functionalities. Second, these findings provided
input for the development and validation of a comprehensive questionnaire
to measure users’ privacy concerns and data sharing preferences in various
TAP scenarios. The quantitative study based on the questionnaire identified
three clusters: High Privacy, Medium Privacy, and Basic Privacy which were
each characterized by data sharing preferences. This clustering forms the
basis for proposing privacy profiles that can guide the design of more us-
able privacy management systems for TAPs. It supports a context-specific
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approach to privacy management. The three studies provide directions to a
recommendation system for enhancing privacy within the evolving context
of IoT TAPs, towards personalized privacy assistants.

Keywords: Internet of Things, Trigger-Action Platform, Human-Computer
Interaction, Privacy Concerns, Privacy Preferences, User-Centric Design
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Introduction

This licentiate thesis explores user privacy concerns, requirements and
preferences in Internet of Things (IoT) Trigger-Action Platforms (TAPs) ap-
plications, which automate digital tasks based on defined events named trig-
gers. IoT applications are based on the communication link between different
devices and services that are online and connected. Some of themost popular
platforms that can host these IoT applications are Trigger-Action Platforms.
These help the users to create such kind of interconnection between smart
devices or online services, even from different IoT manufacturers, avoiding
the lack of standardization that often is encountered. Indeed, the improved
interoperability as well as the new functionalities offered from these plat-
forms available on the market have reached millions of users.

Even though platforms offer convenience, they also introduce privacy
and security risks. For example, IoT TAPs like IFTTT and Zapier pose pri-
vacy concerns due to overprivileged access rights and excessive permission
requests [1]. While these TAPs provide user-friendly interfaces [2] that al-
low end users to create their own automation, users are often unaware of the
risks associated with these applications [3]. Indeed, such applications may
lead to significant harms, including behavioural data leaks, potential embar-
rassment, physical or property damage, service disruptions, or malware dis-
tribution [4]. Thousands of applications on these TAPs can collect and share
users’ data with third parties to execute automation, often transmitting per-
sonal information with insufficient transparency and control over data shar-
ing. TAPs allow users to set permissions, but the granularity of these options
is usually limited [5], granting better usability, but opening potential security
issues [6].
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The interconnected nature of TAPs further complicates data manage-
ment. Indeed, the volume of entities collecting, storing, and processing user
data was predicted to exceed users’ management capacities [7]. This com-
plexity can lead to unintentional data leakage or unauthorized access, as the
potentially huge volume of connections obscures the risks [8]. Each device or
application added to a TAP application may introduce new data flow, with-
out clear user notifications or consent after the adoption. While models such
as SafeTAP help the users to identify potential conflicts between the rules
that the applications employed [9], it is still an open question how the users
can manage their privacy while using the automations. They are concerned
about the exposure of their personal data, and they want to have personal
control over their information. As emphasized in [10], addressing security
and privacy challenges in IoT environments requires the development of us-
able systems that empower end-users to manage these concerns effectively.
Understanding user needs is critical to designing effective, user-friendly pri-
vacy controls [11]. There is a gap between users’ knowledge, attitudes, and
behaviours about permissions and privacy settings since they are frequently
ignored or misunderstood [12]. One promising approach to support users
in managing data sharing among IoT TAP applications is to create privacy
profiles that can include privacy preferences [13]. These profiles can be seen
as a shortcut to assist the users with pre-defined settings [14], and they can
pick up the profiles that best suit them [15].

This thesis builds on existing knowledge of IoT privacy which focuses
specifically on TAPs for creating privacy profiles that might help users con-
trol their privacy. To design more effective and usable privacy management
systems for TAPs, we conducted an exploratory study, a literature review
and a confirmatory study. Indeed, the collection of research draws from
three main studies that form the triangulation among three different Human-
Computer Interaction (HCI) research methods. The first study offers qualita-
tive insights from three focus groups discussionswith in total 15 participants.
This research identified nine key privacy themes, including transparency,
control, trust, data minimization, risks, and the privacy of bystanders—those
indirectly affected by the automated actions of others. In particular, trans-
parency, trust and control are generally important privacy factors for IoT
environments. The importance of these factors becomes clear when con-
sidering the automation of data sharing with third parties (data recipients)
and automating actions taken by these third parties. This underscores the
need for more usable and transparent privacy controls. The second study, a
literature review of privacy concerns in IoT, further examines these themes
by comparing user-driven privacy concerns in general IoT settings to those
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specific to TAPs. This review highlighted how privacy concerns in smart
homes, healthcare, and general IoT environments often overlap with TAPs,
but also differ in relevant ways, especially regarding the tension between
automation and user control. By this, it elicits what privacy factors are espe-
cially important for IoT TAPs. The third study uses a quantitative approach
to explore privacy management in TAPs. Based on a survey of 301 partici-
pants, the study identified three privacy clusters—Basic, Medium, and High
Privacy—representing varying attitudes toward data sharing. These profiles
provide a foundation for designing more user-centric privacy management
tools. A recurring theme across all three studies proposed in this thesis is
the lack of user awareness regarding potential privacy risks, which empha-
sizes the need for better transparency and education about data collection
and sharing practices. By integrating insights from qualitative and quantita-
tive studies, and a literature review, this thesis contributes to the design of a
privacy management system that supports user control and transparency in
IoT TAPs considering privacy concerns and preferences.

Background

This section briefly discusses the evolution of privacy and provides back-
ground information about IoT automation and TAPs, which provide the con-
text for this thesis.

The Evolution of Privacy: From the Right to be Alone to Comprehen-
sive Data Protection

Historically, privacy has been defined with properties and statements that
change together with technological progress or, in other words, the compu-
tational power [16].

A common highlighted property of privacy is that it is an individual con-
cept and a fundamental right including the right to be let alone as defined in
the societal context by Warren and Brandeis [17]. In the 19th century, they
suggested that a new legal right to privacy was required since the rules that
were in place were insufficient to safeguard individual privacy against the
new advances in photography technology and journalism practices.

One of the biggest influences came in the 1960s with Westin’s Privacy
Theory triggered by the rise of information systems and databases. Westin
defined privacy as the self-determination of an individual or groups of when,
how and to what extent information is communicated to others. This def-
inition placed more emphasis on control over personal information than
on secrecy or being left alone since it covers disclosure, maintenance, and
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dissemination. Furthermore, he included empirical research on his theory
by deriving three personas: privacy fundamentalist, pragmatist and uncon-
cerned [18]

A few years later, in 1975, Altman defined the privacy regulation theory
as the selective control of access to the self as a dynamic boundary regu-
lation [19] in a way that excessive privacy could lead to disconnect from
society, while insufficient privacy could change the way individuals act.

Another key point in the history of privacy was from Solove during the
21st century, when he defined four privacy-related problems that may harm
individuals: information collection, information processing, information dis-
semination and invasions [20].

Nissenbaum proposed the concept of contextual integrity, which main-
tains that privacy is preserved when the flow of information is appropriate
to specific social domains and aligns with established norms [21]. Her con-
textual privacy framework to investigate social norms considers five main
variables regarding how information is shared considering specific contexts.
Those contexts are often formalized with these five variables: data subject,
sender, receiver, attribute and transmission principle. Consequently, the con-
cept of privacy has evolved from the initial notion of the "right to be let alone"
to a more comprehensive understanding that includes the control and man-
agement of personal information and its context of use. This shift has been
driven by technological innovations that have improved access to informa-
tion and real-time communication, enhancing the ability of governments,
companies, and individuals to conduct surveillance and intercept data.

In 1948, the Universal Declaration of Human Rights recognized privacy
as a fundamental right in Article 12, stating that no one should be "subjected
to arbitrary interference with [their] privacy"1. The first data protection law
was introduced in 1970 in the German state of Hessen2.

Recognizing technological advancements and the need to harmonize data
protection laws across Europe, the EU Data Protection Directive 95/46/EC
was adopted in 1995. This directive established principles such as purpose
limitation, restrictions on the use of sensitive personal data, consent as a
common legal basis for data processing, and a general prohibition (with ex-
ceptions) on personal data transfers to non-European countries lacking ade-
quate data protection 3.

In 2016, the General Data Protection Regulation (GDPR) was approved

1https://www.un.org/en/about-us/universal-declaration-of-human-rights
2https://starweb.hessen.de/cache/PLPR/06/0/00080.pdf#page=59
3https://www.edps.europa.eu/data-protection/data-protection/legislation/history-

general-data-protection-regulation_en
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by the European Parliament and came into effect in 2018. Unlike a directive,
the GDPR is directly applicable in all EU member states. It enforces strict
regulations on the use of personal and sensitive data, aiming to protect in-
dividual privacy in an era of pervasive data collection and monitoring. Key
innovations include the requirement for Data Protection by Design and De-
fault (Article 25) and strengthened rights and controls for data subjects.

Internet of Things Trigger-Action Platforms and its Automation

Internet-connected devices and online services have transformed many as-
pects of our lives, enabling automation by connecting these devices and ser-
vices through integrated software. This automation often follows Event-
Condition-Action (ECA) or Trigger-Action recipes and is applied in a range of
contexts. For example, in an industrial context, Amazon EC2’s auto-scaling
feature utilizes Event-Condition-Action (ECA) recipes [22]:

when average CPU utilization goes over 60% −→ event
if maximum number of servers not reached −→ condition
add a server −→ action

The event defines the trigger, the condition is the requirement that needs
to be satisfied to execute the specified action, and the action establishes the
actions to be performed [23]. For end-users, the term End User Development
(EUD) refers to the process of creating recipes to automate their smart envi-
ronments by linking smart home devices or wearables with online services
or other devices. These recipes are typically created using simplified code,
often following an "if-then" structure, combined with intuitive interfaces and
hosting platforms. As a result, thousands of applications have become avail-
able, empowering users to customize their environments with ease. TAPs
host these applications, which are built as event-driven programs consist-
ing of at least one trigger and one action. IoT TAPs, such as IFTTT, Zapier,
Make, and Microsoft Power Automate, operate similarly to app stores with
millions of users. They function as connectors or “webhooks”, facilitating
communication between devices and online services.

For example, in a smart home context, an IoT TAP application available
on IFTTT 4 which follows the "if-then" is:

4https://ifttt.com/applets/yurpy75a
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if you exit an area −→ trigger
turn off lights −→ action

Another example related towearables is illustrated in Figure 1. This func-
tionality enables users to automate devices and services based on personal
needs without requiring specific coding expertise. On IFTTT, users simply
drag and drop their chosen triggers and actions within the web interface (see
Figure 2). TAP applications facilitate connections between devices or services
whenever a specific event triggers an action. While this offers convenience,
it also introduces new privacy challenges, particularly when personal or sen-
sitive data is transferred between trigger and action services.

Additionally, during the initial setup, users are redirected to the ser-
vice’s OAuth access token page to grant IFTTT permission to access their
accounts 5. This token is then used to authenticate API calls to connected
services or retrieve trigger data during the application’s execution. Although
the token streamlines permissionmanagement by eliminating additional steps,
it is overprivileged and coarse-grained, granting more permissions than are
strictly necessary [24].

In this thesis, we propose an approach for improving the usability of fine-
grained permission control management systems.

Figure 1: IFTTT as store to down-
load pre-created app

Figure 2: IFTTT interface for creat-
ing automations

5https://ifttt.com/docs/api_reference
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Related Work

In this section, we briefly present and discuss the related work of this the-
sis providing an overview of the two existing user studies about privacy in
IFTTT aswell as research on usable privacy controls for IoT, based on privacy
clustering and profiles of preferences.

Empirical Studies of Privacy in IoT TAP

In recent years, IoT has enabled new possibilities for connecting various de-
vices, which can significantly amplify data exposure through interconnec-
tivity. This has raised critical questions about user privacy, including how
users perceive privacy, how they can be informed about privacy risks, and
how they can maintain control and manage their privacy in IoT environ-
ments. In the context of IoT TAP, researchers have investigated the nature
of privacy risks in IoT TAP applications and how these risks are understood
and perceived by users.

Cobb et al. [25] examine the real-world security and privacy risks of
IFTTT applets by analysing 732 applets from 28 participants. They com-
bine automated information-flow analysis with qualitative analysis of applet
titles and survey responses to assess the likelihood of harm. This research
reveals that far fewer applets than previously thought [4] pose significant
risks in practice. While many applets technically exhibit secrecy or integrity
violations, these rarely translate into actual harm due to contextual factors
like applet configuration and the user’s intent.

Saeidi et al. [3] investigate how users assess the risks associated with
IFTTT applets that connect smart home devices and services. It explores
users’ concerns about using these applets and highlights how these concerns
are influenced by contextual factors such as device location and data sensitiv-
ity. The findings reveal that nudging participants to consider various scenar-
ios encourages them to think more carefully about potential risks, ultimately
increasing their overall level of concern.

To the best of our knowledge, no existing studies have explored individ-
uals’ privacy concerns and preferences in the context of IoT TAP. This thesis
aims to address this gap by eliciting individuals’ privacy concerns, require-
ments, and data-sharing preferences in this context.

Towards Usable IoT Privacy Controls

The literature reveals empirical insights into user acceptance and interaction
with IoT privacy control systems, indicating that complexity and usability
challenges are significant barriers.
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Research consistently finds that user privacy preferences are highly context-
dependent. A privacy recommendation system that employs data-driven in-
sights to adapt to various IoT environments was developed, taking into ac-
count personalized privacy profiles for users [26]. This approach has been
extended to different contexts, including general public IoT systems and spe-
cific environments like households [27]. These studies highlight the poten-
tial of machine learning techniques to improve IoT privacy controls by better
aligning them with individual user preferences.

Increased user awareness and educational interventions have been shown
to improve user engagement with privacy control systems. Previous studies
indicate that when users are better informed in terms of privacy implications,
they tend to make more cautious and confident privacy decisions, highlight-
ing the need for systems that promote privacy awareness [28, 29, 30]. These
insights are essential for developing feedback mechanisms that build user
trust and encourage informed decision-making [31].

Another important theme is the trade-off between privacy and conve-
nience for users. While IoT devices provide significant convenience, this of-
ten comes at the potential cost of user privacy and the need to trust device
manufacturers [32]. A Personalized Privacy Assistant (PPA) could support
users in making informed decisions and reduce cognitive overload, helping
themmanage these trade-offs effectively [33]. These tools offer users insights
into effective privacy practices and help them adjust settings to align with
their individual preferences, often using machine learning [34]. The varying
perceptions of PPA autonomy underscore the need to balance users’ desire
for control with concerns about cognitive overload [35].

Additionally, to understand user decision-making regarding IoT privacy
configurations, data-driven strategies can guide the design of intelligent in-
terfaces that simplify and improve the usability of privacy management [36].
Supervised [37] and unsupervised [38] learning algorithms can assist users
in making privacy decisions, for example, by creating personalized privacy
profiles [27]. Experts suggest implementing usable privacy solutions that in-
clude the diversity of contexts, such as wearable devices, smart homes, and
public IoT systems, to address privacy concerns within IoT ecosystems [39].
These approaches, including tangible interfaces [40], show promise in im-
proving user engagement and satisfaction in managing their privacy [41].

Our work extends previous work by investigating privacy profiles of
preferences of users, as a basis for usable and fine-grained privacy controls
for IoT TAP users when they have been informed about the privacy implica-
tions of using IoT TAP apps for a selected range of scenarios and contexts.
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ResearchQuestions

The overall objective that this thesis addresses is to elicit and then analyze
the diversity of IoT TAP users’ privacy concerns and preferences for propos-
ing privacy profiles as a basis for usable privacy management. Thus, the
Research Questions (RQs) that this thesis answers are the following:

• RQ1: What are the privacy factors that play a role in users’ concerns
and preferences for using IoT and in particular IoT TAPs?

• RQ2: What privacy clusters and profiles can be identified to support
a usable permission management system, reflecting the concerns, re-
quirements and data-sharing preferences of users primed with privacy
risks on IoT TAP?

Research Methods

The research methods used to address the research questions and to un-
derstand and get insights from individuals follow the so-called triangula-
tion [42]. Triangulation is an HCI specific term that employs mixed-method
research designs. A qualitative researchmethod aims to explore participants’
understandings and perceptions of a specific topic through in-depth engage-
ment with a small sample. The expert evaluation, conducted through a lit-
erature review of scientific articles published by individuals with specialized
knowledge in the field, looks to assess the relevance and depth of existing
findings. In contrast, a quantitative research method relies on a larger sam-
ple size to enable the generalization of results to broader populations. In our
context, we refer to triangulation because, in the three papers that this thesis
presents, we adopted qualitative, expert reviews and quantitative methods.
Such a procedure is employed to give more consistent and complete results
to overcome or minimise the insufficient certainty that occasionally results
from a single review method or approach. A single method may not consider
relevant aspects while a convergence of results from different sources, across
different data collection methods, can help to get a more robust and reliable
understanding of the phenomena under study.

Paper I In the first study, we conducted three focus groups on privacy
concerns and preferences towards IoT TAP with, respectively, N=5, N=6,
N=4. Such a qualitative method employs participants’ opinions about a topic
with an open discussion driven by a moderator. The number of partici-
pants is often limited and should not count more than eight participants per
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Figure 3: Triangulation on IoT TAP Users’ Privacy Concerns, Requirements
and Data-Sharing Preferences

group [43]. The funnel technique [44] is a relevant aspect of this method
since it refers to guiding the participants from a broader topic (IoT TAP) to the
detailed goal of the study (privacy in IoT TAP). In this way, the participants
are not biased towards the expectations of the moderator and do not feel
any performance pressure. Further, we introduced an artificial and gender-
neutral person named Alex. Alex had the role of facilitating the process by
preserving the participants’ privacy since they were warmly recommended
to refer to them when describing their thoughts and empathizing with the
role of a user who in their everyday life used IoT TAP applications. We can
divide all three focus groups into three sessions: 1) introduction and gen-
eral discussion 2) focused discussion 3) summary and card sorting task. The
parts one and two last 45 minutes, while the last one 15 minutes. A break
was proposed between parts one and two. In the first part, we introduced
the IoT and IoT TAP context with the help of some real examples of TAP
applications. In the second part, the moderator redirected the conversation
towards the benefits and the risks of using the TAP applications. This was
done with the help of three scenarios which were three real IFTTT applica-
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tions that involved personal data sharing. At the end, we revealed the topic of
the conversation and summarized the notes taken. We asked the participants
to add any other privacy concerns or preferences and rank them individually
from the most to the least important. During the discussion, the conversa-
tions were recorded and saved on the university servers. Not limited, but
especially after the break, the moderator took notes about quotations and
sentences from the participants regarding the scope of the study. At the end,
we thanked and rewarded the participants with a gift card from the univer-
sity shop. The notes and the transcripts were then shared among the four
authors of this paper who analyzed the text data using thematic analysis. All
the authors compared their codes of the three focus groups and debated until
code saturation was reached.

Paper II The second study is mostly a literature review. Thus, no re-
search method was used that directly involved people besides the card sort-
ing task collected from the focus groups of Paper I which included N=15.
Considering the triangulation practice, this study can be interpreted as the
expert reviews angle since it considers the previous knowledge on a similar
topic. It is aimed at finding differences and similarities between user studies
on the general IoT and the IoT TAP that go beyond those that users have
for general IoT. A sample of 376 papers was retrieved by seeking for IoT pri-
vacy empirical studies (e.g., interviews, surveys, focus groups) that elicited
factors, preferences, expectations, concerns and attitudes. After reading the
abstracts of these 376, the 14% were finally selected. In particular, these pa-
pers are compared with the privacy factors that were high-ranking in the
card sorting task utilized at the end of the focus groups conducted in Paper I
to elicit IoT TAP specific privacy factors. The found literature was presented
considering the privacy factors extracted, the research methods applied, the
contexts (e.g., general IoT, healthcare IoT and smart home) and the type of
participants recruited (owners of IoT devices, end-users, experts).

Paper III The third study is an online questionnaire/survey divided into
two parts. This quantitative research method completes the triangulation.

For the first part, we designed a questionnaire by considering an ex-
isting privacy protection framework named 6-axis protection goals [45]. We
conducted a literature review regarding existing questions related to privacy
concerns and requirements. We adapted eleven items under the three dimen-
sions (Confidentiality, Control and Transparency) selected from the frame-
work. We collected data from N = 301 participants. To facilitate the partic-
ipants’ understanding of the topic, we exposed the participants to the same
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questionnaire repeated in four scenarios. These four scenarios were selected
through a procedure similar to the Delphi method, under a 25-minute semi-
structured interview with six experts individually. Six experts helped
us to identify the privacy risks associated with prefiltered scenarios that in-
volved personal data. The participants of our questionnaire were then ex-
posed to the scenarios and primed with the risks. The answers were made
possible through a 5-Likert scale, from "strongly disagree" to "strongly agree".
The scenarios and the questions were shuffled randomly.

In the second part, we designed a full factorial vignette experiment
considering three data sharing preferences features: data categories, the pur-
pose of collection, and data recipient type. The sub-levels for the three fea-
tures were, in order, 4x3x3, so a total of 36 yes / no questions, one per com-
bination.

The median time to complete the study was 10 minutes. Since substantial
changes were made regarding the questions under the three dimensions, we
demonstrated the questionnaire to be, in short, valid, reliable and with an
excellent global fit. This has been done through Exploratory Factor Analysis
and Multi Group Confirmatory Factor Analysis.

Research Contributions

Within the context of the IoT Trigger-Action Platform, this thesis handles the
privacy concerns, requirements and preferences with human-in-the-loop:

• Identification of Human Privacy Concerns and Preferences: We
derived insights about individuals’ privacy concerns and preferences
that can lay the foundations for the design of usable privacy permission
management systems. This contribution is given by the findings from
Paper I that answer the RQ1.

• Elicitation of IoT TAP specific Privacy Factors beyond general
IoT: the results in Paper I and Paper II reveal a broadened compre-
hension of the privacy factors in IoT TAP by including the general IoT,
thus integrating meaningful considerations to RQ1. We compared the
privacy factors that matter for the individuals considering user stud-
ies in IoT and IoT TAPs showing what privacy factors relevant for IoT
TAPs go beyond privacy factors for the traditional IoT. Considering the
automated nature of IoT TAP, we provided directions towards usable
privacy emphasizing the need for granular control over the data shar-
ing, control and transparency to help the users to handle the increasing
amount of interconnection and data recipients.
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Figure 4: Thesis Overview

• Development and Validation of a Novel Questionnaire: We de-
signed and validated a new questionnaire to reliably collect data, aimed
at categorizing participants based on their concerns about transparency,
control and confidentiality of personal data practices in IoT TAPswhen
they were also primed with potential privacy risks. This was applied
across four distinct IoT TAP real applications. Paper I, Paper II and
Paper III collectively illustrate the design of questions that effectively
capture participants’ privacy requirements and concerns, and they pro-
vide statistical evidence supporting the questionnaire as a tool capable
of gathering data to answer the RQ2.

• Derivation of Privacy Clusters and Profiles for IoT TAP Appli-
cations: We identified clusters representing participants’ privacy con-
cerns and requirements, specifically within the context of IoT TAP sce-
narios where users were informed about privacy risks. Utilizing the
data from our factorial vignette study, we demonstrated how the iden-
tified features aligned with the privacy clusters. These clusters were
further characterized to form distinct privacy preference profiles. This
contribution is demonstrated in Paper III and answers the RQ2.
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Thesis structure

Paper 1: Tapping into Privacy: A Study of User Preferences and Con-
cerns on Trigger-Action Platforms [46]

This paper investigates user privacy concerns and preferences within the
context of Internet of Things (IoT) Trigger-Action Platforms (TAPs). These
platforms enable users to connect various devices and services, automating
actions based on predefined rules or "applets". For example, a user might
create a rule that automatically turns on their smart lights when their smart-
watch detects they are approaching home.

While offering convenience, TAPs require the collection and sharing of
personal data, raising privacy concerns. To understand these concerns, we
conducted focus groups, using a fictional persona, "Alex," to contextualize
TAP usage. We presented participants with various scenarios, such as a smart
fridge automatically adding items to a shopping list or smart glasses upload-
ing videos to social media, prompting discussions on potential privacy risks.

Through thematic analysis of the recorded and transcribed focus group
discussions, we identified nine key themes. These themes indicate that users
are concerned about the transparency and controllability of automated pro-
cesses in IoT TAPs, as well as the potential risks these applications pose to
their privacy and the privacy of others. They also express a desire for trust in
the automation process, data minimisation strategies, and an understanding
of the trade-offs between privacy and security. transparency, control, trust,
privacy of bystanders, risks, data minimisation, confidentiality, privacy/se-
curity trade-offs, and potential misuse and unexpected consequences. These
findings underscore the need for usable privacy controls that provide users
with control over automation processes, data sharing, and transparency re-
garding data recipients and potential risks.

Statement of contributions In this paper, I designed the study together
with the co-authors, wrote the script for conducting the focus groups, or-
ganized the settings, and moderated the discussions. The co-authors par-
ticipated in some or all focus groups and took notes. All the authors anal-
ysed data using thematic analysis. I wrote the full paper excluding the sec-
ond paragraph of the Introduction, and the second paragraph of section II.A
and the Limitations that were writtenwith Simone Fischer-Hübner, Farzaneh
Karegar and Victor Morel. All the authors review the paper. The informed
consent form and ethical approval applicationwerewritten by Simone Fischer-
Hübner.
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Appeared in: 2023 20th Annual International Conference on Privacy, Secu-
rity and Trust (PST). IEEE, 2023. doi: 10.1109/PST58708.2023.10320180.

Paper 2: User-Driven Privacy Factors in Trigger-Action Apps: A Com-
parative Analysis with General IoT [47]

This paper provides a comparison between general IoT and IoT Trigger-
Action Platforms regarding users’ privacy concerns. Human factors concern-
ing IoT TAP were reproposed from Paper I and similarities and differences
with general IoT were discussed.

Accidental data sharing risks are expanded in TAPs due to the intricate
web of interconnected services. Misconfigured workflow rules, more likely
with increasing complexity, can lead to unintended data disclosure. The na-
ture of trust also differs. General IoT trust focuses on data security and man-
ufacturer reputation. In TAPs, trust extends to platform providers and in-
tegrated third-party services, requiring confidence in responsible data han-
dling across the entire workflow.

Data storage and retention concerns in general IoT centre on user con-
trol over sharing settings. In contrast, TAPs offer conditional and contextual
access, enabling users to set precise conditions for data sharing within auto-
mated workflows. This granular control is required in TAPs and would allow
more refined data flow management.

Finally, TAPs’ emphasis on automation poses unique privacy challenges.
Understanding complex connections within automated processes can be dif-
ficult, and users may lack control over their execution. User-friendly inter-
faces with clear data process overviews (i.e., dashboard) and granular control
over automation are essential for addressing these challenges.

Statement of contributions In this paper, I am a single author. My su-
pervisors (Simone Fischer-Hübner and Farzaneh Karegar) contributed with
feedback and review comments.

Appeared in: Privacy and Identity Management. Sharing in a Digital World.
Privacy and Identity 2023. IFIP Advances in Information and Communica-
tion Technology, vol 695. Springer, Cham. https://doi.org/10.1007/978-3-031-
57978-3_16
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Paper 3: Towards Usable PrivacyManagement for IoT TAPs: Deriving
Privacy Clusters and Preference Profiles [48]

This research paper explores user privacy concerns and data-sharing pref-
erences within IoT Trigger-Action Platforms (TAPs). We argued that exist-
ing privacy controls in TAPs are often too complex and fail to reflect users’
diverse needs. To address this, the research seeks to develop more usable
privacy management systems by identifying distinct privacy clusters based
on shared user concerns and requirements and characterising these clusters
into privacy profiles by examining data-sharing preferences. These profiles
would be used to inform the design of privacymanagement systems that offer
tailored privacy settings, potentially through "bundles" alignedwith different
privacy attitudes.

Users across all identified privacy clusters tend to be cautious about shar-
ing data, emphasizing the need for Data Protection by Default principles in
TAPs. The study also underscores the importance of transparency-enhancing
tools (TETs) that provide users with clear and understandable information
about data processing practices in TAPs. Such tools can empower users to
make more informed decisions about data sharing and permissions.

Statement of contributions In this paper, I am the first author. I designed
the study, conducted the semi-structured interviews with the experts to se-
lect the scenarios and privacy risks for the questionnaire, collected the data
from the questionnaire, analysed the data, wrote the full paper and the dis-
cussion in collaboration with Simone Fischer-Hübner and Farzaneh Karegar.
The questionnaire was designed with Farzaneh Karegar. The informed con-
sent form and ethical approval application were written by Simone Fischer-
Hübner.

Under submission.

Conclusion

This thesis explores the privacy concerns and preferences of users in the
context of IoT TAPs, and is proposing privacy profiles as a foundation for
usable privacy management. We identified nine key privacy themes, high-
lighting user concerns about transparency, control, trust, data minimisation,
and risks associated with data sharing and automation in IoT TAPs. Fur-
thermore, we compared these findings with general IoT privacy concerns,
revealing the need for granular control over data sharing and transparency
specific to the automated nature of TAPs. We concluded with a quantitative
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approach to identify three distinct privacy clusters based on user concerns
about transparency, control, and confidentiality, further characterising these
clusters into privacy profiles based on data-sharing preferences. By com-
bining insights from these three studies, this thesis aims to contribute to the
design of a privacymanagement system that supports user control and trans-
parency in IoT TAPs, considering the diversity of users’ privacy concerns and
preferences.
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