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Abstract
Stroke is the second leading cause of death worldwide, placing a substantial
burden on patients and healthcare systems. Early treatment is crucial for
patient outcomes, particularly in the case of large-vessel occlusions, where
thrombectomy is indicated but only performed in a limited number of hos-
pitals. Consequently, rapid and accurate prehospital detection is essential to
expedite proper treatment.

This work proposes a microwave-based diagnostic approach enhanced by
saline as a contrast enhancement agent to identify large-vessel occlusions. By
exploiting the asymmetry in cerebral blood flow caused by partial or complete
arterial blockage, the system detects conductivity variations via microwaves
transmitted and received by antennas placed on the head. Three antennas
are used, and a new dielectric rod antenna design is introduced to reduce
multipath interference through surface waves. Compared to a self-grounded
bow-tie antenna, the dielectric rod antenna decreases surface wave power by
up to 10 dB and expands bandwidth by 72%.

An exploratory animal study was conducted to establish realistic measure-
ment protocols for replicating large-vessel occlusions. Two signal process-
ing algorithms were developed: one detects deviations based on signal power
changes, and the other interprets these changes in the context of conductivity
enhancement and pathophysiology. Data analysis demonstrated statistically
significant changes in measured asymmetry due to saline injection, aligning
with expected physiological responses.

These findings suggest that microwave-based prehospital detection of large
vessel occlusions is feasible. The proposed method holds promise for improv-
ing stroke triage by enabling faster, more reliable identification of thrombec-
tomy candidates, ultimately reducing treatment delays and improving patient
outcomes.

Keywords: Stroke, Large Vessel Occlusion, Thrombectomy, Microwave, An-
tenna, Biomedical Signal Procsseing, Brain Edema.
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Overview
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CHAPTER 1

Introduction

Stroke is a leading global health concern, recognized as the second most com-
mon cause of death worldwide [1] and the third most significant contributor to
disability-adjusted life years (DALYs) after ischaemic heart disease and lower
respiratory infections [2]. A DALY quantifies the burden of disease by esti-
mating the loss of time of full health. It is a common measure to quantify
the impact of diseases, such as stroke [3]. These statistics underscore the sub-
stantial prevalence and debilitating consequences of stroke on individuals and
societies.

In addition to its profound health implications, stroke imposes a significant
economic burden. In Europe alone, the total cost associated with stroke was
estimated at €64.1 billion in 2010 [4]. In the United States, the mean lifetime
cost for an ischemic stroke patient is approximately $140,000 [5].

In summary, stroke is a significant contributor both to global mortality and
disability, and it also imposes substantial economic and healthcare burdens.
This underscores the critical need for effective prevention, early diagnosis, and
appropriate treatment strategies. A deeper understanding of the pathophysi-
ology and classification of stroke is fundamental to addressing these challenges.

Stroke is a condition characterized by insufficient blood flow to the brain
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Chapter 1 Introduction

Figure 1.1: Schematic of different types of stroke. Left hemorrhagic and right
ischemic. The red area on the left indicates a hemorrhagic (caused by
bleeding) stroke, and the blue area on the right indicates an ischemic
stroke (caused by a cloth) with deoxygenated brain tissue. Images are
from [7].

and is broadly classified into two main types: ischemic and hemorrhagic. An
ischemic stroke occurs when an occlusion blocks blood flow and constitutes the
most common type, accounting for up to 85% of all stroke cases in Western
countries such as Sweden [6]. The rest of the cases constitute hemorrhagic
stroke, resulting from bleeding within the brain due to a ruptured vessel, as
illustrated in Fig. 1.1.

The treatment options for ischemic and hemorrhagic strokes differ funda-
mentally. Thrombolysis, a life-saving intervention for ischemic stroke, dis-
solves the clot and restores blood flow. However, applying the same treat-
ment to a patient with a hemorrhagic stroke can exacerbate bleeding, leading
to serious and even fatal outcomes. Some ischemic strokes are caused by an
occlusion in one of the larger arteries in the brain, denoted a large vessel oc-
clusion (LVO). These patients could benefit from thrombectomy, a type of
treatment where the clot is mechanically removed with the help of a catheter.
Consequently, early and precise diagnosis of the stroke type is crucial for ef-
fective and safe management.

The importance of early and accurate stroke diagnosis cannot be overstated,
as it is the foundation for timely and appropriate treatment. However, oper-
ational challenges, such as the lack of adequate prehospital triage systems,
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further complicate the effective management of stroke patients. Without
such systems, patients are often transported to the nearest hospital for ini-
tial assessment and diagnostics with imaging before any decisions are taken.
Thrombectomy is not performed at smaller hospitals, and therefore patients
with an LVO usually have to be transferred to thrombectomy-capable stroke
centers—a process termed "drip and ship" [8]. Unfortunately, this approach
can result in critical delays, jeopardizing patient outcomes.

These delays are particularly concerning for patients with LVO, a subtype
of acute ischemic stroke that is associated with severe outcomes. LVO ac-
counts for up to 30% of acute ischemic stroke cases but disproportionately
contributes to over 90% of the acute ischemic stroke-related mortality [9].
The distribution of LVO and other ischemic stroke subtypes is depicted in
Fig. 1.2. Lacunar stroke, a condition when a thrombosis blocks one of the
small blood vessels deep in the brain, is the most common subtype with 37%
of acute ischemic strokes. The LVO is the second most common type of is-
chemic stroke, accounting for 31%. Finally, cardiac embolis, which accounts
for 22% of the ischemic strokes, is the condition where a blood clot is formed
in the heart and travels through the bloodstream, causing an ischemic stroke.
This, in fact, can also create LVO if the clot is large enough to block a large
artery.

The critical role of timely intervention in ischemic stroke, particularly for
patients with LVO, cannot be overstated. Thrombectomy offers significant
benefits but is limited to specialized stroke centers [11]. Unfortunately, the
current “drip and ship” approach often results in unnecessary delays, dimin-
ishing the chances of favorable outcomes. With every 10-minute reduction in
treatment time translating to 39 additional days of disability-free life (Quality-
adjusted life year, QALY, divided by 365) [12]. Improving prehospital triage
to prioritize direct transport of LVO patients to advanced stroke centers is
imperative.

To address these challenges, this thesis proposes a novel diagnostic method
leveraging contrast enhancement agents and microwave detection. By intro-
ducing a saline-based contrast agent, the method artificially creates measur-
able differences in conductivity between the affected and unaffected regions
of the brain. This innovative approach aims to simplify signal analysis and
enhance diagnostic accuracy, enabling faster and more reliable differentiation
of stroke types. Preliminary tests conducted on simulated data and animal
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Chapter 1 Introduction

Figure 1.2: The distribution of the ischemic stroke subtypes [10].

models provide a foundation for further exploration, paving the way for future
clinical applications.

1.1 Clinical Background
In this section, the medical diagnosis and treatment of stroke are discussed,
with a focus on ischemic stroke, i.e. when a thrombosis (clot) obstructs an
artery. Thrombolysis is a widely used treatment aimed at dissolving the clot
[13]. For larger arterial blockages, thrombectomy is a highly effective interven-
tional procedure [14] where a catheter is inserted into the cerebral arteries to
mechanically remove the clot. In many parts of the world, thrombectomy can
be performed up to 24 hours after stroke onset [15]. However, the procedure
is more effective if administered at an early stage after onset.

However, access to thrombectomy is often limited to specialized hospitals.
For instance, in the Region of Västra Götaland in Sweden, only Sahlgrenska
University Hospital performs this procedure [16]. A recent study indicates that
five times more patients could benefit from thrombectomy than are currently
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1.2 Electromagnetic Waves

treated [16], emphasizing the need for faster and more reliable prehospital
diagnostics. Currently, the modified NIH stroke scale/score (mNIHSS) is a
common tool used in ambulances to evaluate stroke severity based on clinical
observations. However, the procedure relies on subjective assessments. This is
a matter of debate if mNIHSS could be the sole basis for bypassing a primary
stroke center to a comprehensive stroke center with endovascular capabilities
[17]. It is therefore of interest to integrate subjective measures in order to im-
prove patient triage. This would potentially decrease the time to appropriate
treatment.

Microwave diagnostics has emerged as a valuable complement to existing
diagnostic modalities [18]–[21]. Unlike ionizing X-rays used in computed to-
mography (CT), microwaves are non-ionizing, and the power level is as low
as to allow for multiple measurements as well as monitoring. Advances in mi-
crowave technology, largely driven by developments in the telecommunications
industry, have resulted in systems that are fast, compact, and cost-efficient
[22]. Other prehospital diagnostic techniques, such as bioelectrical impedance
[23] and near-infrared spectroscopy [24], also exist, but microwaves possess
the unique advantage of detecting both superficial and deep targets [25]. A
recent bibliometric analysis highlights microwave imaging as one of the top
three modalities studied for prehospital stroke detection devices [26].

The following section discusses the principles of microwave diagnostics, il-
lustrating its applications and methods. Subsequently, the two central terms
of this thesis—"microwave" and "microwave diagnosis of stroke"—are clarified,
establishing the connection between them and laying the foundation for the
research presented.

1.2 Electromagnetic Waves

In this section, an introduction to electromagnetic (EM) waves is given. The
propagation of EM waves is governed by well-known Maxwell’s equations [27].
Maxwell’s equation for the time-harmonic fields in the phasor notation is as
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Chapter 1 Introduction

follows:

∇ · D̄ = ρ Gauss’s Law (1.1)
∇ · B̄ = 0 Gauss’s Law for Magnetism (1.2)

∇ × Ē = −jωB̄ Faraday’s Law of Induction (1.3)
∇ × H̄ = jωD̄ + J̄ Ampere’s Circuital Law (1.4)

where D̄ and B̄ are electric and magnetic flux density and Ē and H̄ are the
electric and magnetic field intensity respectively. Volume charge density is
shown by ρ and surface current density J̄ is the sum of source currents J̄i and
currents created because of the conduction in the material, J̄c which in the
linear case is related to the electric field by the conductivity of the material
σ, as is given in the equation below.

J̄c = σĒ (1.5)

The relation between the flux density and the field intensity for a linear ho-
mogeneous isotropic material is as follows:

D̄ = ϵ0ϵrĒ (1.6)
B̄ = µ0µrH̄ (1.7)

ϵ0 and µ0 are the permittivity and permeability of the vacuum respectively. ϵr

and µr are the relative permittivity and relative permeability of the material
where the EM wave is propagating. In a source-free, ρ = 0, J̄i = 0, and
nonmagnetic µr = 1 medium Maxwell’s equations reduce to:

∇ · Ē = 0 (1.8)
∇ · H̄ = 0 (1.9)

∇ × Ē = −jωµ0H̄ (1.10)
∇ × H̄ = jωϵ0ϵrcĒ (1.11)

where ϵrc is the complex relative permittivity of the medium and is defined
as:

ϵrc = ϵr + σ

jωϵ0
. (1.12)
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1.2 Electromagnetic Waves

The wave equation can be derived from Maxwell’s equations as:

∇2Ē + γ2Ē = 0 (1.13)

The most simple solution to the wave equation is a 1-dimensional plane wave
propagating in the z-direction.

Ē = (Ex0x̂ + Ey0ŷ)e−jγz (1.14)

γ can also be written as γ = β − jα. In this case, β is the wave number and
α is the attenuation constant in the lossy material.

When an EM wave propagates through a lossy medium, it inevitably loses
power, which is absorbed and dissipated as heat. Additionally, significant
interactions occur when the wave encounters a discontinuity—a boundary
where the permittivity and conductivity of the medium change spatially. At
such boundaries, two key phenomena, reflection and transmission, take place,
as illustrated in Fig. 1.3. In a complex, multi-layered environment like the
human body, the EM wave undergoes numerous reflections and transmissions,
each altering its magnitude and phase.

These cumulative changes carry valuable information about the medium’s
properties and can be detected by a sensor, typically an antenna. The ac-
quired signals are then processed using advanced signal processing algorithms
to extract meaningful diagnostic insights. This principle forms the basis of all
electromagnetic-based diagnostic methods, providing a robust foundation for
exploring innovative approaches such as microwave-based diagnosis of stroke.

Microwaves, a subset of EM waves, span frequencies from 300 MHz to 300
GHz. Within this range, the lower-frequency band is particularly well-suited
for biomedical applications. This is because waves in this lower band ex-
perience less attenuation when propagating through biological tissues, such
as those in the human body, compared to higher-frequency microwaves [28].
This reduced attenuation enhances their ability to penetrate tissues and makes
them more practical for diagnostic and therapeutic purposes in medical con-
texts.
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Chapter 1 Introduction

Figure 1.3: Interactions of the EM Waves with Materials

1.3 Microwave Diagnosis of Stroke
In a generic microwave diagnosis system, shown schematically in Fig. 1.4,
multiple antennas (depicted as blue circles) operating at microwave frequen-
cies surround the body (approximated here as a multi-layer ellipse). These
antennas can be configured in various ways, such as mono-static, bi-static, or
multi-static. In the multi-static scheme adopted in this work, one antenna
transmits an EM wave while the other antennas receive; then, the transmit-
ting antenna is switched until each antenna has transmitted once. The col-
lected data take the form of scattering parameters [29], which capture how the
medium alters the transmitted wave’s magnitude and phase. Consequently,
these parameters encode information about the dielectric properties of the
tissues through which the wave has passed.

Physiological changes associated with certain diseases or traumas manifest
as alterations in the electromagnetic characteristics of the affected tissue, and
these changes can be detected by microwave-based methods. Several diagnos-
tic applications leverage these dielectric contrasts, including microwave imag-
ing of breast tumors [30]–[32], assessments of muscle quality [33], colonoscopy
[34].

Another important diagnostic scenario for microwave-based methods is stroke
detection, as depicted in Fig. 1.5. The image illustrates the wave propagation
and reflection from a blood volume, originating from a hemorrhagic stroke.
The permittivity of the blood pool differs from that of the surrounding brain
tissue, the EM waves therefore reflect from the blood and thereby make it
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1.3 Microwave Diagnosis of Stroke

Figure 1.4: A Generic Microwave Diagnosis System [18]

detectable [35]. Significant advancements in this area have been pioneered by
our research group at Chalmers University of Technology [18], [36], [37], who
have developed multiple generations of a “Strokefinder” device. The latest ver-
sion of this device, shown in Fig. 1.6, has received CE marking and is ready
to support prehospital decision-making [38]. Other research teams around
the world have also pursued EM-based stroke detection, reporting promising
results in prototype development and unsupervised data analysis [39]–[42].

For ischemic stroke, one of the principal challenges for microwave diagnosis
arises from the small size of the occlusive blood clots, which produce only
minor permittivity changes that are easily masked by noise or environmental
interference. However, the reduced blood volume in the infarction area can
also yield detectable permittivity variations [44]. Thus far, most studies on
microwave diagnosis of ischemic stroke have focused on simulated data or
phantom-based experiments [45]–[47].

A critical clinical objective is to distinguish small vessel occlusions, amenable
to thrombolysis, from large vessel occlusions, where thrombectomy can be a
verry effective treatment. The hypothesis in this work is that the use of a
contrast-enhancing agent (CEA) amplifies the contrast between infarcted and
healthy tissue and facilitates discrimination between the types of stroke. Al-
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Chapter 1 Introduction

Figure 1.5: A generic sketch of a microwave-based stoke diagnosis system [18]
.

Figure 1.6: The Strokefinder device, MD100, developed by Medfield Diagnostics
AB [36], [43]

.
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1.4 Aim of the thesis

though the use of CEAs in imaging modalities such as MRI has a long history
[48], it has also been explored in microwave diagnostics. Some examples in-
clude iron nanoparticles [49], zinc oxide nanoparticles [50], superparamagnetic
iron oxide nanoparticles [51], and saline solutions [52], with some animal ex-
periments conducted on rabbits [49].

In this work, the main idea is to capitalize on the asymmetry in perfusion
that arises when an artery is partially or fully occluded. By introducing a CEA
intravenously, the agent travels through the heart and lungs before entering
the cerebral circulation, distributing unevenly in the brain when a thrombus
impedes blood flow. The hypothesis behind this thesis is that this localized
variation in dielectric properties can be detected by the microwave antennas
placed around the body, thus offering a potential method to discriminate
between healthy and infarcted regions in patients with ischemic stroke.

1.4 Aim of the thesis
The long-term aim of this project is to develop a microwave-based diagnostic
system using a contrast enhancement agent to enable the diagnosis of large
vessel occlusions in humans. As a first step, this is pursued by designing a
specialized antenna system, which, together with the appropriate, developed
algorithms, are tested in an animal model. The initial findings of this project
were presented in a licentiate thesis earlier [53].

Antenna Design
Operating at lower frequencies is desirable for penetrating deeper into the
body’s internal organs [28]. However, antennas designed for such low fre-
quencies tend to be physically larger, making it challenging to position them
around a patient. To address this, the radiating element in this research is
placed inside a medium with high relative permittivity. By doing so, the
antenna’s physical size is reduced [54]–[57].

In this work the proposal is to move the radiating element of the antenna
away from the body surface and inserting a dielectric rod in between. This
design confines most of the energy within the rod’s core, directing it toward
the body rather than allowing it to propagate along its surface. At the same
time, the antenna remains well-matched to the body, preserving the ultra-
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wideband operation necessary for high-resolution diagnostics [58]. The design
is explained thoroughly in paper A.

Animal Model

This research, conducted over several years and involving multiple animals,
represents an exploratory study aimed at identifying optimal measurement
setups, protocols, and signal processing algorithms. A significant focus was
placed on developing a novel animal model for this type of investigation, which
has not been previously established. Differences between human and animal
vasculature presented challenges that were overcome by testing various ex-
perimental protocols, including occlusion location and duration as well as
injection dosage and timing of the injections and the measurements. These
efforts sought to replicate, first, a scenario in which changes in blood flow can
be induced and detected, and second, a scenario involving prolonged occlusion
leading to edema formation. In doing so, the study advances the understand-
ing of how to tailor measurement conditions to produce clinically relevant
data.

Signal Processing

As a final step toward fulfilling the study’s overall objective, various signal
processing algorithms were developed to facilitate the analysis and interpreta-
tion of measurement data. A simple yet effective pre-processing method was
first introduced to detect deviations in the measured microwave transmis-
sion signal after the occlusion and injection from the baseline measurements.
However, the complexity of the problem—compounded by multiple concur-
rent physiological effects following a large vessel occlusion—necessitated an
advanced technique to disentangle these overlapping influences. Additionally,
the lack of abundant measurement data limited the practical use of machine
learning approaches. Consequently, physics-based signal detection methods
were designed, explored, and tested, ultimately providing the final diagnostic
results.

14



1.5 Thesis outline

1.5 Thesis outline
The rest of the thesis is structured in the following way: In Chapter 2 the
antenna is presented in addition to some supplementary material about the
details of the antenna design not included in any publication. Chapter 3 re-
ports on the principles for the animal study, also described in paper F. In
Chapter 4, the signal processing algorithms used to detect both the occlusion
and contrast agent injection are introduced, following the descriptions in pa-
pers D and E. Chapter 5 discusses possible interpretations of the physiological
phenomena triggered by stroke and based on the microwave measurements and
analysis as discussed in paper F. Chapter 6 summarizes the appended papers,
and Chapter 7 concludes the thesis.
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CHAPTER 2

Antenna Design

Antennas are important elements in microwave biomedical diagnostics. A
well-designed antenna is a critical enabler of accurate diagnostics, while an
antenna with poor performance most likely will deteriorate the diagnostic
performance. Over the past few years, considerable efforts had been made
to design and optimize antennas for a wide range of biomedical diagnostics;
some examples include [58]–[68].

Several factors need to be considered in designing an antenna for biomedical
diagnostics applications. To list a few:

• Bandwidth: The bandwidth of an antenna is characterized by the
range of the frequencies where the reflection coefficient of the antenna
falls below -10 dB. In this work, the goal is to have an ultra-wideband
antenna with a fractional bandwidth of at least 20% that can operate at
a large range of frequencies around 1 GHz and enables high-resolution
diagnostics [66].

• Operating frequency: As the attenuation of the microwaves inside
a lossy environment like biological tissues increases with the frequency
of the signal, it is desirable to operate at lower frequencies to ensure
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enough penetration of the wave to internal organs [28].

• Compactness: In a microwave-based biomedical diagnosis system sev-
eral antennas are commonly placed around the body [63], [67]. There-
fore, the antenna’s physical size should be small enough so an array of
them could be placed on the target organ.

• Interference Susceptibility: One problem of on-body antennas is the
existence of surface or creeping waves [69]. A part of the radiated wave
travels on the surface of the body and is then received by the adjacent
antennas, interfering with the direct-path wave and deteriorating the
diagnosis accuracy [70]. Therefore, it is advantageous to mitigate these
multi-path signals.

It’s challenging to design an antenna that possesses all the features men-
tioned above as attaining one can result in losing the other. For example, an
antenna that operates at low frequencies is physically larger than an antenna
operating at higher frequencies; therefore, it hinders compactness. Addition-
ally, reaching a wide bandwidth at low frequencies is challenging [71]. Overall,
the aim is to develop a compact, wide-band antenna operating below 1 GHz
with low interference that can be arranged in an array configuration on the
body.

To overcome the aforementioned challenges and meet the goals, the idea is
to base the design on a self-grounded bow-tie antenna (SGBTA) [56]. This
type of antenna has the advantage of being a wide-band equivalent of the
dipoles [72] and is therefore quite popular in different biomedical applications
[61], [65], [73]. To improve the performance of SGBTA in terms of matching
to the body and reducing the surface wave a, it is turned into a dielectric
rod antenna (DRA). The DRA is composed of an SGBTA an its radiating
element that is connected to a two-layer dielectric rod. The fundamental
design idea behind this antenna is to move the radiating element away from
and to guide the radiated wave towards the body by using the dielectric rod in
order to minimize surface waves. It is shown that the proposed new antenna
design gives a wider bandwidth, stable near-field gain, and a more confined
distribution of the power on the surface of the body compared to the SGBTA
[74]. The design of this antenna is discussed in detail in the following section
and paper A and B in the appendix.
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2.1 Dielectric Rod Antenna Design

In this section, the design of the DRA is introduced. This design is based
partly based on a 2-dimensional analytical solution to the wave propagation
problem in a 2-layers cylindrical structure as shown in Fig. 2.1. This structure
consists of a cylindrical core (blue) and cladding (gray) and is aligned with
the z-axis. Parameters a and b are the radii and ϵr1 and ϵr2 are the relative
permittivities of the core and the cladding respectively. In this analysis, loss-
less materials are considered with ϵr1 = 80 and ϵr2 = 2 which are close to
the permittivity of water and plastic respectively. The surrounding medium
is set to be vacuum ϵr3 = 1. According to conclusions in [75], in order to
only excite the fundamental mode of the DRA, the radius of the DRA should
satisfy the condition 2a < 0.626√

ϵr1
λ0, where λ0 is the wavelength in vacuum. If

700 MHz is considered, which is among the frequency range of interest (below
1 GHz) and ϵr = 80, the radius a should be smaller than 1.5 cm. On the
other hand, to have the field confined to the core, the diameter should be
larger than λ0

4 [75], resulting in a > 5.3 cm. This is in contradiction with
the first condition on a and the rule of thumb conditions that were mainly
derived for antennas operating at higher frequencies can not be applied here.
Instead, a more precise study is needed to evaluate the mode of excitation
and field confinement in the DRA in order to suggest an optimal design for
the LVO detection application. Therefore, an analytical solution to the wave
propagation in an infinite 2D cylindrical structure is presented with emphasis
put on the radius of the core of the dielectric rod, as it plays an essential role
in the wave propagation in this structure. The field is not confined to the
surface of the rod if the core radius is too small while a larger core radius may
lead to the excitation of higher, unwanted modes. As a compromise, the value
of the core radius is chosen in a way that the fields are confined in the rod
and a higher-order mode is excited. Then a mode suppressor is designed to
suppress that mode. A mode suppressor is an structure that increases the cut-
off frequency of the unwanted higher-order modes. This analysis is presented
in paper A. Finally, in order to confirm the design, numerical 3D simulations
and experimental measurements are presented in paper A. The connection be-
tween the 2D analysis and 3D numerical simulations is investigated in paper
B.
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Figure 2.1: The 2D dielectric rod structure

Analytical Solution for a 2 layers DRA

To go in to some more detail on the dielectric rod antenna design, first, the
wave propagation in this structure is investigated. Here, the main principles
of the analytical solution inside a 2-layer DRA are discussed, together with a
derivation of the solution. The first step of the antenna design process is to
describe the wave propagation in this structure. This includes a quantitative
description of the effects of each of the design parameters (radius of the core
and cladding and the permittivity of the core and cladding material) on the
wave confinement. The 2-dimensional cylindrical structure considered here is
shown in Fig. 2.1.

In [76], an analytical solution to the wave propagation problem was pre-
sented. According to the separation of variables technique [77], the solutions
to the homogeneous wave equation are found and denoted by the modes of the
structure. The axial component (along the rod) of the electric and magnetic
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fields of these modes can, according to [76] be written:

Ez1 = An1Zn1(k1r)Pn 0 ≤ r ≤ a

Hz1 = Bn1Zn1(k1r)Qn 0 ≤ r ≤ a
(2.1)

Ez2 = [An2Zn2(k2r) + An3Zn3](k2r)]Pn a ≤ r ≤ b

Hz2 = [Bn2Zn2(k2r) + Bn3Zn3](k2r)]Qn a ≤ r ≤ b
(2.2)

Ez3 = An4Zn4(k3r)Pn b ≤ r

Hz3 = Bn4Zn4(k3r)Qn b ≤ r
(2.3)

where Pn = cos(nϕ) exp(−jβz) and Qn = sin(nϕ) exp(−jβz). The parameter
n determines the first mode number and ki, i = 1 − 3 is the wavenumber in
the radial direction. The functions Znj , j = 1 − 4 are Bessel and modified
Bessel functions. The modes in this structure are classified based on where
they start to attenuate in the radial direction into two groups. First, the
cladding modes are the modes that are attenuated only outside the cladding.
The second type of mode is the core mode, where the wave attenuation starts
right after the boundary between the core and the cladding. An observation is
that attenuation in layer i requires ki to be imaginary. An alternative way of
formulating the field equations is to keep all the equations and variables real
and choose the appropriate Bessel function based on in which layer attenuation
is desired. A reason for working only with real variables is that it makes the
computations less complex and faster. The real-valued ki is, according to [76],
defined as:

(ki)2 = k2
0vi(ϵriµri − β̄2) (2.4)

where k0 = ω
√

ϵ0µ0 is the wave number in vacuum. The parameter vi is a
variable to keep ki real and controls which Bessel function to choose and is
defined as follows:

vi =
{

1, µriϵri ≥ β̄2

−1, µriϵri ≤ β̄2 (2.5)

where β̄ = β
k0

and i = 1 − 3. The equality condition in the definition of
vi is not important, as in this case ki = 0. The choice of Znj in the above
equations determines the type of the mode. For the cladding modes v1 = v2 =
1 and v3 = −1. For these modes √

ϵr3 ≤ β̄ ≤ √
ϵr2 considering µi = 1 for

all layers. For the core modes v1 = 1 and v2 = v3 = −1. These modes have
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√
ϵr2 ≤ β̄ ≤ √

ϵr1. From Maxwell’s equations, The r and ϕ components can
be found. According to the boundary conditions, the tangential components
of the electric and magnetic fields are continuous at the boundaries. The
continuity of Ez, Hz, Eϕ and Hϕ at r = a gives 4 equations. The same field
components are continuous at r = b, which also provides 4 equations. These
8 equations alongside the 8 unknowns (Anj , Bnj j = 1 − 4) make an 8 by 8
homogeneous linear system of equations.

D8×8C8×1 = 0 (2.6)

where D8×8 is defined as:

D8×8 =

⌈
∣∣∣∣∣⌊

Zn1(k1a) 0 −Zn2(k2a) −Zn3(k2a) ...

0 Zn1(k1a) 0 0 ...
n

ak2
1
βZn1(k1a) ωµ0

k1
Z ′

n1(k1a) n
ak2

2
βZn2(k2a) n

ak2
2
βZn3(k2a) ...

ωϵ0ϵr1
k1

Z ′
n1(k1a) n

ak2
1
βZn1(k1a) ωϵ0ϵr2

k2
Z ′

n2(k2a) ωϵ0ϵr2
k2

Z ′
n3(k2a) ...

0 0 Zn2(k2b) Zn3(k2b) ...

0 0 0 0 ...

0 0 − n
bk2

2
βZn2(k2a) − n

bk2
2
βZn3(k2b) ...

0 0 ωϵ0ϵr2
k2

Z ′
n2(k2b) ωϵ0ϵr2

k2
Z ′

n3(k2b) ...

... 0 0 0 0

... −Zn2(k2a) −Zn3(k2a) 0 0

... ωµ0
k2

Z ′
n2(k2a) ωµ0

k2
Z ′

n3(k2a) 0 0
... n

ak2
2
βZn2(k2a) n

ak2
2
βZn3(k2a) 0 0

... 0 0 −Zn4(k3b) 0

... Zn2(k2b) Zn3(k2b) 0 −Zn4(k3b)

... − ωµ0
k2

Z ′
n2(k2b) − ωµ0

k2
Z ′

n3(k2b) n
bk2

3
βZn4(k3b) ωµ0

k3
Z ′

n4(k3b)
... n

bk2
2
βZn2(k2b) n

bk2
2
βZn3(k2b) − ωϵ0ϵr3

k3
Z ′

n4(k3b) − n
bk2

3
βZn4(k3b)

⌉
∣∣∣∣∣⌋

(2.7)
Here (Znj)′ = ∂

∂(kir) (Znj) and the definition of the function Znj is given in
the table below [76]:
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Table 2.1: Definition of the function Znj

Zn1 Zn2 Zn3 Zn4
IF v1=1 v1=-1 v2=1 v2=-1 v2=1 v2=-1 v3=-1
= Jn In Jn In Yn Kn Kn

Jn and Yn are the Bessel functions of the first and second kinds respectively.
In and Kn are the modified Bessel functions of the first and second kind
respectively. The appropriate function should be picked based on the type of
mode (cladding or core) that is determined by the values for v1 and v2. The
only nontrivial solution to this system of equations can be obtained by setting
the determinant of D8×8 equal to zero.

det(D8×8) = F (β) = 0. (2.8)

This equation is called the characteristics equation of the structure. Solving
the characteristic equation for β yields the dispersion curves of the structure
which show the variations of β versus a, the core radius, or frequency. The
solution to this equation is explained in detail in paper A.

In order to find the fields’ coefficients C8×1, equation (2.8) should first be
solved for β. As the determinant of the D8×8 is zero, then the the rank of
D8×8 is less than 8 and solving 2.6 is the same as finding the Null Space of
D8×8 [78]. There are several ways to find the Null Space of a matrix. One
way is to find the normalized coefficients [79]. The first coefficient, An1 is set
to 1 and the other coefficients are found normalized to that. if An1 = 1 then
the first column of D8×8 is named H8×1 and the rest of the columns form
matrix D′

8×7. Then the remaining seven coefficients, G7×1 can be found by
solving the following equation:

D′
8×7G7×1 = −H8×1 (2.9)

This equation is solved for G1×7 using the function mldivide in MATLAB
R2020B which finds the solution that satisfies the leas-square error condition
[80]. Then, the full coefficient’s matrix is:

C8×1 = [1, GT
7×1]T . (2.10)
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Another method to find the null space is by using singular value decomposition
(SVD) which results in the same coefficients as the normalization method.

With the coefficients calculated, the normalized field components for any
mode at every location in space can be obtained. The normalized amplitudes
of the z-component |Ez| of HE11 and (TM01, are plotted in Fig. 2.2. The
two vertical dashed lines from left to right show the boundary of the core and
cladding respectively. It can be seen that while the cladding mode (TM01
at 700 MHz) exhibits an ascending behavior in the cladding and then gets
attenuated outside, for the core modes (The other three curves shown in Fig
.2.2), the attenuation starts right after the boundary between the core and
cladding. This means that the core modes are more confined inside the core,
rather than outside it. Therefore, from the confinement point of view, it is
more desirable to have a rod with a larger radius. The choice of the radius is
investigated in paper A, part II by calculating the normalized modal radius
(NMR).

2D Numerical Simulations
To verify the accuracy of the solution presented earlier, the wave propagation
problem in this structure is studied by using a 2D numerical solver. This
solver is also used to design a mode suppressor that is added to the structure
to prevent the excitation of the higher-order modes. For this purpose, the
modal analysis study for electromagnetic wave frequency (ewfd) in COMSOL
Multiphysics 5.6 is used. In order to find the core and cladding modes, re-
spectively, two different simulations were run. For the former, the solver finds
β̄, around √

ϵr1 while for the latter the search for β̄ is done around √
ϵr2. In

Fig. 2.3, the analytical and numerical dispersion curves are compared with
each other. The cladding mode simulation returns only a single propagating
mode, but as can be seen in this figure by following the trajectory of the
triangles, it is in fact three different modes at different frequencies. A good
agreement is seen between the analytical solution and simulation for the core
modes at frequencies higher than the cut-off of the core modes which is the
frequency where the cladding mode of a type turns into the core mode of the
same type, shown by the intersection of the horizontal line at

√
2 with the

dispersion curves in this figure. Around these frequencies, some gaps are seen
in the numerical dispersion curves, which can be solved by trying different
values for neff which the solver asks to search around. Since we have the
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Figure 2.2: Normalized z-component of the electric field for four modes (two core
and two cladding modes) at 2 frequencies
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Figure 2.3: Comparison between the analytical and the numerical solutions

exact analytical solution, this approach was not followed.
The magnitude of the electric field for these three modes are shown in Fig.

2.4 at a frequency where they are cladding modes (540 MHz for HE11 and
600 MHz for the other two) and core modes (900 MHz for all three modes). In
each figure, the cladding and the core modes are shown in the left and right
images respectively. Each mode is normalized to its maximum value. The
arrows show the direction of the tangential component of the field. From this
figure, it can be seen that all of the modes become more confined inside the
rod as the mode turns into a core mode.
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(a) HE11 mode

(b) T E01 mode

(c) T M01 mode

Figure 2.4: The magnitude of the 2D simulated electric fields when they are a
cladding (left) and a core (right) mode. The arrows show the direction
of the tangential component of the field.
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2.2 Launching Efficiency of the 2D Modes in the
3D Structure

The purpose of DRA design was to confine and guide the waves toward the
body and prevent their propagation on the body’s surface. The design uti-
lizes a solution to the wave equation in a 2D structure and a 2D numerical
simulation to design the mode suppressor. For comparison, the accuracy of
this modeling was investigated to study how much of the input power that
was fed into a 3D structure that is guided through each of these 2D modes. A
quantity that measures this proportion is called the launching efficiency, and
the way to calculate it is as follows:

First, to show quantitatively how much the higher order modesTE01 and
TM01 are excited, the fields excited on a DRA are written as [81]:

E3D =
m∑

p=1
ApE2D

p + ER, (2.11)

where E3D is the total 3D field, E2D
p is a 2D guided wave mode, m is the

number of the propagating modes, and ER is the radiating field, i.e. has an
imaginary k3. The unknown of this equation, Ap can be obtained by applying
the orthogonality of the guided fields to each other and the radiating field [81]:∫

(E2D
p × H2D

q ) · ẑda = 0 for p ̸= q. (2.12)

∫
(ER × H2D

q ) · ẑda = 0. (2.13)

Combining (2.11)-(2.13), the coefficient of each mode can be found as:

Ap =
∫

(E3D × H2D
p ) · ẑda∫

(E2D
p × H2D

p ) · ẑda
. (2.14)

Finally, the launching efficiency is calculated for a single mode or the sum-
mation of the modes and is defined as [82]:

αp =
1
2

∫
(ℜ(Êp

3D
× Ĥp

3D∗

)) · ẑda

Pin
. (2.15)
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Figure 2.5: The 3D simulated DRA, the sampling plane, is shown with a green
line. The Sampling plane is in distance d from the start point of the
DRA

Here ∗ denotes the complex conjugate operation, Êp
3D

= ApE2D
p and Ĥp

3D∗

are the approximated 3D electric and magnetic fields of each mode respec-
tively. Pin shows the total power entered into the exciting element. Here, it
had been set to the value of the accepted power in the waveguide port in the
3D simulation to eliminate the effect of the variation in the performance of
the exciting element at different frequencies.

The simulation setup is shown in Fig. 2.5 where d is the distance from the
start point of the DRA. The launching efficiency, αp, of each mode is shown
in Fig. 2.6 versus d. As seen in this figure, the efficiency of the excitation
of the fundamental mode, HE11 is considerably higher than that of the two
higher-order modes, and it is maintained along the rod. Therefore, the power
that is coupled to the higher-order modes is small. To improve this, a mode
suppressor is designed in paper A to prevent the excitation of TE01.

2.3 Chapter Summary and Conclusions
In this chapter a novel dielectric rod antenna (DRA) featuring a self-frounded
bow-tie antenna (SGBTA) paired with a two-layer dielectric rod. This de-
sign reduces surface wave interference up to 10 dB and increases and the
bandwidth by 72% compared with SGBTA as shown in paper A. This an-
tenna operates in the frequency band 600- 1500 MHz and has a dimension of
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Figure 2.6: Launching efficiency of each mode versus the distance of the sampling
plane to the start point of the DRA, d.
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0.15 × 0.15 × 0.13λ0 which equals to 7 × 7 × 6.5 cm. Thus, an array of this
antenna could be fit on the patient’s head Analytical studies and simulations
explore wave propagation in the DRA’s cylindrical structure, revealing how
core radius influences mode excitation and field confinement. Numerical and
experimental validations confirm that the design effectively confines fields, pri-
oritizes the fundamental mode, and suppresses unwanted higher-order modes.
This innovative approach in antenna design for biomedical detection results
in a robust, high-performing antenna tailored to meet the complex demands
of this field.
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CHAPTER 3

Animal Study

This chapter summarizes the animal studies. The aim of the animal study
is to show the feasibility of microwave detection of the large vessel occlusion.
Toward that aim, the following step needs to be taken:

• Finding the occlusion location and duration in sheep to mimic a human
LVO as closely as possible.

• Finding the optimal injection dosage to create detectable asymmetry
while still being safe for the animal and subsequently for the patient.

• Test the developed microwave detection setup based on the designed
antennas that were introduced in Chapter 2.

3.1 The Necessity and Conditions of the Animal
Study

The dielectric contrast in the brain during an ischemic stroke is substantially
small, making analyzing microwave measurements challenging and introducing
notable uncertainties in detection accuracy. Although a novel antenna design
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was proposed in Chapter 2 to enhance measurement performance, this innova-
tion alone is insufficient—especially given the lack of pre-stroke baseline mea-
surements. The central idea of this thesis is to magnify the dielectric changes
associated with ischemic stroke using a contrast-enhancing agent (CEA) in
the form of saline. Consequently, the detection procedure becomes invasive.
Although physiological saline solutions are already standard in healthcare,
they have not been applied to stroke detection. It is therefore essential to
evaluate this method in an animal study before considering clinical tests on
humans. Several studies have explored using pigs [44] and rabbits [49], [83],
[84] for microwave-based stroke detection. However, pigs present a relatively
small brain volume compared to their total head volume, while rabbits have a
head size that is significantly smaller than a human’s, making any shared in-
strumentation between these species and humans impractical. Consequently,
sheep as a large non-primate animal model were selected for this study due
to their head dimensions, which are more comparable to human proportions
[85], and their larger brain volume compared to pigs. This choice allows for a
more direct adaptation of the developed measurement system to human ap-
plications. The use of sheep in translational stroke research as a large animal
model is well established [86], [87].

The animal study is performed at the SEARCH laboratory of the Faculty of
Veterinary Medicine, Norwegian University of Life Sciences, Sandnes, Norway.
In what follows, the regulations on the use of animals in research are reviewed.

The Use of Animals in Research
In Norway, the use of laboratory animals is governed by the regulation con-
cerning the use of animals for scientific purposes (FOR-2015-06-18-761) [88]
with one amendment [89]. Furthermore, the National Committee for Re-
search Ethics in Science and Technology (NENT) has published a set of ethical
guidelines [90]. According to them, the ethical grounds for the moral duties
regarding the animals are based on the following three principles:

• Animals have intrinsic value that must be respected.

• Animals are sentient creatures with the capacity to feel pain, and the
interests of animals must be taken into consideration.

• Our treatment of animals is an expression of our attitudes as moral
actors.
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This guideline further states 10 responsibilities and requirements when ani-
mals are used in research. Among them, the three Rs (Replace, Reduce, and
Refine) are emphasized here. The remaining 7 are based on them. The three
Rs are:

• Replace: Researchers are responsible for studying whether it is possi-
ble to replace animals with other alternatives. In the research project
presented in this thesis, as much development as possible is made based
on computer simulations and tests on tissue-mimicking phantoms. Ul-
timately, animal tests are inevitable. The detection method fundamen-
tally requires an understanding of the saline solution and its behavior in
the blood circulatory system. However, by using. computer simulations
and phantom experiments, the next R is also addressed, which is:

• Reduce: Researchers are responsible for considering if the number of
animals could be reduced. In the research project presented in this
thesis, the strategy has been that in case of clear results indicating
success or failure, the experiments on animals should be stopped and no
more animals shall suffer.

• Refine: Researchers are responsible for minimizing the risk of suffering
for the animals. In this project, all work concerning the welfare of the
animal was performed by veterinarians and all experiments we made on
anesthetized animals.

Ethical Approval

The ethical approval for the animal experiments is given by the Norwegian
Food Safety Authority [91], [92]. All animal housing and experiments were
conducted in strict accordance with the guidelines. The ewes were properly se-
dated prior to initiating anesthesia. Then, they were anesthetized adequately
and monitored continuously. Their vital signs, including systolic and diastolic
blood pressure, heart rate, SpO2, and core body temperature, were monitored
continuously during the experiment. The animals were euthanized while still
anesthetized.
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3.2 Procedures for Animal Study
The LVO stroke scenario was studied in a sheep model by occluding the ar-
teries on the left side of the sheep’s brain. This is potentially causing an
asymmetry in blood flow, which manifests itself as a small asymmetry in mi-
crowave attenuation between the occluded and non-occluded sides of the brain.
The injection of saline solution will further amplify the asymmetry between
the occluded and non-occluded sides.

In addition, the saline solution might also affect the edema formation caused
by the occlusion [93].

Next, the experimental setup for the animal measurement is described, in-
cluding the occlusion locations and durations. Then the measurement proto-
cols are described, specific to both short and long occlusion scenarios, detailing
the timing and procedure of each. Following this, a brief description of the
detection algorithms is provided. Finally, a description of the processing of
the CT scans for analyzing the edema formation.

Occlusion location and duration
In humans, the primary arteries supplying cerebral blood flow are the left
and right Common Carotid Arteries (CCA), originating from the aortic arch
and brachiocephalic trunk, respectively. These arteries bifurcate into inter-
nal and external carotid arteries in the neck. The external carotid arteries
(ECA) supply blood to the face and neck, while the internal carotid arteries
deliver blood to the brain. An additional pathway to the brain is provided
by the left and right vertebral arteries (VA), which merge to form the basilar
artery. These arteries are interconnected via the Circle of Willis, facilitating
the possibility for collateral blood flow between the two hemispheres of the
brain. This vascular anatomy is illustrated in Fig. 3.2.

Sheep share a similar cerebral blood supply system but with two notable
differences. First, sheep lack a direct bifurcation of CCA to ICA and ECA.
Instead, the ECA connects to a dense network of arteries called the Rete
Mirabile (RM), which further connects into the ICA and then the Circle of
Willis. This anatomical feature restricts the ability to block higher-up arter-
ies using intra-arterial catheter occlusion [94]. Second, there is a connection
between the CCA and VA before reaching the Circle of Willis, as shown by
the CVA in Fig. 3.2. To effectively block blood flow to one hemisphere of the
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brain, there are three options of occlusion location in sheep [95], as is shown
using three colors in Fig. 3.1. In this figure, the red lines show the occlusion
of both CCA and occipital artery, blue shows the occluding of both CCA and
VA, and green demonstrates the occlusion of ECA. Blocking only one artery
results in partial occlusion.

Figure 3.1: The main arteries of the head and neck: 1. common carotid artery
(CCA); 2. external carotid artery (ECA); 3. occipital artery (OA);
and 4. vertebral artery (VA). The three options of occlusion location
in sheep are shown in three colors, red: occluding both CCA and OA,
blue: occluding both CCA and VA, and green: occluding ECA. Picture
from [96].

The proposed detection method was tested on two animals when blood
supply was blocked by occluding blood vessels: one animal with occlusion of
both arteries and one with only a single artery occluded. The measurements
were analyzed in order to detect the occlusion event. Comparison of the
results from the twp occlusion strategies highlights the differences between
the sheep’s and the human’s vessel structure.

This method of occlusion is essential to creating a controlled ischemic en-
vironment for this study, allowing for the assessment of the microwave-based
detection method under conditions that are similar to those induced by large-
vessel occlusions in humans. Two types of occlusions have been investigated:
long occlusions and short occlusions. The details of the occlusion location for
each cycle are given in subsections 3.2 and 3.2.

The purpose of the short occlusion is to induce a temporary asymmetry in
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The First Balloon Catheter

The Second Balloon Catheter

Figure 3.2: Schematic view of the cerebral arteries in humans (left) and sheep
(right). CCA: Common Carotid Artery, VA: vertebral Artery, CVA:
Carotid-Vertebral-Anastomosis, ICA: Internal Carotid Artery, ECA:
External Carotid Artery, RM: Rete Mirabile, CoW: Circle of Willi’s.
The occlusion locations are shown with two balloon catheters. The
sheep’s arterial structure is adopted from [97]. The image was created
using BioRender.com.
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cerebral blood flow within the brief time window before collateral circulation
through the Circle of Willis reaches the occluded hemisphere [95]. To test
the idea that partially blocked blood flow to the brain can be detected by
leveraging the effect of saline on electromagnetic waves, saline is introduced
during the occlusion. That further enhances the contrast between the left and
right hemispheres, increasing the asymmetry and improving the potential for
detection.

The purpose of the long occlusion is to simulate a more clinically relevant
scenario with a delay between the stroke onset and the arrival of the ambulance
to the suspected stroke patient. Under these conditions, it is expected that the
formation of brain edema could have started. This is in accordance with the
findings in [98], where a blockage of both the common carotid and vertebral
arteries for at least 12 minutes results in observable histological damage in
post-mortem brain tissue. This setup enables the investigation of the impact
of prolonged ischemia on brain tissue and the observation of any possible
subsequent edema development.

Measurement Protocol

In this section, first, the main idea of the measurement protocol is introduced.
Then the injection concentration and the details for the short and long occlu-
sions for each animal are described.

The main hypothesis, to be tested in this work, is that the injection of the
contrast enhancement agent increases the dielectric asymmetry caused by the
asymmetric occlusion of the blood flow. The hypothesis is further that this
injection will facilitate increased detection performance of the system. Since
the occlusion is done before the Circle of Willi’s, it can be anticipated that
the collateral flow will bring some contrast agent also to the occluded side.
Even if this occurs with some delay, it will potentially reduce the detection
performance. Therefore, a simultaneous occlusion and injection were also
performed to utilize the time window before the collateral flow evens out the
induced asymmetry [95]. In the explored method, this asymmetry is detected
using microwave measurements.
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Short Occlusions

As already explained, the purpose of the short occlusions is to induce a tran-
sient asymmetry in cerebral blood flow, ensuring that the contrast agent
reaches its peak concentration before collateral circulation becomes estab-
lished.

The procedure is performed according to the following steps.

1. Before any measurements begin, the animal is anesthetized and venti-
lated.

2. The short occlusion measurement protocol starts with a baseline mea-
surement to estimate noise and movement artifacts due to ventilation.

3. The occlusion is induced by inflating the balloon inserted by a catheter
into the target arteries. Immediately after completing the occlusion, a
saline injection is administered into the jugular vein for animals 1 and
2. For animals 3 and 4, a one-minute delay is introduced between the
occlusion and the injection. This enables an investigation of the effects
of the injection under collateral flow compensation.

Details regarding the short occlusions and injections are provided in Table
3.1. In the table, the number after A shows the animal number. The letter S
indicates a short occlusion. The number after S shows the measurement cycle
of that animal.

In all short occlusions, the balloon is deflated to remove the blockage one
minute after the injection. In the A2S3 cycle, the injection is administered
before the occlusion to serve as a control, allowing for observations of the
effect of the injection alone. However, it is important to note that this is the
third cycle on that animal, and collateral flow may already have altered from
previous cycles.

For animals 1 and 2, long occlusions followed the short occlusions, while for
animals 3 and 4, no long occlusions were performed. For animal 5, only the
long occlusion was performed.

Long Occlusions

As mentioned earlier, the purpose of the long occlusions is to observe the
effects of injection on a model where the stroke onset happened some time ago
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and assess its detectability via microwave measurements. Details regarding
the long occlusions and injections are provided in Table 3.2.

The protocol is summarized as

1. A baseline measurement to capture the brain’s initial state.

2. The occlusion is applied, and measurements are taken for 12 minutes to
monitor the progression of ischemia.

3. The saline injection is administered, and measurements continue for
another 12 minutes to observe any effects on edema.

This long occlusion procedure was carried out on animals 1 and 2, occluding
both the common carotid and vertebral arteries, and on animal 5, occluding
only the common carotid artery. The latter is done to investigate the effect
of a partially occluded hemisphere.

Injection Concentration

Osmotherapy, e.g. hypertonic therapy, is an effective intervention to manage
cerebral edema and reduce elevated intracranial pressure, targeting the under-
lying mechanisms of edema formation. Injecting hypertonic saline may help
to reverse or slow the development of edema by influencing fluid dynamics in
brain tissue [99]. Osmotherapy works by creating an osmotic gradient that
draws water out of swollen brain tissue and into the bloodstream, thereby
dehydrating the tissue [93].

For the short occlusions, it is crucial to obtain a rapid peak in sodium
concentration before collateral circulation begins, as this ensures the highest
possible asymmetry in dielectric properties between the hemispheres and con-
sequently also in the measured microwave signals. To accomplish this, a small
volume of water with a high sodium concentration was injected. Tables 3.1
and 3.2 provide a summary of the injected salt concentrations and the blood
sodium levels measured before and after each injection. Results are given for
both the short and long occlusions, respectively. For the long occlusion, the
saline concentration was the same as for the short occlusions for animals 1 and
2. In animal 5, the effect of a higher salt mass but with a lower concentration
was studied.
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Table 3.1: Summary of the Short Occlusions

Cycle Code Injection Dose and Description
Blood Sodium Concentration

A1S1 100 mmol in 25 ml 10 baseline measurements followed by
137 to 148 mmol/L 10 measurements during the simultaneous injection and occlusion (2 arteries)

followed by 10 measurements after the termination of occlusion
A2S1 100 mmol in 25 ml 10 baseline measurements followed by

140 to 165 mmol/L 10 measurements during the simultaneous injection and occlusion (1 artery)
followed by 10 measurements after the termination of occlusion

A2S2 100 mmol in 25 ml 10 baseline measurements followed by
141 to 164 mmol/L 10 measurements during the simultaneous injection and occlusion (2 arteries)

followed by 10 measurements after the termination of occlusion
A2S3 125 mmol in 32 ml 10 baseline measurements followed by

144 to 173 mmol/L 10 measurements during the injection and a delayed occlusion (2 arteries)
followed by 10 measurements after the termination of occlusion

A3S1 100 mmol in 25 ml 10 baseline measurements followed by
140 to 148 mmol/L 10 measurements during the occlusion followed by 10 measurements during the injection (1 artery)

followed by 10 measurements after the termination of occlusion
A4S1 100 mmol in 25 ml 10 baseline measurement followed by

147 to 164 mmol/L 10 measurements during the occlusion followed by 10 measurements during the injection (1 artery)
followed by 10 measurements after the termination of occlusion

Note 1: Here A1 stands for animal 1, and S1 stands for the first short cycle on that animal, and so on.

Table 3.2: Summary of the Long Occlusions

Cycle Code Injection Dose and Description
Blood Sodium concentration

A1L 100 mmol in 25 ml 10 Baseline measurement followed by
140 to 190 mmol/L 180 measurements during the occlusion (2 arteries)

and 154 measurements after the injection
A2L 125 mmol in 32 ml 40 Baseline measurement followed by

147 to 170 mmol/L 180 measurements during the occlusion (2 arteries)
and 180 measurements after the injection

A5L 171 mmol in 125 ml 15 Baseline measurement followed by
No data 10 measurements during the occlusion (1 artery)

and 12 measurements after the injection

Note 1: The number after A shows the animal number. The letter L indicates a long occlusion.
Note 2: For animals 1 and 2 each measurement is 6 seconds while for animal 5, each measurement takes 2.6
minutes.

Microwave Detection Setup
The microwave measurement setup is shown in Fig. 3.3. A 2-port microwave
transceiver from Keysight was used for the measurements, operating in the
frequency range of 400 to 1200 MHz [100]. For animals 1 through 4, each
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measurement took approximately 6 seconds. However, for animal 5, where
two transceivers were tested to compare their performance and additional
antennas were used, each measurement required 2.6 minutes.

The microwave detection setup included three Dielectric Rod Antennas [74],
positioned as follows: one antenna was placed on the forehead, and the remain-
ing two on either side of the head, as shown in the accompanying diagram.
The antennas were pointed towards the cortical surface using guidance from
CT. The setup also incorporated a switch to toggle between two channels: one
channel for the occluded side and the other for the non-occluded, termed the
"non-occluded channel." This antenna arrangement is illustrated in Fig. 3.4.

With this setup, each antenna transmits microwave signals into the sheep
brain, and the signals received by the other antennas are measured as trans-
mission coefficients. These parameters represent the ratio of the received
wave’s power to that of the transmitted wave.

Because the reflection from the skin dominates reflection S-parameters, we
focus on transmission S-parameters, which provide deeper insights into in-
tracranial conditions.

The Antenna Support

Switching Matrix

Microwave Transceiver
Antenna 3

Antenna 1

Antenna 2

Venous InjectionArterial Occlusion

Figure 3.3: Microwave measurement setup. The image was created using BioRen-
der.com.
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Figure 3.4: non-Occluded and Occluded Channel shown on a sheep.

3.3 Chapter Summary and Conclusions
In this chapter, the animal experiments are detailed and summarized in two
tables. Key protocol components—occlusion location, duration, injection con-
centration, and timing—are presented alongside the purpose and distinctions
between short and long occlusions. The measurement setup is also introduced.

Conducted over several years and involving multiple animals, this research
represents an exploratory study aimed at determining optimal measurement
configurations, protocols, and signal processing approaches. A major empha-
sis was placed on developing a working protocol for the used animal model
tailored to the requirements of this investigation, marking an important step
in advancing research in this area.

A limitation of this study is the absence of a control measurement using an
independent method (such as CT) to verify the observed asymmetry. With-
out such external validation, the study must rely solely on microwave mea-
surements, introducing uncertainty about whether the detected asymmetry
precisely reflects the underlying physiological changes.

In the next chapter, the signal processing algorithms developed to analyze
and interpret the measured microwave signals are introduced, and the main
results are presented.
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Signal Processing

In this chapter, the developed signal-processing algorithms are introduced. It
consists of two parts, first preprocessing and then processing. The first part
is introduced in Paper C, and the processing part is in Paper D of this thesis.

4.1 Preprocessing: Detecting a change
The received signal after the occlusion or injection can be summarized with
a simple expression in terms of the transmission coefficient between a pair of
antennas. The received signal can be viewed as a sum of three components:
the baseline, noise, and a change in the signal levels due to occlusion and/or
injection. These equations are given in Eq. 4.1.

X(f) = XB(f) + XA(f) + n(f),
∆ = X(f) − XB(f) = XA(f) + n(f).

(4.1)

Here XB(f) is the baseline, which is the average over 10 transmission signals
Xb measured during the baseline phase as, XB ≃ 1

10
∑b=10

b=1 Xb. XA(f) is
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contribution to the transmissions due to the occlusion and injection and n(f)
is the frequency-dependent noise. The frequency is represented by f . During
the baseline measurement, the only temporal change in the signal is due to
the noise and movement artifacts (breathing). Therefore, it is also possible to
estimate the power of n(f) = σ(f), which is equal to the standard deviation
of the 10 baseline measurements. ∆ is the differential signal indicating the
change in the signal from the baseline caused by the occlusion and injection.

The main purpose of a detection algorithm is to identify significant changes
in ∆ due to an occlusion or injection. The basis of the algorithm is a compar-
ison of the power of ∆ to the noise level, σ at each frequency. If the power
exceeds σ, the change is considered a true change; otherwise, it is treated as a
false change, i.e., no change in data. In this work, the algorithm’s performance
is quantified by the ratio of correctly detected changes across frequencies to
the total number of frequency points [101]. This algorithm is similar to a
Neyman-Pearson detector [102] and here it is named the Signal Power Com-
parison Algorithm for the Detection of Anomalies (SPCADA). The steps for
a signal with Nall measured frequencies can be summarized as

Algorithm 1 SPCADA Algorithm
NT = NF = 0
for i = 1 : Nall do

if |∆i| > σi then
NT = NT + 1

else
NF = NF + 1

The detection rate (DR) is defined as the number of detected true changes,
NT divided by the true plus false detection, equal to the number of measured
frequencies, Nall = NT + NF .

DR = NT

Nall
(4.2)

Analysis of Differential Signals Across Measurement Phases

The analysis begins by taking the average of the ten measurements during
the baseline stage, XB , and subtracting it from all the measurements of all
stages, including the baseline, to find the differential signals. To see if there’s
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a general trend across the three measurement stages, the average of all the
measurements in each stage is shown in Figs. 4.1 and 4.2 for the non-occluded
and occluded channels, respectively. The standard deviation among the mea-
surements of each stage is shown by the highlighted areas.

As evident in these figures, it is challenging to draw definitive conclusions
about the trends between the injection+occlusion phase and after the re-
opening of the occlusion as there is significant overlap and similarities across
frequencies for both these channels. This overlap could possibly be attributed
to the time-dependent nature of the changes being analyzed, where averaging
the signals over an entire phase may obscure these temporal variations.

Figure 4.1: The average of the ∆ signal of the non-occluded channel of animal 1
in each measurement phase is shown as a solid line, and the standard
deviation is shown as the highlighted area. BL: Baseline, Oc+Inj:
Simultaneous Occlusion and Injection, Op: Opening

Detection with the SPCADA on measured data

As seen in the previous section, taking the average of all measurements in a
measurement phase is not an effective way to conclude how the occlusion and
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Figure 4.2: The average of the ∆ signal of the occluded channel of animal 1 in each
measurement phase is shown as a solid line, and the standard deviation
is shown as the highlighted area. BL: Baseline, Oc+Inj: Simultaneous
Occlusion and Injection, Op: Opening
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injection have affected the baseline signals. A single measure is needed that
combines the changes that happened across all the frequencies of that mea-
surement. The SPCADA algorithm presented earlier is an elegant way to do
this by taking a probabilistic view of the data and revealing what proportions
of the measured frequencies demonstrate a change greater than the baseline’s
noise level. In this section, the results of the testing of the SPCADA algorithm
are presented.

The first step in this algorithm is to find the true and false changes. A true
change in frequency f is an element of the differential signal, ∆, that its abso-
lute value is higher than the noise power σ at frequency f . Figs. 4.3 and 4.4
illustrate the detectable changes in the non-occluded and occluded channels,
respectively. In these figures, the x-axis shows the frequency range, and the
y-axis shows the time. The first 10 measurement numbers belong to the base-
line phase. The next 10 measurements correspond to the occlusion+injection
phase. The last 10 is the opening phase. The horizontal red lines show the
separation of each of the phases. The baseline levels were used as a threshold
to classify the transmission change as "1-true change", highlighted in yellow
squares, and "0-false change", depicted as blue squares. In the figure, it is
seen at what measurement number and at what frequency a true change is
detected. It is seen that the density of the yellow squares increases between
the measurement numbers 11 to 20 (Oc+Inj) compared to 1 to 10 (BL) and
21 to 30 (Op).

The last step in this algorithm is to find a single value for each measurement
number that combines the effect of all the frequencies. This is done by calcu-
lating the average of each of the rows of these figures. This gives the detection
rate (DR) for each measurement number. The detection rates are shown in
Fig. 4.5. The vertical lines show the starting moment of each phase of the
measurement. In Fig. 4.5 a considerable change in the detection rate can be
seen right after the injection and occlusion were completed. As expected, the
change has a higher value in the non-occluded channel, capturing the effect of
the injection.

The results of the other animals are presented in paper D.
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Figure 4.3: True (yellow) and false (blue) changes at each time and each frequency
for the channel on the non-occluded side of Animal 1

Figure 4.4: True (yellow) and false (blue) changes at each time and each frequency
for the channel on the occluded side of Animal 1
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Figure 4.5: Detection Rate for animal 1 across the three phases (BL: baseline,
Oc+Inj: occlusion+injection, Op: opening) for the non-occluded chan-
nel (blue) and the occluded channel (red).
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4.2 Processing: a Physics-Based Frequency
Derivative Algorithm

A challenge associated with the measurement protocol of simultaneous injec-
tion and occlusion is to separate the effects of the occlusion from the effects
of the injection in the microwave data. For stroke detection, we are using
the asymmetry caused by the injection as an indication of the stroke. It is
therefore important to distinguish the effect of the injection from other effects.
The results are most compelling when it is possible to demonstrate that the
observed changes are specifically due to the injection and not confounded by
the simultaneous occlusion.

To address this problem, a novel algorithm was developed; it was based
on both theoretical analysis and numerical simulation study in a 3D sheep’s
head model. The proposed algorithm is grounded in the underlying physics
of the occlusion and injection stages. More specifically, the conductivity of
the non-occluded side of the brain is enhanced by saline injection, and this
enhancement is frequency-dependent due to the dispersive properties of the
saline. It can be shown that this characteristic is represented in the second-
order derivative of the measured signal with respect to the frequency. There-
fore, based on the sign of the measured differential signal and its second-order
derivative, the signal can be classified into four different types. Identification
of the type is the core principle of the detection in this algorithm.

The type detection algorithm is based on a theoretical analysis that corre-
lates the measured changes in the microwave signals due to changes in brain
conductivity from the occlusion and injection. The algorithm is summarized
in a flow chart in Fig. 4.11). When applying the type detection method to
experimental data, rapid changes across the frequencies are expected, both
changes to the sign of the signal and its second-order derivative. As a first
step to cope with these variations, frequency windows of varying widths over
the signal are defined. The type detection is applied to each of these windows,
and the results are later merged to find the general trend across all measured
frequencies.

Subsequently, the algorithm has been tested both on simulated s-parameters
in different realistic detection scenarios as well as on measured data on the
sheep.
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Theoretical analysis

The purpose of the theoretical analysis is to derive a relation between the
measured changes in the microwave data and their origin in dielectric changes
in the brain caused by occlusion and injection events. Particularly this is
made by analyzing dispersive characteristics of the dielectric changes and their
implications on the measured data. This relation will then serve as a basis for
the type detection algorithm. The analysis is, in this case, restricted to the
amplitudes of the microwave data.

Electromagnetically, the animal can be considered as spatially varying com-
plex permittivities, as:

ϵ(R⃗) = ℜ(ϵ(R⃗)) − jℑ(ϵ(R⃗)) (4.3)

where R⃗ is the spatial coordinate, ℜ(ϵ) = ϵ′ is the real part of the permittivity,
also called the dielectric constant. The dielectric constant can be frequency-
dependent. The imaginary part of the permittivity, the loss factor, consists
of two parts:

ℑ(ϵ) = ϵ′′ + σ

ωϵ0
(4.4)

where ϵ′′ represents a frequency dependent dielectric loss and σ is the DC
conductivity.

In the case of a stroke or injection of a contrast agent, the complex per-
mittivity distribution in the brain is changed. These changes are represented
by the parameters α and β, which denote the relative changes in the real
part (dielectric constant) and imaginary part (loss factor), respectively. The
relative change in the dielectric loss, ϵ′′ is denoted α′′.

The first term in equation 4.11 is related to the real part of the permittivity
through Krammers-Kronig relations:

ϵ′(ω) = 2
π

P

∫
Xϵ′′(ω)
X2 − ω2 dX + 1 (4.5)

Where P stands for the principal value of the integral and X is a dummy
variable for frequency. Let’s see how much ϵ′ will change (shown by α) if ϵ′′

is changed by a factor of 1 + α′′.

(1 + α)ϵ′(ω) = 2
π

P

∫
X(1 + α′′)ϵ′′(ω)

X2 − ω2 dX + 1 (4.6)
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From above, if α′′ is frequency independent, it can be concluded that:

1 + α = 1 + (1 + α′′)A
1 + A

(4.7)

where
A = 2

π
P

∫
Xϵ′′(ω)
X2 − ω2 dX (4.8)

if A = ϵ′ − 1 >> 1 then it follows that

1 + α ≈ 1 + (1 + α′′)A
A

= 1
A

+ (1 + α′′) = 1
ϵ′ − 1 + 1 + α′′. (4.9)

As mentioned, for most biological tissues like blood and brain, ϵ′ − 1 >> 1,
therefore α ≈ α′′. This means the changes in the real part of the permittivity
and the first term in the imaginary part are the same. The change in the
complex permittivity due to occlusion or injection can be different and is
modeled by different α and β .

The injection will increase the salinity of the blood, resulting as well as
an increase in the conductivity. If this relative change is denoted γ, then the
overall change in both the real and imaginary parts of the complex permittivity
can be summarized as:

ℜ(ϵnew) = (1 + α)ℜ(ϵ) (4.10)

ℑ(ϵnew) = (1 + β)ℑ(ϵ) = (1 + α)ϵ′′ + (1 + γ) σ

ωϵ0
(4.11)

Based on the assumptions, it can be concluded that the injection of saline
will lead to γ > 0 an increase in the charge carrier (ions) in the solution. The
increase of ions will also result in a negative α because ions stick to water
molecules and reduce their ability to alternate with the external electric field
[103]. A quick and easy way to see how a positive γ and negative α will affect
β is to use the first-order Debye model for saline [104].

Fig. 4.6 shows the real and imaginary parts of the complex permittivity of a
saline solution in the frequency range of interest when the salt concentration
is 70 mmol/L and 100 mmol/L, respectively. It can be seen that as the
salt concentration increases, the imaginary part increases considerably while
the changes in the real part are relatively small. The corresponding relative
changes to the dielectric constant (α), DC conductivity (γ), and loss factor(β),
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are plotted in Fig. 4.7.

Figure 4.6: The real and imaginary parts of the permittivity of saline after in-
creasing the salt concentration from 70 mmol (solid lines) to 100 mmol
(dashed lines)

As can be seen, γ and α are almost frequency-independent, and β decreases
considerably with frequency (around 10% in the considered frequency range).
The reason is that the ratio between the coefficient behind γ which is σ

ωϵ0
and the coefficient behind α′′, which is ϵ′′, is decreasing across this frequency
range. It means that the part that is increased, γ, is negligible in comparison
to the constant (α′′). Therefore, β is dominated by the change (α′′). The two
terms of the imaginary part of the permittivity and the ratio between these
two terms are shown in Fig. 4.8 and its inset.

In paper E, it is further discussed how the changes in the parameter β

is captured in the second-order derivative with respect to frequency. Under
the assumption that the wave propagation can be described as a plane wave,
an analysis of its amplitude is made in order to calculate the second-order
derivative.

Based on these findings, a detection algorithm is proposed that categorizes
the effects into four distinct types, defined by the sign of the relative signal
change and its second-order derivative. Each of the fore cases are then as-
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Figure 4.7: The Changes in the real and imaginary parts of the permittivity of
saline after increasing the salt concentration

sumed to correspond to a specific physiological state or effect. The four types
are summarized in 4.1.

Table 4.1: Relation between signal changes and permittivity changes
Type# Signal change Loss factor β Physiological Effect
Type I ∆r < 0, ∆′′

r > 0 ↓ β > 0 Inj. in the nonOcc. Ch.
Type II ∆r < 0, ∆′′

r < 0 ↑ β > 0 Occ. in the nonOcc. Ch.
Type III ∆r > 0, ∆′′

r < 0 ↑ β < 0 None
Type IV ∆r > 0, ∆′′

r > 0 ↓ β < 0 Occ. in the Occ. Ch.

Type Detection algorithm
In this section the steps of a detection algorithm based on the theoretical
findings introduced in previous chapters are discussed. Since the theoretical
model is based on a plane-wave model, which is a very rough approximation of
reality, further studies are needed before it can be concluded that the results
are also applicable to 3D simulated or measured data.
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Figure 4.8: The two expressions in the imaginary parts of the permittivity of saline
after increasing the salt concentration from 70 mmol (solid lines) to 100
mmol (dashed lines)

As a first step, we will filter out fluctuations caused by the resonances in
the signal across frequencies. This is done through the isotonic filtration al-
gorithm. Then, since the choice of the start frequency and end frequency of
the signal affects the sign of the signal average and its second-order deriva-
tive, a window-based type detection method was developed. Finally, to enable
the comparison of different channels and different animals while avoiding dis-
cretization of the type information into 4 discrete types, the phase that best
captures the information of these signal types was defined.

Isotonic Filtration

As discussed above, unlike a plane wave, the simulated signal has a non-
monotonic pattern, with large variations over the entire frequency band of
interest. An example of such a signal is shown in Fig. 4.9 as the original
signal. Even after the preprocessing introduced in [105], this signal varies
sharply with frequency, as is shown by the black curve in Fig. 4.9. This
makes it challenging to identify the overall trend of the signal and its second-
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order derivative and correlate it with changes in the loss factor.
To tackle this issue, a novel signal filtering technique based on the Hodrick-

Prescott filter [106] was proposed. This filter is useful to identify the overall
trend in the data more effectively. The filter is applied iteratively to a signal
until the second-order derivative becomes isotonic, i.e., it doesn’t change sign
over the frequency range. This filter inputs both the signal and a smoothing
factor (λ). The output consists of the trend of the signal and its cyclical
component. Increasing λ results in a smoother trend, while setting λ = ∞
yields the linear regression of the signal. The effect of the filtering is illustrated
by one example in Fig. 4.9. This algorithm is detailed in Algorithm 2. The
input is ∆r, the relative differential signal. The isotonic function is called ISF
that makes the second-order derivative of the input isotonic. The function
hpfilter is the Hodrick-Prescott filter. The function SingChange checks if
there’s a change in the sign of its input and is defined in the last line of the
algorithm.

Algorithm 2 Isotonic Filtration Algorithm
∆r = ISF(∆r, λ)
while SignChange(∆′′

r ) do
λ = λ × 1.1
∆r = hpfilter(∆r, λ) ▷ Hodrick-Prescott filter

SignChange = ∃ i ∈ {1, 2, . . . , n − 1} such that ∆′′
r (xi) × ∆′′

r (xi+1) < 0

The algorithm was further studied using 3D simulation data in paper E.

Window-Based Type Detection

In a realistic scenario of occlusion and injection, the change occurs in only
one of several layers situated between the two antennas, making it necessary
to perform an additional step to isolate and extract the relevant feature from
the signal.

In this approach, the first frequency window is considered from f1 = 400
MHz to f2 = f1 + df MHz, where df = 10MHz. This value was selected
because decreasing df further than 30 MHz did not change the signal type
for any window. The next frequency window is considered by shifting the
end frequency by another df which means f2 = f1 + 2df and so on until f2
reaches 1200 MHz. This is the 80th window. To construct the 81st window,
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Figure 4.9: Comparison between the original relative differential signal (green),
the signal after preprocessing (black), isotonic filtered signal (blue),
and the linear regression of the signal (burgundy)

f1 is shifted by df and the same process repeats. This procedure results in
325 frequency windows across the frequency range of 400–1200 MHz. This
process is shown in Fig. 4.10.

After identifying the type of the signal, it is assumed that it is classified as
type i within the frequency band t. In this case, the width of the window t

is added to the ith column of a 1 by 4 zero vector. The overall signal type
for that measurement instance is then determined based on the type with
the maximum accumulated window width (AWW). The algorithm is outlined
below in Algorithm 3 and in Fig. 4.11 as a flow diagram.

In this algorithm, the input is the differential signal ∆ in the window ωj ,
following a preprocessing step. Dividing it by the baseline signal, SB , gave the
relative differential signal. The isotonic filter is then applied, resulting in ∆pf .
Subsequently, the mean and second-order derivative of ∆pf are calculated,
producing ∆r and ∆′′

r . By examining the signs of these two parameters, a
type is assigned to the corresponding window, and its width is accumulated in
the associated element of N . This process is repeated until all windows have
been evaluated.
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Algorithm 3 Determination of Type
N = [0, 0, 0, 0]
f1 = 400 MHz, f2 = 1200 MHz, df = 30 MHz
t = 1
for i = f1 : df : f2 − df do

for j = f1 + df : df : f2 do
Sij = ISF(S(i : j))
∆r = mean(Sij)
∆′′

r = mean
(

d2Sij

dω2

)
if ∆r < 0 and ∆′′

r > 0 then
Sg(t) = 1

else if ∆r < 0 and ∆′′
r < 0 then

Sg(t) = 2
else if ∆r > 0 and ∆′′

r < 0 then
Sg(t) = 3

else if ∆r > 0 and ∆′′
r > 0 then

Sg(t) = 4
N(Sg(t)) = N(Sg(t)) + j − i
Sf (t) = ∆r

t = t + 1
Type = max

i
(Ni) for i = 1 − 4

Sf =mean(Sf (t)) ∀t ∈ {Sg(t) = Type}
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Figure 4.10: An illustration of the frequency windows. The number on each rect-
angle shows the frequency window number. The first and second
iterations of constructing the windows are shown in lilac and pink
colors, respectively.

To evaluate this method under more realistic conditions, another simulation
study is conducted using a more realistic model of a sheep’s head. In this
case, changes are introduced to the permittivity and conductivity of the gray
matter in one lobe of the brain, simulating the physiological effects of the
occlusion or the injection, as illustrated in Fig. 4.12. The simulation setup
is the same as in [105]. Two separate simulations were made. In simulation
1, both the real and imaginary parts of the relative permittivity of the gray
matter are increased by 10% on the non-occluded side which resembles the
dielectric change due to the occlusion. In simulation 2, only the imaginary
part of the relative permittivity of the gray matter is increased using the same
coefficients as β1 in Fig. 4.7.
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Figure 4.11: Flow chart of the type detection algorithm. The input to this algo-
rithm, ∆p, is the output of the preprocessing algorithm, and ISF is
the isotonic filtration.
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Table 4.2: complex dielectric values of the considered tissues in the Simulation at
800 MHz

Tissue Complex Permittivity
Bone 12.5 − 2.92j

Muscle 55.3 − 20.2j

Fat 11.4 − 2.2j

Grey matter 53.25 − 20.2j

White Matter 39.2 − 12.6j

Cerebrospinal Fluid 68.9 − 53.27j

Figure 4.12: The setup of the simulation of the antennas on a sheep’s head to
model the occlusion and injection. The turquoise color shows the
area of the brain where the complex permittivity has changed.

In this simulation scenario, which deviates significantly from a plane wave
model, the transmission between the two antennas is highly prone to multi-
path interference, making it challenging to extract a stable trend across the
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entire frequency band. To address this, it is proposed to divide the frequency
band into multiple windows. By identifying the type of signal for each fre-
quency window, the probability of each type can be calculated over the entire
band. The window-based type detection algorithm is described in detail in
the Appendix. The output of this algorithm is the accumulated window width
(AWW) for each type. A vector of four elements, initialized to zero (one el-
ement per signal type), is used to track the AWW. Whenever a window is
classified as a certain type, the width of that window is added to the corre-
sponding element in the AWW vector. After all windows have been processed,
the type associated with the highest AWW value is designated as the overall
signal type.

Using this algorithm, the occlusion and injection events were successfully
identified by analyzing the transmission data obtained from the simulations.
The results of the window-based type detection algorithm are presented in
Fig. 4.13. This figure illustrates the AWW on the y-axis for each type on
the x-axis for the two simulations. As shown, the AWW for Type II is the
highest in Simulation 1, whereas in Simulation 2, as expected, Type I exhibits
the maximum AWW. The selected type in each case is highlighted with the
corresponding color scheme outlined in Table 4.1, while non-selected types are
displayed in black for clarity.

From discrete type to continuous phase
To investigate if this type-classification behaves the same on the data measured
on all animals, we need to extend the definition of the types. Since classifying
the signals into four discrete categories represents a form of discretization,
it limits the ability to subtract the signal type in one channel from that in
another or to compute the mean type across different animals.

To transform this discrete classification into a continuous, comparable, and
quantifiable measure, a new variable is needed. Such a variable puts the four
elements of the AWW vector into a single unique continuous variable. It is
defined as follows:

ϕ = tan−1( Ni − Nj

Ni − Nk
) + 4 − i

2 π (4.12)

where Ni shows AWW of type i, Nj shows the AWW for the type that the sign
of ∆r differs from the sign of ∆r in i and Nk shows AWW for type that the sign
of ∆′′

r differs from the sign of ∆′′
r in i. For example, if a signal classified as type
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Figure 4.13: The results of applying the window-based type detection method on
the simulated data of the antennas on the sheep’s head. Simulations
1 and 2 are the occlusion and injection scenarios, respectively. The
y-axis shows the AWW, and the x-axis is each type.
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N1 = N3N2 = N4

N1 = N3 N4 = N2
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N4 < N2

N4 > N2N1 < N3

N1 > N3

N2 < N4

N2 > N4

N1 < N3

N1 > N3

Figure 4.14: Each type is assigned to a quadrant, where the radius in the middle
of each quadrant shows when the type has the highest probablity

I exhibits strong characteristics, the variable ϕ tends toward 7π
4 . Conversely,

if the ϕ value of this signal approaches 2π, it may be misclassified as type
IV. Additionally, if ϕ tends toward 3π

2 the signal could be confused with type
II. Applying this notion, it can be shown that by transferring the signal to a
polar coordinate, each type could be assigned to a quadrant. The relationships
between the quadrants and the corresponding signal types are illustrated in
Fig. 4.14.

The developed algorithm’s complete flow chart is shown in Fig. 4.15. This
flow chart is divided into preprocessing and processing parts. The subscript
i stands for the non-occluded channel mostly affected by the injection, o for
the occluded channel, and b for the baseline data.

The final output is acquired by subtracting the window-based type detected
signal of the occluded channel from its non-occluded channel counterpart (in-
dicated with the circle at the bottom of the figure) to form a differential com-
plex signal ∆SC . This output represents a measure of asymmetry between
the two channels.
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Figure 4.15: The complete flow chart of the signal processing algorithms
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4.3 Results
In this section, the results of the proposed microwave detection algorithm on
the experimental data are presented. First, the results for one animal are
presented and compared with the results for the other animals.

An Example of Microwave Detection Results
Before presenting the results of the microwave detection, all the processing
steps are summarized. First, the measured relative differential signals ∆r are
calculated in the preprocessing step. From here the algorithm outputs a signal
containing only elements whose power exceeds the noise threshold, along with
a detection rate (DR). Next, these signals are passed to the type detection
algorithm, which provides two sets of information for each measurement: the
signal amplitude and the signal type.

To classify the signal based on its assigned type, all signal amplitudes are
averaged across all windows classified as that type, referring to this averaged
value as Sf . A complete definition of Sf can be found in Algorithm 3 in
section 4.2. The type information itself is encoded in the phase, except for
one additional piece of information: the accumulated window width (AWW)
for the type that has both ∆r and ∆′′

r with opposing signs, denoted as Nc.
This is incorporated into a parameter defined as Nx = Ni

Ni+Nc
where Ni is

the AWW of the selected type. To encompass the information provided by all
these parameters, a new parameter is defined in Eq. 4.13.

Sp = Sf × Nx × DR. (4.13)

The results of microwave detection for the three stages of the measurement
on animal 1 are shown in Fig. 4.16 for the injection and occluded channels,
respectively. In this figure, the color of the bars shows the signal type. The
height of each bar is Sp. A larger Sp means a stronger change was measured
compared to the baseline signal. It is seen in the occlusion+injection stage,
as expected, the first few measurements of the non-occluded side are of type
II which shows the effect of the occlusion. After that, the third measurement
is a type I change, which shows the effect of the injection. In contrast, on
the occluded channel, after the first negative measurement, there is a train of
positive signals of types III and IV, which are the expected changes on the
occluded side according to table 4.1.
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Figure 4.16: Sp in both channels, Animal 1

Comparing Measurements of animals

To compare the result of the animals and find the asymmetry between the two
channels, both the bar height Sp and the phase ϕ are incorporated to create
a complex vector for each of the two channels:

∆Sc = Sco − Sci = Spoejϕo − Spie
jϕi (4.14)

The imaginary part of this complex vector reveals the sign and amplitude
differences between the two signals while subtracting the real part of one signal
from the other indicates the distance in terms of the second-order derivative.

As the amplitude of the non-occluded channel approaches negative values,
the opposite occurs for the occluded channel; thus, the imaginary part of ∆Sc

should exhibit a positive sign, as illustrated in Fig. 4.17. Conversely, a positive
second-order derivative signifies the influence of the injection, indicating that
the real part of ∆Sc should trend toward negative values, as shown in Fig.
4.18.

To generate these figures, the signals for animals 3 and 4 were normalized
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to the occlusion stage of their measurements, ensuring alignment with the
timing of animals 1 and 2 and enabling calculation of the average across all
four animals.

In these figures, the asterisk (*) denotes a statistically significant change in
the maximum absolute value of the data across each stage, while "ns" indicates
that the p-value of the permutation test was below the threshold of 5%.

Figure 4.17: The imaginary part of ∆Sc for the short occlusions

The imaginary part of ∆SC for the long occlusions is shown in Fig. 4.19.
As is seen in this figure, unlike the short occlusions, the simultaneous increase
in the non-occluded channel and decrease in the occluded channel results in a
negative value for ∆SC .

4.4 Chapter Summary and Conclusion
In this chapter, two signal processing algorithms were introduced to analyze
the measured microwave signals. The first focuses on detecting deviations from
the baseline based on signal power, while the second algorithm establishes a
link between the observed changes and the underlying physics of conductivity
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Figure 4.18: The real part of ∆Sc for the short occlusions

Figure 4.19: The imaginary part of ∆Sc for the long occlusions
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enhancement. A thorough discussion of the results and their interpretation is
provided in the following chapter.
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CHAPTER 5

Pathophysiology of Ischemic Stroke

In the previous chapter, the microwave detection results for large vessel occlu-
sion were introduced. Since interpreting these findings requires a deeper un-
derstanding of the pathophysiological processes triggered by arterial occlusion
and saline injection, this chapter begins by examining the pathophysiology
of ischemic stroke. Subsequently, CT scan data are presented and analyzed
to study the hypothesis concerning the effects of prolonged occlusion on the
brain.

5.1 Pathophysiology of Occlusion and Injection
Assessing the pathophysiological effects of arterial occlusion and injection is
not straightforward. Multiple effects of variable strengths can affect the ani-
mal simultaneously. As an example, the occlusion may decrease the measured
microwave amplitude of a wave propagating through the non-occluded side of
the brain due to an increased blood flow on that side. Baldwin et. al. [107]
found that the increased blood flow on the collateral side in a similar sheep
model was not a result of a rise in mean arterial pressure (MAP); but rather
a result of vasodilation allowing more blood volume on the non-occluded side.
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However, this effect can in turn also reduce the CSF volume on the non-
occluded side due to cranial compartment inter-dependencies. Furthermore,
with a decreased blood flow and volume on the occluded side, Mestre et. al.
have shown that the resulting imbalance of partial water pressure can result
in an influx of CSF into the brain tissue of the occluded part of the brain. On
the longer time scales, they also showed that the resulting ionic imbalance can
have a similar effect [108]. As a result, CSF can accumulate on the occluded
side of the brain and diminish on the non-occluded side. This accumulation
and reduction are called ”CSF influx” and ”CSF shortage” respectively. This
CSF influx is not limited to focal ischemic stroke but is also found in anoxic
stroke, where the whole brain is deoxygenated [109].

It should be mentioned that the injection also affects the CSF influx into
the brain. In recent studies, it was found that the intravascular injection of
hypertonic saline increases the CSF influx and reduces the brain size [110]–
[112].

These processes are depicted in Fig. 5.1. In this figure, the top panel shows
the physiology of a normal brain where the blood vessels are separated from
the brain tissue by a semipermeable membrane called the blood-brain barrier
(BBB) formed by the astrocyte endfeet [113]. The lymphatic pathway is
shown by the narrow, light blue area filled with CSF. After the occlusion, the
blood volume is reduced on the occluded vascular territory. Since according to
the Monro-Kellie doctrine [114], [115] the total volume of fluids in the cranial
compartment is fixed, a reduction in the blood volume results in an increase
in the CSF volume. In a rodent model, this influx of CSF can occur as fast
as 11 seconds after the arterial occlusion [108]. A second wave of CSF influx
happened 5 minutes after the occlusion due to the spreading depolarization in
that animal model. The bottom panel shows the potential pathophysiological
processes caused by the injection which are a drainage of water from the brain
and at the same time, more CSF influx [110]–[112]. It should be noted that
edema at this hyperacute phase of the ischemic stroke happens with an intact
BBB [116].

Timeline of the Pathophysiological Effects
To summarize and facilitate the interpretation of the results, a timeline can
be established to outline the sequence of physiological events occurring during
both short and long occlusions such as occlusion, injection, and CSF dynamics.
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Figure 5.1: Normal physiology of the brain during the baseline (top), followed by
the pathophysiological processes of the occlusion (middle) and the in-
jection (bottom). CSF: cerebrospinal fluid; ISF: interstitial fluid. The
image was created with BioRender.com.
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These timelines provide a structured approach to understanding the progres-
sion of these effects and enable a clearer analysis of the temporal relationships
between different physiological changes. In figures 5.2, 5.3, and 5.4, these
timelines are illustrated for the short and long occlusion cases, respectively.

Throughout this section, a change means a change in the amplitude of the
measured received microwave signals either after the blockage of the arteries
in the left hemisphere or after the venous injection of saline solution. This
change can be either an increase, indicating a decrease in the attenuation of
the microwave signal in that region, or it can be a decrease in signal level,
indicating an increase in the attenuation.

Starting with the short occlusions, Fig. 5.2 indicates the simultaneous
effect of the occlusion and injection on the non-occluded side as discussed
above. The negative signs here represent the decreased microwave transmis-
sion through the non-occluded side of the brain resulting from both blockage
due to the increased blood volume on the non-occluded side and injection of
the saline solution. In the same way, the positive signs in the figure indicate
the increased transmission of microwave signals in the occluded side as a result
of the decreased blood volume. The ”No effect” of the injection indicated in
the figure is an assumption based on the finding by Baldwin et. al. [117] who
saw no initial collateral flow following an occlusion.

Continuing with the long occlusions, starting with the non-occluded side,
Fig. 5.3 indicates the simultaneous effect of the blockage, injection, CSF
shortage, and CSF influx as discussed above. Because of the long occlusion,
the effects are now time-dependent as indicated in the picture. In the initial
phase, the effect of the occlusion and the CSF shortage is present, and follow-
ing that, the negative signs represent the decreased transmission of microwave
signals through the non-occluded side of the brain resulting from the occlu-
sion, and the positive signs indicate the increased transmission of microwave
signals as a result of the CSF shortage. After the injection, there is a negative
effect caused by the injection on the non-occluded side. This injection can
drain the interstitial fluid due to the osmolarity imbalance but might, on the
other hand, also increase the CSF influx to the area it reaches, according to
the finding in [112]. These two effects act in different direction are shown by
the negative and positive signs in Fig. 5.3.

Finally, the effect of the long occlusions on the occluded side of the brain is
considered. Here the dynamics are different from those of the non-occluded
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side. As is shown in Fig. 5.4 the effect of the occlusion on the occluded side
of the brain, is first that the measured microwave will increase in magnitude.
This is because the blood flow and blood volume are decreased. This increase
is shown with the positive signs in this figure. Then, following the occlusion,
an influx of the CSF into the brain tissue can be anticipated to compensate
for the loss of pressure caused by the diminishing blood volume. Then, in
turn, after the injection, collateral blood flow can be expected. Then one can
expect to see an increasing blood volume on the occluded side of the brain.
This would result in a decrease in the measured microwave signals which is
shown by the negative signs after the injection in Fig. 5.4. The saline injection
can then, in turn, due to the collateral flow, cause either more influx of the
CSF to the brain parenchyma or drainage of the water from interstitial space
due to osmosis on the occluded side of the brain.

The non-Occluded side

Occlusion

Injection

Time

The Occluded side

Occlusion + + + +

Injection No effect

Time

Figure 5.2: Comparison of the two channels during the Short Occlusions. The pos-
itive and negative signs represent the increased and decreased trans-
mission of microwave signals, respectively.

5.2 CT scan analysis
To study the hypotheses about the physiological underpinnings of the changes
observed during the long occlusions, a series of CT scans was performed before
and after the long occlusions. The animal was positioned within a CT gantry,
with scans performed at a resolution of 0.5 × 0.5 × 0.5 mm. Angiographic
CT was performed using an iodinated contrast agent that was introduced,
enabling visualization of vascular structures in detail.
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Figure 5.3: Simultaneous physiological effects on the non-occluded side during the
Long Occlusion. The positive and negative signs represent the in-
creased and decreased transmission of microwave signals, respectively.
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Water drainage + +
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Figure 5.4: Simultaneous physiological effects on the Occluded side during the
Long Occlusion. The positive and negative signs represent the in-
creased and decreased transmission of microwave signals, respectively.

Early signs of stroke in the brain, can be detected through changes in
Hounsfield Unit (HU) values of gray matter regions, specifically the caudate
nucleus (CN), situated beneath the ventricles within the basal ganglia. This
area is known to exhibit early effects during stroke events [118]. It is shown
that sheep’s brain also poses a similar area [119]. The hypothesis is that wa-
ter may shift from the ventricles into surrounding regions, including the CN,
resulting in a decrease in ventricular volume and a lower HU in the CN on
the occluded side compared to the open side.

For this analysis, the ventricles were segmented, and circular areas were
identified above and below them to locate the CN on both the occluded (left)
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5.2 CT scan analysis

Figure 5.5: A slice of the CT scan with lateral ventricle segmented (Area with
Green boundary) and the Caudate Nucleus segmented (Red Circles)

and open (right) sides. Ventricle segmentation was performed by setting a
threshold around the HU value characteristic of cerebrospinal fluid (CSF). A
total of 21 slices were used for segmentation of the ventricle. Once segmented,
the ventricle was divided into left and right halves. The center point of each
half was used to define a circular region with a radius of 3 mm, positioned
tangentially to the ventricle on the x-axis. An example slice from these CT
scans is shown in Fig. 5.5.

CT Scan analysis results
In this subsection, the results from the CT scan analysis are presented. As
described in the previous section, an influx of CSF is indicated by a reduction
in ventricle size and a decrease in HU values in the surrounding gray matter
tissue [118], [120].

The CT scan analysis is based on a criterion, C which is satisfied when
two conditions are met: a decrease in HU value on the occluded side, and a
shrinkage in ventricle size in the same location. The aim with the analysis was
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to assess how much of the caudate nucleus (CN) volume satisfies C following a
long occlusion. If a larger proportion of the CN satisfies C after the occlusion,
this supports the hypothesis that CSF from the ventricles has moved into
the surrounding brain tissue. To get a better understanding of the defined
criterion, it is depicted in Fig. 5.6. In this figure, C is shown as a shrunk
ventricle with darker CN indicating a lower HU while ∼ C is all the other
three possible cases. It should be noted that the cases where the ventricle size
is identical on both sides or the HU is exactly the same on both sides are rare
and thus not depicted.

Figure 5.6: C is shown as a shrunk ventricle with darker CN indicating a lower HU
while ∼ C is all the other three possible cases. The image was created
using BioRender.com.

This result is illustrated in Fig. 5.7. The left two bars in the figure represent
the percentage of CN volume where C is satisfied, with the blue bar indicating
the volume before occlusion and the red bar after. The two bars on the right
show the percentage of CN volume where is not satisfied. The data suggests
that a larger proportion of the CN displays signs of potential edema after
the occlusion, likely caused by an influx of CSF from the ventricles after the
occlusion.
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5.2 CT scan analysis

Figure 5.7: The percentage of the volume of Caudate Nucleus where C is satisfied
before (blue) and after (red) the occlusion. The C criterion is satisfied
when a decrease in HU value occurs on the affected side, and at the
same locations, a shrinkage in ventricle size is observed. ∼ C is when
either of the conditions are not met.
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5.3 Chapter Summary and Conclusion

In this chapter, the potential pathophysiological effects triggered during the
experiments were discussed. It helped with the interpretation of the results
presented in the previous section.

In Fig. 5.8, as the final summary, the condition of a schematic brain during
the three stages of the long occlusion experiment is shown. The experiment
starts with a symmetric brain during the baseline. The occlusion could re-
sult in CSF influx to that brain tissue; therefore, the ventricle on the left
becomes smaller. After the injection, interstitial fluid from the right side can
be removed; therefore, the brain is shown as dehydrated tissue.

Figure 5.8: Changes in the brain during the three stages of the experiment. The
image was created using BioRender.com.
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5.3 Chapter Summary and Conclusion

The results highlight compelling aspects of stroke pathophysiology and
demonstrate how these may be detected via microwaves. However, further
experimentation is essential before any firm conclusions can be drawn regard-
ing the hypothesized CSF influx or shortage. Moreover, to fully establish the
accuracy of the detection method, additional data from larger sample sizes and
controlled experiments are necessary to validate and confirm these findings.

83





CHAPTER 6

Summary of included papers

This chapter provides a summary of the included papers and the contributions
of the author of the thesis to each papers.

6.1 Paper A
Seyed Moein Pishnamaz, Xuezhi Zeng, Hana Dobšíček Trefná,
Mikael Persson, Andreas Fhager
Reducing Waves on the Body Surface in Near-Field Medical Diagnostics
by a Dielectric Rod Antenna
IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL.
71, NO. 10, OCTOBER 2023.

The multipath interference caused by the waves traveling on the body sur-
face is a factor that limits the detection accuracy of microwave-based biomed-
ical diagnostic systems. The waves traveling along these paths do not carry
information about the area of interest inside the body, but are more sensitive
to changes in dielectric properties close to the antennas. In this article a new
antenna has been designed vy placing a dielectric rod between the radiating
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element of the antenna and the body. This results in a significant reduction of
surface waves while the antenna remains matched to the body. The dielectric
rod antenna (DRA) was designed by deriving a 2-D analytical solution of the
wave propagation in a two-layer cylindrical structure. The design is extended
to 3-D and further optimized using numerical simulations. It was shown that
the addition of the dielectric rod enhances the field confinement by a factor
of 2. The performance of the antenna, as verified by phantom measurements,
shows that the DRA increases the ratio of the transmission coefficient to power
on the body surface to up to 24 dB and the antenna bandwidth is increased
by 71% compared with the antenna without the dielectric rod.
Contribution
The author of this thesis suggested that a dielectric rod antenna could solve
the problem of reducing multi-path signals. The author of this thesis further
performed all the calculations, designed and built the antenna, performed ex-
periments, and analyzed the results. Finally, The author of this thesis took
on the main responsibility of writing the manuscript with the help of the
co-authors.

6.2 Paper B
Seyed Moein Pishanamz, Andreas Fhager, Mikael Persson
Analysis of the 2D Guided Mode Propagation in a 3D Dielectric Rod
Antenna
17th European Conference on Antenna and Propagation, 2023.

This paper presented a 2-dimensional guided mode propagation analysis
and compared the results to a 3-dimensional dielectric rod antenna. An ap-
proximated model based on the summation of the guided modes multiplied
by the coefficients obtained by projecting the 3D fields on the 2D fields is de-
rived and the accuracy is investigated. The factors playing a role in the error
of the approximation are studied and it is concluded that the main cause of
error in the guided mode propagation approximation is the reflection from the
truncation at the end of the rod rather than the radiating field along the rod.
Contribution
The author of this thesis has performed all modeling, simulations, and calcu-
lations, performed the analysis, and written the manuscript.
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6.3 Paper C

6.3 Paper C
Seyed Moein Pishnamaz, Xuezhi Zeng, Hana Dobšíček Trefná,
Mikael Persson, Andreas Fhager
Asymmetry Detection in a Noisy Microwave-Based Biomedical Diagno-
sis
2024 IEEE MTT-S International Microwave Biomedical Conference (IM-
BioC).

This paper demonstrates the initial investigations with the Signal Power
Comparison Algorithm for the Detection of Anomalies (SPCADA). Here the
method was tested on data obtained from a numerical 2-dimensional simula-
tion of an asymmetrical structure. The asymmetry is created by varying the
real and imaginary part of the permittivity in one-third of the diagnosis do-
main where 3 antennas that form 2 symmetric channels are used. It is shown
that even with a simple diagnosis algorithm, the accuracy can be improved
by using the information from both channels.
Contribution
The author of this thesis has performed all modeling, simulations, and calcu-
lations, performed the analysis, and written the manuscript.

6.4 Paper D
Seyed Moein Pishnamaz, Xuezhi Zeng, Hana Dobšíček Trefná,
Mikael Persson, Andreas Fhager
Microwave-Based Detection of Large Vessel Occlusion Using Contrast
Enhancement
To be submitted to IEEE Transactions on Biomedical Engineering.

This paper introduces a novel approach for detecting large-vessel occlusion
using microwave measurement measurements. The approach utilizes a setup
with three antennas configured in a two-channel microwave transmission sys-
tem, designed to detect asymmetric dielectric changes in the brain induced
by occlusion of a blood vessel and by a contrast-enhancing intravenous saline
injection. An algorithm has been developed to analyze the microwave data
obtained before and after injection, evaluating changes in the signal’s power
across frequencies. The method was tested on a sheep model, leveraging its
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similar head size and structure to that of humans. The results indicate that the
proposed method can detect changes associated with the occlusion and injec-
tion phases, effectively distinguishing these from baseline and post-occlusion
states. This approach highlights the potential of microwave-based diagnostics
in detecting critical brain events with high sensitivity.
Contribution
The author of this thesis has participated in the planning and in performing
of the experiments together with the co-authors and the collaborators at the
Norwegian University of Life Science. The author of this thesis has proposed
the analysis method and performed the simulation, written the code, and
analyzed the measurement data. The author of this thesis has written the
manuscript with the help of the co-authors.

6.5 Paper E
Seyed Moein Pishnamaz, Xuezhi Zeng, Hana Dobšíček Trefná,
Mikael Persson, Andreas Fhager
Microwave-Based Detection of Large Vessel Occlusion Using Contrast
Enhancement- A Frequency-Derivative Analysis
To be submitted to IEEE Transactions on Biomedical Engineering.

In this paper, the analysis of the experimental measurement data from the
sheep experiments presented in paper D has been extended. A method was
developed aiming at evaluating changes in the transmission signal’s sign and
its second-order derivative across frequencies and relating that to dispersive
characteristics of changes in the brain’s conductivity during the injection and
occlusion experiments. This algorithm was developed based on theoretical
analysis and simulations. The study demonstrated that the developed algo-
rithm could classify injection and occlusion effects in both simulated and real
animal models. Overall, this work not only advances the understanding of the
differentiation between occlusion and injection but also establishes a frame-
work for detailed analysis.
Contribution
The author of this thesis independently came up with the idea of relating the
changes in the measured microwave signals to dielectric changes and further
connect them to the physiological effects of occlusion and injection. The au-
thor of this thesis developed the idea and algorithms, has written the codes,
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performed the simulations, and done the analysis of the measurement data as
well as written the manuscript with the help of the co-authors.

6.6 Paper F
Seyed Moein Pishnamaz, Xuezhi Zeng, Hana Dobšíček Trefná,
Mikael Elam, Andreas Fhager, Mikael Persson
Investigating the Effects of Saline Injection as a Contrast Enhancement
Agent in Microwave Diagnostics of Large Vessel Occlusion
To be submitted to Stroke Translational Research.

In this paper, an in-depth analysis and discussion are presented to inves-
tigate how the changes observed in the microwave data correlate with both
the injection and occlusion experiments in sheep, as well as with known phys-
iological processes in the brain. Short and long occlusions were specifically
designed to reveal detectable asymmetries in blood flow and edema formation
within the animal model. CT scans were performed and analyzed to validate
the hypothesis regarding the physiological origins of the observed changes.
Contribution
The author of the thesis has participated in the planning, designing, and per-
forming of the experiments together with the co-authors and collaborators at
the Norwegian University of Life Science. The author of this thesis has pro-
posed the analysis method of the measured microwave signals and CT scan
images and performed the analysis. The author of the thesis has written the
manuscript with the help of the co-authors.
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CHAPTER 7

Conclusion and Future Work

In this thesis, the background and findings are presented of the efforts to
develop a technique for detection of large vessel occlusion in the brain using
microwave technology. The primary goal has been to develop a detection
device capable of identifying thrombectomy candidates so that these patients
can be transported more quickly to thrombectomy centers than today.

The research focused on three main areas:

• Designing an antenna suitable for the measurement setup,

• Developing measurement protocols for the animal study, and

• Creating signal processing algorithms to analyze and interpret the mea-
sured microwave signals.

7.1 Antenna Design
The design and the development of an antenna that minimizes surface waves
around the body are presented. The antenna was engineered to deliver suf-
ficient power to the body while maintaining a high gain and low return loss.
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This was achieved by placing a dielectric rod in front of the radiating element
and converting a self-grounded bow-tie antenna (SGBTA) into a dielectric
rod antenna (DRA). We demonstrated that this design reduces surface wave
power by up to 10 dB compared to the SGBTA. Moreover, the DRA exhibited
a significantly more stable gain across its operational frequency range, as well
as a 72% increase in bandwidth compared to the previous design. Using three
such antennas, an experimental prototype system was built, and the possi-
bility of detecting asymmetries in the brain caused by large vessel occlusions
and subsequent saline injections was studied.

7.2 Animal Model Development
Another main goal of this highly exploratory research, conducted over several
years and involving multiple animals, was to optimize measurement setups,
protocols, and signal processing algorithms. A key part of this effort was
the development of a new procedure and protocol for animal studies of these
aspects, which to the best of our knowledge had not been done before. Ul-
timately, it was concluded that to maximize the detectable asymmetry with-
out interference from collateral flow, both the common carotid arteries and
vertebral arteries had to be occluded, followed promptly by the injection of
a contrast enhancement agent. The injection dosage was chosen to remain
within a safe range suitable for eventual human application while still gen-
erating detectable changes in the measured signals. In paper D, a detailed
calculation for the injection dosage is provided.

7.3 Signal Processing
The effect due to the changes in the brain’s asymmetry is very small, mak-
ing it impossible to detect the changes by just inspecting the raw microwave
data. Instead, two different signal processing algorithms were developed for
the analysis. The first algorithm detects deviations from a baseline reference
measurement by detecting changes in the signal power. The second algo-
rithm links these observed changes to the underlying physics of conductivity
enhancement and to relevant pathophysiological mechanisms.

This second algorithm was necessary because the occlusion and saline in-
jection were carried out simultaneously; hence, a systematic approach was
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required to confirm that the detected effects were indeed due to the injec-
tion. This effect is particularly important as it mirrors the anticipated clinical
scenario. Both algorithms were validated using numerical simulations.

7.4 Investigating the Pathophysiological Effects of
Occlusion and Injection

To better interpret the processed microwave data, pathophysiological aspects
of arterial occlusion and saline injection were explored. For short occlusions,
the primary cause of asymmetry was presumed to be the difference in blood
flow and volume between the two hemispheres of the brain. In contrast, the
asymmetry detected during long occlusions was the opposite of that observed
during short occlusions, suggesting dynamic fluid redistribution within the
brain over time. Among the potential factors responsible for these changes,
the early effects of cerebrospinal fluid (CSF) influx were investigated through
analysis of CT scans.

7.5 Concluding Remarks and Future Work
This study investigated the microwave-based detection of large vessel occlusion
using both short and long arterial occlusions in combination with contralateral
saline injections in an animal model. The primary objective was to use the
animal model to assess the feasibility of detecting large vessel occlusions in
humans preparing for future human clinical trials. A secondary objective
involved examining how microwave measurements with contrast enhancement
could detect asymmetries in the brain, particularly in the presence of edema
formation.

Although the study yielded promising results, it was limited to five ani-
mals. Therefore, one must exercise caution in drawing definitive conclusions.
Nonetheless, the most significant contribution of this exploratory work is the
demonstration that microwave-based detection of large vessel occlusions ap-
pears to be feasible and warrants further investigations.

The methods presented here have the potential to improve clinical prehos-
pital diagnostics of large vessel occlusions. It also has the potential to provide
insights into the timing and magnitude of pathophysiological developments,
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such as edema progression. To confirm the findings of the exploratory work
presented in this thesis, future work will involve a study with a fixed proto-
col, including more animals. If successful, this study could be followed by a
clinical human trial.
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