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A B S T R A C T

Quantitative modeling of surface reactions relies on accurate potential energy surfaces that include adsorbate–
adsorbate interactions. Using density functional theory calculations we introduce an efficient procedure to
parameterize adsorbate–adsorbate interactions and present results for interactions between O2, O, OH and
H2O on Pt, Ir, Rh and Pd surfaces. The targeted interactions are important when describing, for example,
the electrochemical oxygen reduction reaction. However, an accurate representation of both non-directional
interactions and directional hydrogen bonds remains challenging. By analyzing the dominant contributions, we
find that accurate parameterizations can be constructed by separately considering surface mediated electronic
interactions and pairwise hydrogen bonds. Two methods are evaluated to account for interactions beyond
nearest-neighbors. Our work provides a general framework to analyze adsorbate–adsorbate interactions and
present parameterizations suitable for efficient kinetic Monte Carlo simulations.
1. Introduction

First-principles based kinetic modeling of surface reactions has de-
veloped into an integrated part of heterogeneous catalysis research [1].
Kinetic models have the possibility to provide atomistic-level under-
standing of governing reaction mechanisms [2,3] and assist catalyst
design [4]. The potential energy surface in first-principles based ki-
netic modeling is commonly obtained using Density Functional Theory
(DFT) calculations and the reaction kinetics is modeled using either
mean-field or kinetic Monte Carlo (kMC) simulations [5]. The reac-
tion kinetics is in the mean-field approach described by coverages
with the fundamental assumption that the adsorbates are randomly
distributed and completely mixed. The kinetic Monte Carlo approaches
are instead based on transitions between states with explicit adsorbate
distributions. The success of first-principles based kinetic models relies
on an accurate potential energy surface. A general challenge is that
the stability of surface species and barriers for surface reactions de-
pend sensitively on the local environment of the reactants, which is
determined by the surface sites and the interaction between adsorbates.

It is well-known that adsorbate–adsorbate interactions (AAI) can
affect the stability of adsorbates and the kinetics of surface reactions
significantly [6,7]. AAI models for first-principles based kinetic mod-
els are typically developed by calculations of adsorbates structures
with different surface cells and coverages. For mean-field models, the
adsorption energies are obtained as a function of the coverages and
parameterizations may use linear, exponential or polynomial functional
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forms [8,9]. The AAIs are in kinetic Monte Carlo simulations instead
based on cluster expansion models with explicit nearest neighbor and,
in some cases, next-nearest neighbor interactions [10,11]. The inclusion
of AAI in kMC models can lead to non-trivial adsorbate ordering, which
may affect the catalytic performance [12–14]. The accuracy of the
applied parameterizations can be evaluated, for example, by compar-
isons to temperature programmed desorption and reaction experiments
[15,16].

AAI models are generally developed without explicitly targeting the
dominating mechanisms for the interactions. Although this approach
has resulted in accurate models [17], it could be advantageous to
understand the underlying mechanisms to facilitate the development of
accurate models with fewer parameters. Detailed understanding could,
in particular, be valuable for AAI models used in kMC simulations,
where models rely on explicit nearest neighbor and next-nearest neigh-
bor interactions [18]. The AAIs could have different origins, including
(i) direct electrostatic interactions from polar adsorbates or dipoles
formed between the surface and the adsorbates [19], (ii) surface medi-
ated electronic effects, such as d-band shifts and charge redistribution
effects [20], (iii) structural distortions of the surface via adsorbate-
induced strain [21], and (iv) hydrogen bonds [22]. The first three
interactions types are interlinked, whereas hydrogen bonding is of
different character, and present only between adsorbates with hydrogen
atoms and electron lone-pairs.
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Here we use DFT calculations to develop interaction models for
O, OH, H2O, and O2 adsorbates on Pt, Ir, Rh and Pd surfaces. The
dsorbates are chosen owing to their importance in a range of electro-
hemical applications, where the oxygen reduction reaction in proton
xchange membrane fuel cells is but one example [23]. The AAI mod-

els are developed based on an analysis of the dominant interaction
mechanisms. We find that accurate parameterizations can be obtained
by considering surface mediated electronic interactions and pair-wise
hydrogen bonds. The obtained parameterizations can be efficiently
implemented in kMC simulations.

2. Methods

Spin-polarized density functional theory (DFT) calculations are per-
formed using the Vienna Ab Initio Simulation Package (VASP) [24–27].
The projector-augmented wave (PAW) method is used to describe the
interactions between core and valence electrons [28,29]. The consid-
ered valence electrons are: 1s1 (H), 2s22p4 (O), 5s14d8 (Rh), 5s14d9

Pd), 6s15d8 (Ir) and 6s15d9 (Pt).
The Perdew–Burke–Ernzerhof (PBE) functional is employed to de-

scribe exchange–correlation effects [30]. The PBE functional is aug-
mented with the D3-correction to account for dispersion interactions
[31,32]. The Kohn–Sham orbitals are expanded with plane-waves trun-
ated at an energy cutoff of 450 eV. A Gaussian smearing with a
tandard deviation of 0.1 eV is applied to facilitate convergence, and
he total energy is extrapolated to zero standard deviation. The con-

vergence criterion for the electronic structure is set to a change in
lectronic energy and Kohn–Sham eigenvalues of less than 1 × 10−6 eV
etween successive iterations.

The (111), (100) and (211) surfaces are modeled using 𝑝(3 × 3)
uper-cells with four atomic layers. The periodic slabs are separated
y 20 Å of vacuum and the bottom two layers of the slabs are fixed

to the corresponding bulk positions during the structural optimization.
The Brillouin zone is sampled using a 𝛤 -centered k-point (7 × 7 × 1)
grid for Pd slabs, whereas a (5 × 5 × 1) grid is used for Pt, Ir, and Rh
slabs. Structural relaxations are performed using the conjugate gradient
method until the forces on all atoms are smaller than 0.03 eV/Å. Bader
analyses are used to determine the charge of adsorbates [33–36].

The change in adsorption energy (the interaction energy) for an
dsorbate x𝑖 of specie X𝑖 on a metal surface with a specified coverage

is defined according to:

𝛥𝐸x𝑖
ads = 𝐸cov+x𝑖 − 𝐸cov − 𝐸X𝑖

r ef
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

adsorption energy on covered surface

− (𝐸x𝑖 − 𝐸bar e − 𝐸X𝑖
r ef )

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
adsorption energy on clean surface

.

= 𝐸cov+x𝑖 + 𝐸bar e − 𝐸cov − 𝐸x𝑖 , (1)

where 𝐸cov+x𝑖 is the energy of a surface with the coverage cov, and
n additional adsorbate x𝑖. 𝐸cov is the energy of the surface with a
overage cov. 𝐸X𝑖

r ef is the reference energy of specie X𝑖 (i.e. the gas-phase
energy). 𝐸x𝑖 is the energy of the surface with an isolated x𝑖 adsorbate,
nd 𝐸bar e is the energy of a clean metal surface.

The AAIs owing to hydrogen bonds are compared to previous experi-
ments and ab initio molecular dynamics simulations by performing kMC
imulations of an OH/H2O layer on a Pt(111) surface using the Mon-
eCoffee code [11]. As the network of adsorbate configurations with
ydrogen bonds are governed by directional bonds, events of surface
iffusion and hydrogen-transfer reactions are augmented with rotations
f adsorbed OH and H2O. For simplicity, only six orientations of the
ydrogen atoms and the lone electron pairs are allowed, where they
re oriented towards a specific nearest neighbor. A hydrogen bond is
nly formed when the hydrogen donor points towards the acceptor and
he acceptor points towards the donor. Thermodynamic consistency
n the equilibration of the adsorbate configurations is maintained by
escribing all reverse reaction rate constants, 𝑘r , from the forward
eaction rate constant 𝑘f as:

𝑘f 𝛥𝐸∕𝑘B𝑇
𝑘r = 𝐾
≈ 𝑘f e , (2)

2 
where 𝐾 is the equilibrium constant, 𝛥𝐸 is the reaction energy, 𝑘B
is the Boltzmann constant, and 𝑇 is the temperature. The adsorbate
configurations are optimized at a temperature of 300 K.

3. Results

The aim of this work is to develop a robust AAI model for O, O2, OH,
nd H2O adsorbed on metal surfaces. Using atomic oxygen as a model
or oxygen containing adsorbates, we first investigate the dominating
ontributions to the AAI of adsorbed O. We find that surface-mediated
ffects dominate the interactions and develop as a second step a frame-

work to account for AAIs based on this finding. Hydrogen bonds are
thereafter shown to be directional and additive. The models for surface-
mediated interactions and hydrogen bonds are combined and validated
by comparisons to DFT calculations for adsorbate structures on (111),
(100), and (211) surfaces of Rh, Pd, Ir and Pt.

3.1. Dominating mechanism of O–O interactions

The O–O interactions on Pt(100) are used to investigate the domi-
ating interaction mechanisms for the oxygen containing adsorbates.
 adsorbates are negatively charged by ∼0.6 e and interact by di-

ect electrostatic interactions as well as surface mediated interactions,
wing to surface distortions and adsorbate-induced modifications of

the electronic structure. To understand the dominating mechanism, we
investigate three different configurations on Pt(100), see Fig. 1. The O
atoms can be adsorbed to the same metal atom as in configurations I
and II (M-connected) and configuration V (diagonal). Another possibil-
ity is configurations III and IV (side-by-side), where the O atoms are
adsorbed on different surface atoms. Note that the O–O distances are
approximately the same in configurations I and III.

Pt(100) offers a convenient surface to study the main contributions
o the AAIs. The interaction will depend on the inter-atomic distance
nd charging of adsorbates if direct electrostatic interactions between
he O atoms dominate. As the distance between adsorbates is the
ame for configurations I and III and their charges are only marginally

different (Bader charges of 0.62 e and 0.61 e per O, respectively), the
nteraction energy should be similar if direct electrostatic interactions
ominate.

The O adsorbates increase the spacing between the metal surface
atoms to which they are connected and, consequently, induce local
surface strain. In configuration I, the surface atom bound to both
O-atoms experience forces in opposite directions giving rise to com-
ressive strain, which is known to reduce adsorbate stability [37].

Instead, when the O atoms are placed in configuration III (side-by-
side), the two adsorbates affect different surface atoms, and create
effectively a tensile strain, which generally leads to enhanced stability
[37]. To conclude, if surface distortions dominate the interactions,
configuration I is expected to show a stronger interaction energy than
oes configuration III.

The O–Pt bond leads to rehybridization of the metal atoms, which
ffects the neighboring O–Pt bonds. This is a surface mediated elec-
ronic interaction, which, for example, is visible by adsorbate induced

shifts in the metal d-band centers [20]. If this type of surface mediate
lectronic effects dominate the AAIs, the interaction energy is expected

to be most pronounced in configurations I, II and V, as the electronic
hange on surface atoms with adsorbate bonds is larger than on surface
toms without adsorbate bonds.

The calculated interaction energies [Eq. (1)] of the five configura-
tions in Fig. 1 are reported in Fig. 2. Fig. 2a shows the interactions
energies as a function of the nearest neighbors and Fig. 2b as a function
of the strain at the site of adsorption. The interaction energies for
configurations I and II (M-connected) are clearly positive, whereas the
interaction energies for configurations III and IV are slightly negative.
The marked difference between the M-connected and the side-by-

side configurations signals that direct electrostatic interactions do not
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Fig. 1. O adsorbate configurations on Pt(100). The periodic cell is marked by dash-dotted white lines. Atomic color codes: gray (Pt) and red (O).
b

e

c
s

Fig. 2. (a) Interaction energy of the structures visualized in Fig. 1, as a function
of the number of nearest O neighbors. The roman numerals indicate the labels of
he configurations in Fig. 1. (b) Interaction energy as a function of the local surface

strain, defined as the relative change of the M–M distance between the metal atoms
the adsorbate is bonded to. Besides the structures in Fig. 1, structures from Table S1
are added sampling the Pt(111) surface.

dominate. The slightly negative interaction energy for the side-by-
side configuration indicates that surface distortions contribute. The
ffect of the surface distortions on the interaction energy is supported
y the results in Fig. 2b. The strain is here defined as the average
train between the surface atoms bonded to the adsorbate (𝛥𝑑∕𝑑0),
nd results are provided for both Pt(100) and Pt(111). (All considered
tructures are visualized in Table S5 A-U.) In agreement with previous
ork,[37] there is a linear correlation between the interaction energy
nd the strain. Configuration V (diagonal) is an outlier, which could be
xplained by a stronger direct electrostatic interaction, due to the short
–O distance or by a stronger surface mediated electronic interaction.

The results in Fig. 2b indicate a correlation between interaction
energy and local surface strain. However, the correlation could be
ndirect and originate from other effects such as differences in coverage
nd/or surface-mediated electronic effects. Thus, it is important to
nvestigate whether surface-mediated electronic effects also influence
3 
Fig. 3. The fraction of the electronic effects for the AAIs is analyzed for four structures
y comparing the interaction energies using a fixed and relaxed surface, respectively.

the results. To isolate the effects of surface distortions, the interaction
energy is calculated with frozen surface atoms. The contribution of
lectronic effects (𝑝elec.) can in this way be evaluated as:

𝑝elec. =
𝛥𝐸f ixed

ads

𝛥𝐸r elaxed
ads

, (3)

Here, 𝛥𝐸f ixed
ads is the interaction energy calculated with a frozen surface,

whereas 𝛥𝐸r elaxed
ads is the interaction energy when the system is struc-

turally optimized. A large value of 𝑝elec. means that electronic effects
dominate the interactions. 𝑝elec. is analyzed for four configurations,
Fig. 3. The results show that surface mediated electronic effects dom-
inate the interactions. The surface mediated electronic effects account
also for the substantial difference in the interaction energy between the
M-connected (I and II) and side-by-side (III and IV) configurations in
Fig. 2a. The O adsorbates share a Pt surface atom in the M-connected
configuration, which is not the case for the side-by-side configuration.
Thus, there is a stronger (positive) interaction in the M-connected
ase. However, the small negative interaction energy calculated for the
ide-by-side configuration should be attributed to surface distortions.

To summarize, we have performed a set of DFT calculations to inves-
tigate the main contributions for O–O adsorbate–adsorbate interactions
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Fig. 4. (a) d-band shifts on the Pt(111) surface owing to an O adsorbate, depicted in
pink. (b) Interaction energy of O adsorbates on Pt(111) as a function of the number of
nearest neighbors. A linear extrapolation term representing conventional AAI models is
shown. The blue line is a guide to the eye. The interaction energy without nearest
neighbors is not zero as the structure (Structure B in Table S5) has next nearest
neighbors.

on Pt(100). We find that surface-mediated electronic effects dominate
the AAI. One way to visualize the surface-mediated interactions is to
analyze the O induced d-band shifts, as shown in Fig. 4a. Shifts of
the d-band center is often used to quantify changes in the electronic
structure [38,39] and known to be a sensitive descriptor for adsorption
strength [40]. The local d-band shifts are here computed with respect
to a clean surface. The Pt atoms bound to O show the largest shifts,
however, the shifts extend over the entire surface cell. The shifts of
atoms not directly bound to O are on average 3.7 times smaller than
the shifts of the atoms directly bound to O. Thus, the d-band shifts of
surface atoms not directly bound to O signals that AAI beyond nearest
neighbor effects could be important. This is, furthermore, supported
by Fig. 4b, which shows the interaction energies of adsorbed O on
Pt(111) (Table S5A-K) as a function of nearest neighbors. It is clear
that the adsorbate interactions do not scale linearly with the num-
ber of nearest neighbors. Additionally, the differences in interaction
energy for configurations with the same number of nearest neighbors
again indicates that higher order terms, such as next-nearest-neighbor
interactions might be required to obtain an accurate AAI model.

3.2. Model for surface-mediated adsorbate–adsorbate interactions

To develop a simple, but still accurate, interaction model for imple-
mentation in kMC simulations, we use a formalism that focuses on the
surface mediated electronic effects. This means that we are developing
the model treating the dominating interaction mechanism with high
accuracy. However, surface-mediated interactions are interlinked with
effects of surface distortions and direct electrostatic effects. Thus, all
types of effects are accounted for when fitting the parameters to DFT
calculations.

The starting point of the model is the calculation of an abstract
‘‘electronic change’’ of the surface atoms, 𝛼, owing to the adsorbate.
4 
The electronic change is a virtual property that represents a change in
the electronic structure. Subsequently, the interaction energy for other
adsorbates (changes in adsorption energy) can be calculated based on
the electronic change of the metal atom. The electronic change of a
specific surface atom 𝛼𝑛

(

𝛥𝜀𝛼𝑛
)

can be expressed as:

𝛥𝜀𝛼𝑛 =
∑

𝑖

𝑁x𝑖
𝛼𝑛

𝐵x𝑖
𝛥𝜀X𝑖 . (4)

Here, the summation is performed over all different adsorbates x𝑖, e.g.
O, OH and O2 bound to atom 𝛼𝑛. 𝛥𝜀X𝑖 is the electronic change of the
metal atom induced by the specie X𝑖, which is scaled by the number
of adsorbates x𝑖 connected to the surface atom 𝛼𝑛 (𝑁x𝑖

𝛼𝑛 ), divided by
the number of surface atoms the adsorbate is bound to (𝐵x𝑖 ). The
interaction energy experienced by an adsorbate x𝑖 (𝛥𝐸x𝑖

ads) is calculated
from the electronic change of the surface atoms it is adsorbed to:

𝛥𝐸x𝑖
ads =

𝑓X𝑖

𝐵x𝑖

∑

𝑛
𝛥𝜀𝛼𝑛 , (5)

where the summation is performed over all surface atoms to which x𝑖
is adsorbed to (𝐵x𝑖 terms). 𝑓X𝑖 quantifies the effect that the electronic
change of the metal atom has on the adsorption energy of the specie
X𝑖.

The induced change in energy of adsorbate (a) due to adsorbate (b)
must be equal to the induced change in energy of adsorbate (b) due to
adsorbate (a). Hence, for the two adsorbates (a) and (b) sharing a set
(𝑚) surface atoms:

𝛥𝐸a
ads(due t o b) = 𝛥𝐸b

ads(due t o a) (6)
𝑓A

𝐵a 𝑚
1
𝐵b

𝛥𝜀B =
𝑓B

𝐵b
𝑚 1
𝐵a 𝛥𝜀

A (7)

𝑓𝐴
𝛥𝜀𝐴

=
𝑓𝐵
𝛥𝜀𝐵

= 𝜆, (8)

hence 𝑓X𝑖 = 𝜆𝛥𝜀X𝑖 , where 𝜆 is a constant independent of X𝑖. The
relation can also be deduced from noting that the electronic change of
the surface atoms induced by adsorbate x𝑖 is proportional to the effect
of an electronic change on adsorbate x𝑖. The quantitative value of the
change in electronic structure due to the adsorbates is not important
for the present purpose, as the focus is the interaction energies, and
we can, therefore, let 𝜆 = 1 and, thus, 𝑓X𝑖 = 𝛥𝜀X𝑖 . Here, 𝛥𝜀X𝑖 does
not describe a physical value, but rather a virtual property with unit
(eV)1∕2. Eq. (5) is in this case expressed as:

𝛥𝐸x𝑖
ads =

𝛥𝜀X𝑖

𝐵x𝑖

∑

𝑛
𝛥𝜀𝛼𝑛 . (9)

This version of the model is a nearest-neighbor (NN) model, where
the sum is performed over the nearest neighbor surface atoms 𝑛 with
respect to the adsorbate.1

From the analysis of the O-induced d-band shift (Fig. 4a), it is
evident that interactions beyond the nearest neighbors are needed. The
surface-mediated model can in similarity to conventional models for
AAIs account for next-nearest neighbors interactions:

𝛥𝐸x𝑖
ads =

𝛥𝜀X𝑖

𝐵x𝑖

[NN
∑

𝑛
𝛥𝜀𝛼𝑛 + 𝛾1

NNN
∑

𝑚
𝛥𝜀𝛼𝑚

]

(10)

Note that the nearest and next-nearest neighbors in this case are deter-
mined with respect to the adsorbate. Hence, an adsorbate in a bridge
configuration on an fcc(111) surface has two nearest surface atom
neighbors and eight next-nearest surface atom neighbors. (Examples
of what is defined as NN and NNN surface atoms are given below

1 Eq. (9) provides a physical explanation for the validity of Berthelot
mixing rules [41] where the interaction between different species can
be derived from the interaction between identical species 𝛥𝐸ads(X𝑖,X𝑗 ) =
√

𝛥𝐸 (X ,X ) ⋅ 𝛥𝐸 (X ,X ), which is easy to prove from Eq. (9).
ads 𝑖 𝑖 ads 𝑗 𝑗
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Fig. 5. Hydrogen bonding interaction energy as a function of the number of hydrogen bonds. Atomic color codes: Gray (Pt), red (O), and white (H).
in Fig. 7b.) As the next-nearest neighbor configurations are computa-
tionally demanding to determine, and slow down kinetic Monte Carlo
simulations, the long-range effects can instead be accounted for using
the coverages:

𝛥𝐸x𝑖
ads = 𝛥𝜀X𝑖

[

1
𝐵x𝑖

NN
∑

𝑛
𝛥𝜀𝛼𝑛 + 𝛾2𝛥𝜀avg

]

, (11)

where 𝛾2 is a constant, that quantifies the long-range effect of the
average electronic structure change 𝛥𝜀avg [(eV)1∕2] on the interaction
energy. Note that the 𝛾 parameters are optimized in the regression of
the model, and differs between the different interaction models. 𝛥𝜀avg
can be directly related to the coverage as:

𝛥𝜀avg = 1
𝑁sur f

∑

𝑛
⏟⏞⏞⏟⏞⏞⏟
Site average

𝛥𝜀𝛼𝑛
⏟⏟⏟
Eq. (4)

= 1
𝑁sur f

∑

𝑛

∑

𝑗

𝑁
x𝑗
𝛼𝑛

𝐵x𝑗
𝛥𝜀X𝑗

=
∑

𝑗
𝛥𝜀X𝑗 1

𝑁sur f
∑

𝑛

𝑁
x𝑗
𝛼𝑛

𝐵x𝑗

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
=𝜃X𝑗

(12)

=
∑

𝑗
𝛥𝜀X𝑗 𝜃X𝑗 , (13)

where 𝑁sur f is the number of surface atoms in the system, 𝑛 runs
over all surface atoms, and 𝑗 runs over all species. In the case of
nanoparticles, a variety of surface sites can lead to facet dependent
coverages. In such cases, 𝛥𝜀avg can be replaced by a sum of the average
electronic structure change for a specific type of surface site, weighted
by the proportion of neighboring sites of that type. For example, in
case the sites are characterized by a generalized coordination number
(GCN) [42], the site-specific average electronic shift of adsorbate x𝑖
(𝛥𝜀x𝑖avg) can be calculated according to:

𝛥𝜀x𝑖avg =
1

𝑁NNN

NNN
∑

𝑛

⎡

⎢

⎢

⎣

1

𝑁
GCN𝛼𝑛
sur f

GCN𝛼𝑚=GCN𝛼𝑛
∑

𝑚
𝛥𝜀𝛼𝑚

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝛥𝜀avg,𝛼𝑛

, (14)

The first summation is performed over the next-nearest neighbors of
adsorbate x𝑖, and the second summation is performed over the surface
sites with the same GCN as 𝛼𝑛, giving the average electronic shift of sites
with a specific GCN. 𝑁NNN is the number of next-nearest neighbors, and
𝑁

GCN𝛼𝑖
sur f is the number of surface sites with the same GCN as 𝛼𝑛. After

fitting the 𝛥𝜀X𝑖 and 𝛾 parameters from DFT calculations, the model can
be used in kMC simulations. Note that although the formalism of the
model is based on surface mediated electronic effects, the effects of
direct electrostatic interactions and surface distortions are included via
the fitting of the parameters.
5 
Fig. 6. (a) Optimized OH/H2O structure by kMC simulations. (b) and (c) Allowed
hydrogen bond donating (red) and accepting (blue) directions, for OH and H2O,
respectively. Atomic color codes: Gray (Pt), red (O), and white (H). The dash-dotted
line indicates the surface cell.

3.3. Hydrogen bonding interactions

We have up to this point considered non-directional adsorbate–
adsorbate interactions. Reactions in aqueous media are often influenced
by directional hydrogen bonds. The first step to construct a model for
hydrogen bonds is to investigate whether the hydrogen bonds are ad-
ditive. Fig. 5 shows that the interaction energy between OH adsorbates
on Pt(111) is linear with the number of hydrogen bonds, which shows
that the hydrogen bonds are additive. Thus, the interaction energies
can be extrapolated from the energy of a single hydrogen bond as long
as the OH adsorbates are adsorbed at the same surface site (atop).

Based on the calculation of the interaction energy of a single hy-
drogen bond, we calculate as the next step the hydrogen bond energy
for different donor–acceptor couples. Examples of the interactions are
given in Table 1. The variation of the hydrogen bond energy is consis-
tent with earlier studies, [43–45] and shows that the interaction energy
depends sensitively on the occupation of the oxygen lone electron pair
[43].

The strong directionality of hydrogen bonds should be accounted
for when including these interactions in kMC simulations. The two
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Fig. 7. (a) Suitable structures to fit the surface-mediated NNN and coverage models
or a system containing O2, O, and OH. (b) Visualization of nearest neighbors (NN), in
reen, and next-nearest neighbors (NNN), in light blue. The dark blue atoms indicate
NN that are double counted as they border two NN surface atoms.

Table 1
Hydrogen bond energy [eV] between different hydro-
gen donor–acceptor couples.

donor
acceptor OH H2O O2 O

OH −0.24 −0.15 −0.05 ≈0
H2O −0.52 −0.17 −0.13 −0.05

hydrogen atoms of a H2O molecule form an angle of approximately
110◦. Thus, an adsorbed water molecule can only form two hydrogen
onds when the acceptors are approximately 110◦ apart. Similarly, the

location of lone pairs constrain the angles at which hydrogen bonds can
e accepted. This is illustrated in Fig. 6b–c. Hence, the orientation of

OH, H2O, and other hydrogen bonding adsorbates, needs to be included
in kMC simulations. We are here performing kMC simulations starting
with 1/3 OH and 1/3 H2O in random positions. The simulations allow
for adsorbate diffusion, rotation and H-transfer from H2O to OH. The
result is shown in Fig. 6a. Owing to the inclusion of the directionality
n the hydrogen bonds, the kMC simulations reproduce the long-range
rder of the half-dissociated water layer, which previously has been

reported using X-ray spectroscopy techniques and ab-initio molecular
dynamics simulations [43,46,47].

3.4. Full AAI model and construction recipe

Combining the surface-mediated NNN and coverage models
(Eqs. (10) and (11)) with the hydrogen bonding interactions, the full
interaction models can be expressed as:

𝛥𝐸x𝑖
ads,NNN = 𝛥𝜀X𝑖

𝐵x𝑖

[NN
∑

𝑛
𝛥𝜀𝛼𝑛 + 𝛾3

NNN
∑

𝑙
𝛥𝜀𝛼𝑙

]

+
∑

𝑚

[

𝜀X𝑖X𝑚
H 𝜎x𝑖x𝑚 + 𝜀X𝑚X𝑖

H 𝜎x𝑚x𝑖
]

, (15)

𝛥𝐸x𝑖
ads,cov = 𝛥𝜀X𝑖

[

1
𝐵x𝑖

𝑁 𝑁
∑

𝑛
𝛥𝜀𝛼𝑛 + 𝛾4𝛥𝜀avg

]

+
∑

[

𝜀X𝑖X𝑚𝜎x𝑖x𝑚 + 𝜀X𝑚X𝑖𝜎x𝑚x𝑖
]

, (16)

𝑚

H H i

6 
where 𝑛 runs over the surface atoms the adsorbate is bonded to (the
N surface atoms, with respect to the adsorbate), 𝑙 runs over the NNN

urface atoms and 𝑚 runs over the nearest neighbor adsorption sites
ith respect to the surface atoms (in an aqueous environment, the
olar species are located in atop configurations). The definition of NN
nd NNN surface atoms is visualized in Fig. 7b. 𝜀X𝑖X𝑚

H represents the
hydrogen bond energy from specie X𝑖 (donating) towards specie X𝑚
(accepting). 𝜎x𝑖x𝑚 = 1 if a hydrogen bond is geometrically allowed from
x𝑖 towards x𝑚, otherwise 𝜎x𝑖x𝑚 = 0. The geometric factor is required to
describe the directionality of the hydrogen bonds.

Both the surface-mediated NNN and coverage models contain
species +𝑁H-donors𝑁H-acceptors + 1 parameters, where 𝑁species, 𝑁H-donors

and 𝑁H-acceptors are the total number of species, number of hydrogen
donors, and acceptors, respectively. We present here a recipe to obtain
a fit from only 𝑁species+𝑁H-donors𝑁H-acceptors+ 2 data points, thus, includ-
ng only a single additional degree of freedom. We suggest to include a
ata point for every adsorbate specie (𝑁species), a data point for every
ydrogen donor–acceptor pair (𝑁H-donors𝑁H-acceptors data points) and

two data points to assist fitting the long-range interactions, including
ne data point with only NNN interactions and one data point with
ntermediate-high coverage.

For example, a system with O, OH and O2 adsorbates, requires seven
parameters, namely 𝛥𝜀O, 𝛥𝜀OH, 𝛥𝜀O2 , 𝜀OH–OH

H , 𝜀OH–O
H , 𝜀OH–O2

H , and 𝛾3∕4.
An example of eight appropriate data points used to fit the models
are given in Fig. 7a. These structures correspond with the structures
B, C, I, AL, AR, AS, AT and AU in Table S5. In case the system also
includes H2O, which is both a hydrogen donor and acceptor, there
are six additional parameters, namely 𝛥𝜀H2O, 𝜀OH–H2O

H , 𝜀H2O–OH
H , 𝜀H2O–O

H ,
H2O–O2
H and 𝜀H2O–H2O

H .
The model parameters are fitted from interaction energies deter-

ined by DFT calculations. Due to the non-linearity of the model,
.g. the interaction energy between two O is proportional to (

𝛥𝜀O)2, a
imple least-squares regression is not possible. Instead, the parameters
an be obtained from minimizing the mean squared error of the model:

𝛥𝜀O, 𝛥𝜀OH,…

= arg min
{

∑

𝑖

[

𝛥𝐸x𝑖
ads,DFT − 𝛥𝐸x𝑖

ads,model
(

𝛥𝜀O, 𝛥𝜀OH,…
)

]2
}

, (17)

where 𝛥𝐸x𝑖
ads,DFT and 𝛥𝐸x𝑖

ads,model are the interaction energies determined
from DFT calculations and from the model, respectively. Eq. (17)
can be solved by any non-linear optimizer and here the function
scipy.optimize.minimize from SciPy [48] is employed.

To evaluate the general applicability of the proposed model, the
alculations are repeated for Rh, Pd, and Ir. Parameters for the surface-

mediated NNN and coverage models are determined from the interac-
tion energies of the structures B, C, I, AL, AR, AS, AT, AU, BB, BC,
BD, BF, BG and BK in Table S5. The model is compared with the DFT
calculations of all structures with multiple adsorbates in Tables S5–S8
and in the parity plots in Fig. 8. The interaction energy is calculated
sing Eq. (1). Tables S5–S8 includes the energy of isolated adsorbates

and pristine surfaces that are required to calculate the interaction
nergy of the other structures. Strongly positive interaction energies are
resent for structures with a high O coverage, whereas strongly nega-
ive corresponds to structures with a large number of hydrogen bonds.
s expected, the NN model is not sufficient to describe the interaction

energy at high coverages, whereas both the surface-mediated NNN and
coverage models show good performance. We conclude that as long as
he surface distortions are moderate, the surface-mediated NNN and

coverage models describe the adsorbate–adsorbate interactions in a
ufficient manner. The parameters for the three models are reported
n Tables S1–3. The MAE of the models averaged over the four metals
s shown in Fig. 8. The MAE per metal is reported in Table S4.
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Fig. 8. Parity plot of the AAI models for Pt, Ir, Rh and Pd, including O2, O, OH, and H2O. The three models are compared with the DFT calculations. (a) NN, (b) NNN model,
and (c) coverage model. The mean absolute error (MAE) is indicated.
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4. Conclusions

Using density functional theory calculations we have developed a
odel for adsorbate–adsorbate interactions between O2, O, OH and
2O on Pt, Ir, Rh and Pd surfaces. The model is based on an analysis
f the different contributions to the adsorbate–adsorbate interactions,
amely (i) direct electrostatic interactions, (ii) indirect surface medi-
ted interactions, (iii) interactions owing to surface distortions, and
iv) hydrogen bonds. We conclude that the main contributions to the
dsorbate–adsorbate interactions arise from indirect surface mediated
nteractions. The model uses a formalism that focus on the indirect
urface mediated interactions although all interactions are accounted
or via parameter fitting. It is shown that interactions beyond the
earest neighbor interactions are needed to obtain a good agreement
ith DFT calculations. Two models to include long-ranged interac-

ions are proposed using either the next nearest-neighbor interactions
r the effect of the average coverage. Hydrogen bonds are found
o be additive and included taking the directionality into account.
ur work provides a general framework to understand and parame-

erize adsorbate–adsorbate interactions. One advantage with respect
o conventional AAI models is the small number of calculations and
arameters. In the absence of hydrogen-bonds, the presented models
ontain 𝑁species + 1 parameters, while conventional non-directional
earest-neighbor AAI models require 𝑁species(𝑁species − 1)∕2 + 𝑁species
arameters. The presented models can be extended to other adsorbates
nd can efficiently be implemented in kinetic Monte Carlo simulations.
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