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A B S T R A C T

This study addresses the numerical prediction of the resistance of the Lucy Ashton, a paddle steamer which
was used in an experimental campaign in the 1950s, and for which there is available measurement data
at both model-scale and full-scale. This case corresponds to unique conditions where jet engines were used
in the propulsion of the hull at ship-scale, circumventing the need for a propeller or the ship to be towed
by another vessel and thus avoiding interference effects. The computations were carried out for a range of
Froude numbers at full-scale, and varying scaling ratios for a constant Froude number. The comparison of the
numerical results with the available measurement data shows the simulations to underpredict the resistance
for all conditions. The discrepancy observed at full-scale is attributed partially to roughness effects not being
included in the computational setup, and due to the even keel configuration of the ship in which the simulations
were performed. The ITTC 1978 procedure was applied to the model-scale results, and it was found that
the scaled resistance coefficient overpredicts the resistance reported in the experimental campaign and the
resistance obtained in the simulations when roughness and air resistance are included in the procedure.
1. Introduction

The design of a marine vessel is composed of different stages, each
with their own challenges and importance. Hull and propeller design
are two important parts of this process, and not entirely independent
of each other. Propeller performance is often estimated in open-water
conditions, although in reality the propeller operates in the wake of the
ship and in waves. In the same way, one of the important considerations
in the design of the hull is minimizing its resistance.

The estimation of the performance of a ship following the 1978
ITTC method (ITTC, 2021) requires data from a resistance test, a self-
propulsion test and the characteristics of the propeller. All of the data is
obtained at model-scale, with the tests performed at the same Froude
number of the full-scale operation. The procedure then provides the
full-scale performance, correcting for the difference in the Reynolds
number. Another alternative to predict the performance of the ship is
through Computational Fluid Dynamics (CFD). In this approach, often
done as a complement to experimental tests, computational tools are
employed to obtain the required data.

In practice, CFD can be applied directly at full-scale, removing
the need to apply any scaling procedure and avoiding the associated
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uncertainties in the friction line used or the determination of the form
factor (Niklas and Pruszko, 2019; Korkmaz et al., 2021b,a). However,
the application of CFD requires thorough validation, which necessitates
careful experiments and data for the validation. The challenges in full-
scale CFD are many, due to roughness effects and turbulence modelling
and the high Reynolds number of the flow, which leads to further
demands on the computational requirements, as well as lowering over-
all grid quality due to the highly stretched cells in the prism layers.
Furthermore, data for validation is scarce, due to the higher cost of
building a prototype rather than a model, and conditions in sea trials
such as currents, wind and waves cannot be as controlled as they are
in towing tanks or cavitation tunnels. For these reasons, CFD has not
yet gained the same level of confidence at full-scale than it has at
model-scale.

In the last few years, bolstered by the available computational
resources and the established maturity at model-scale, there has been a
growing focus on full-scale CFD. One of the first examples of a full-scale
simulation of self-propulsion is given in Castro et al. (2011), although
no data was available for validation. Further examples of full-scale
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simulations are given in Terziev et al. (2019), Sezen et al. (2021),
which investigate scaling effects using CFD and in Liu et al. (2021)
the full-scale simulation of a free running submarine is addressed.
Guidelines for simulations at full-scale have been proposed in Song
et al. (2021), Huang et al. (2023). While none of the previous examples
address any comparison with full-scale measurement, in Ponkratov and
Zegos (2015) a comparison of full-scale self-propulsion CFD results
with sea trials for a tanker is given and good agreement between
the measurements and the numerical results was observed. A similar
exercise was done in Jasak et al. (2019) for a general cargo carrier
and a car carrier, including a grid refinement study, with the results
showing a good agreement for propeller rotation speed and the speed
of the ships. The influence of surface roughness on validation of full-
scale simulations is discussed in Mikkelsen and Walther (2020), Quist
et al. (2023).

There have been two notable group efforts focused on full-scale
simulations. The first was the Lloyd’s Register full-scale numerical mod-
elling workshop in 2016 (Ponkratov, 2017), where the community was
challenged to compute ship scale simulations of resistance, propeller
open water performance, ship self-propulsion and propeller cavitation
for a general cargo vessel. The second effort corresponds to the JoRes
Joint Industry project, which concluded in 2023. The project has now
established a database of six different vessels, for which sea trials have
been performed with as much control as possible, and can be used
for full-scale validation. CFD workshops for two of the ships were also
conducted within the project. The data will be made publicly available
in December of 2024.

In spite of the currently ongoing efforts, one gap still lies in the
available full-scale data, connected to the propulsion of the ship, as
the available full-scale measurements and trials are all done for self-
propulsion. Resistance tests cannot be performed as easily as in model-
scale conditions, since this would require the ship to not have a
propeller installed, meaning that some other form of propulsion must
be found. In early experiments performed by Froude in 1874, the
H.M.S. Greyhound was towed by an outrigger connected to a larger ves-
sel in order to verify Froude’s Law (Crichton, 1989). Some discrepancies
were observed at the time, which were attributed to the roughened
state of the Greyhound (Denny, 1951). Although towing provides a
means for the ship to move without the need for its own propulsion, it
introduces different challenges since it becomes impossible to guaran-
tee that there are no interference effects between the two vessels, and
also makes maneuvering more difficult.

One unique campaign of measurements was performed in the 1950s,
where the propulsion of the ship was achieved through jet engines.
In this endeavour, the Lucy Ashton paddle steamer was fitted with
four Rolls-Royce jet engines on its hull, as depicted in Fig. 1 which
provided a means of propulsion which did not require another vessel
to be involved, thus avoiding the problem of interference effects. The
experimental campaign was extensive, covering different speeds, four
surface finishings, the effect of shaft-appendages and acceleration and
retardation runs at full-scale. As part of the project, six models of
different scales were also constructed and the resistance was measured
at different speeds for each of them. The results of the project were
presented in a series of four papers (Denny, 1951; Conn et al., 1953;
Lackenby, 1954; Smith, 1955).

The geometry was further used in wind-tunnel testing (Joubert
and Matheson, 1970), to assess roughness effects (Smits et al., 1980),
and to study turbulence tripping (Smits, 1982). The data from the
experiments has also been used in investigations on full-scale resistance
estimation (Granville, 1974), on the influence of model size on form
factor (García-Gómez, 2000) and addressed in some investigations by
the ITTC (ITTC, 1999, 2008). Despite the experimental work, and to
the authors best knowledge, no CFD simulations of this vessel have
been published so far as seemingly the Lucy Ashton experiments are
not well known amongst the community. Considering the available data
provided through the experiments, the Lucy Ashton provides a much
2 
Fig. 1. Lucy Ashton, as modified with the jet engines for the sea trials.
Source: Image adapted from Denny (1951).

valuable and unique opportunity for the prediction of resistance at full-
scale. Furthermore, it can be used to also evaluate scaling effects on the
resistance, outside of any influence due to propeller-hull interaction.

This work details simulations carried out using the Reynolds-
averaged Navier–Stokes equations for the Lucy Ashton at both full-scale
and model-scale. The simulations at full-scale consider four different
speeds, and the model-scale simulations are performed at a constant
Froude number corresponding to one of the conditions ran at full-scale.
Although most of the simulations are performed considering the hull
to be hydrodynamically smooth, the effect of roughness at full-scale
is also considered at one speed, with simulations performed for four
different levels of the equivalent sand-grain roughness. Simulations
in which the ship is free to heave and pitch are also considered, in
order to address the influence of the ship’s equilibrium position on the
resistance. Finally, the ITTC 1978 procedure is applied to the measured
and computational model-scale data, with the scaled resistance being
compared to the full-scale values. With this work, the authors address a
comparison between numerical results and the experimental measure-
ments, hoping to bring more visibility to this particular geometry which
represents a unique opportunity for the growing maturity of full-scale
CFD in maritime applications.

The remainder of the paper is organized in the following manner:
Section 2 presents the mathematical models used in this work, covering
the RANS equations, turbulence model and roughness function used
in this work. The numerical setup, including computational domain,
boundary conditions and simulated conditions, is described in Sec-
tion 3. The results for all the simulations are presented and discussed
in Section 4, Finally, the conclusions of this work are summarized in
Section 5.

2. Mathematical models

All the simulations performed for this study consider the flow of an
incompressible Newtonian fluid. The high Reynolds number of the flow
and the importance of turbulence imply that the Reynolds-averaged
Navier–Stokes are used. Since the flow is unsteady, the Reynolds-
average corresponds to an ensemble average. The RANS equations are
given by;
𝜕 𝑈𝑖
𝜕 𝑥𝑖

= 0, (1)

𝜕 𝑈𝑖
𝜕 𝑡 + 𝜌𝑈𝑗

𝜕 𝑈𝑖
𝜕 𝑥𝑗

= − 𝜕 𝑃
𝜕 𝑥𝑖

+ 𝜕
𝜕 𝑥𝑗

[

𝜇
(

𝜕 𝑈𝑖
𝜕 𝑥𝑗

+
𝜕 𝑈𝑗

𝜕 𝑥𝑖

)]

+
𝜕 𝜏𝑖𝑗
𝜕 𝑥𝑗

, (2)

in which 𝑈𝑖 and 𝑈𝑗 are the Cartesian components of the mean velocity,
𝑥𝑖 and 𝑥𝑗 are the components of the Cartesian coordinate system, 𝑃
is the mean pressure, 𝜌 is the density of the fluid, 𝜇 is the dynamic
viscosity and 𝜏𝑖𝑗 is the Reynolds stress tensor.

The Reynolds stresses are determined through the eddy viscosity
assumption

𝜏𝑖𝑗 = 𝜇𝑡

(

𝜕 𝑈𝑖 +
𝜕 𝑈𝑗

)

− 2𝑘𝛿𝑖𝑗 , (3)

𝜕 𝑥𝑗 𝜕 𝑥𝑖 3
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where 𝜇𝑡 is the eddy viscosity, 𝑘 is the turbulence kinetic energy and
𝑖𝑗 is the Kronecker delta function.

To calculate the eddy viscosity, the 𝑘 − 𝜔 Shear Stress Transport
(SST) model is used. This means that the solution process deals with
two more transport equations, one for 𝑘 and another for the dissipation
variable, 𝜔. These equations can be written as

𝜌𝑈𝑗
𝜕 𝑘
𝜕 𝑥𝑗

= 𝜇𝑡𝑆
2 − 𝜌𝛽∗𝜔𝑘 + 𝜕

𝜕 𝑥𝑗

[

(

𝜇 + 𝜎𝑘𝜇𝑡
) 𝜕 𝑘
𝜕 𝑥𝑗

]

, (4)

𝜌𝑈𝑗
𝜕 𝜔
𝜕 𝑥𝑗

= 𝑃𝜔−𝛽 𝜔2+ 𝜕
𝜕 𝑥𝑗

[

(

𝜇 + 𝜎𝜔𝜇𝑡
) 𝜕 𝜔
𝜕 𝑥𝑗

]

+ 2 (1 − 𝐹1
) 𝜌𝜎𝜔2

𝜔
𝜕 𝑘
𝜕 𝑥𝑗

𝜕 𝜔
𝜕 𝑥𝑗

. (5)

In these equations, 𝑆 is the mean strain-rate magnitude, 𝐹1 is a blending
unction of the model, 𝑃𝜔 is the production term of the 𝜔 equation and
, 𝛽∗, 𝜎𝑘, 𝜎𝜔 and 𝜎𝜔2 are constants of the model. The formulation of the

model used is the one given in Menter (1994) with two exceptions. The
irst corresponds to the production term of the 𝑘 transport equation,
hich does not include any limiter. The second difference is in the cal-

culation of the eddy viscosity which includes Durbin’s limiter (Durbin,
1996) to prevent high values of 𝜇𝑡 in stagnation regions. With this
limiter, the eddy viscosity is given by

𝜇𝑡 = 𝜌𝑘min

(

1
max

(

𝜔,
(

𝑆 𝐹2
)

∕0.31
) , 0.6

√

3𝑆

)

, (6)

where 𝐹2 is another blending function of the model.
In some of the simulations carried out in this paper, the modelling

of roughness effects is used in conjunction with wall functions the
boundary layer treatment. For these conditions the log-law is given by

𝑈+ = 1
𝜅
ln
(

𝑦+
)

+ 𝐵 − 𝛥𝑈+, (7)

in which 𝑈+ and 𝑦+ correspond to the velocity and coordinate in the
wall normal direction given in wall units, respectively, 𝜅 is the von
Kármán constant and 𝐵 is a constant. The roughness function 𝛥𝑈+ is
the change in the velocity profile caused by the roughness effects, and
s given by (Demirel et al., 2017)

𝛥𝑈+ =

⎧

⎪

⎨

⎪

⎩

0, 𝑘+ ≤ 3
1
𝜅 ln

(

0.26𝑘+
)𝑓 (𝑘+) , 3 < 𝑘+ ≤ 15

1
𝜅 ln

(

0.26𝑘+
)

, 15 < 𝑘+,
(8)

where

𝑓 (𝑘+) = sin
⎛

⎜

⎜

⎜

⎝

𝜋
2 log

(

𝑘+

3

)

log (5)

⎞

⎟

⎟

⎟

⎠

. (9)

In these equations, 𝑘+ is the dimensionless roughness height, defined
as

𝑘+ =
𝜌𝑘𝑠𝑢𝜏
𝜇

, (10)

where 𝑘𝑠 is the equivalent sand-grain roughness height and 𝑢𝜏 is the
friction velocity, calculated as

𝑢𝜏 =
√

𝜏𝑤
𝜌
, (11)

with 𝜏𝑤 corresponding to the wall-shear stress.
The multiphase flow is modelled using the Volume of Fluid (VOF)

pproach (Hirt and Nichols, 1981), which captures the interface be-
tween the two phases, air and water. The differential equation for the
water volume fraction 𝛼 is
𝜕 𝛼
𝜕 𝑡 + 𝑈𝑗

𝜕 𝛼
𝜕 𝑥𝑗

= 0. (12)

At each location in the domain, the density and dynamic viscosity are
given by

𝜌 = 𝜌𝑤𝑎𝑡𝑒𝑟𝛼 + 𝜌𝑎𝑖𝑟 (1 − 𝛼) , (13)

𝜇 = 𝜇𝑤𝑎𝑡𝑒𝑟𝛼 + 𝜇𝑎𝑖𝑟 (1 − 𝛼) . (14)
3 
Table 1
Particulars of the Lucy Ashton.

Characteristic Symbol Value

Length between Perpendiculars 𝐿𝑝𝑝 [m] 58.1
Breadth 𝐵 [m] 6.4
Depth 𝐷 [m] 2.18
Block coefficient 𝐶𝐵 0.685
Prismatic coefficient 0.705
Midship section coefficient 𝐶𝑀 0.972
Wetted surface area 𝑆 [m2] 416.9
Displaced mass 𝛥 [kg] 396,240

One potential problem associated with multiphase flow is the smear-
ng of the free-surface, in which the transition between air and water

gets spread among several cells. Additionally, the smearing of the free-
surface can lead to numerical ventilation, where air flows underneath
the hull, naturally influencing the predicted friction resistance. More
details can be found in Gray-Stephens et al. (2021), Viola et al. (2012).
n order to avoid the smearing of the free-surface on the surface of the
ull, a source term 𝑆𝛼 is added to the transport equation for the volume

fraction of air, defined as

𝑆𝛼 = −5𝛼𝑎𝑖𝑟𝐹𝑧𝑜𝑛𝑒 (15)

where 𝐹𝑧𝑜𝑛𝑒 is a function that depends on the wall distance and takes
alues of 0 and 1, in order for the source term to only be active in the
icinity of the hull.

3. Numerical setup

All the simulations in this study were carried out using the commer-
ial CFD software STAR-CCM+ version 2310. The finite volume method
s used for the discretization of the transport equations, and their solu-
ion is performed using the segregated solver and the SIMPLE algorithm
or the pressure-velocity coupling. The time discretization is done using
 first order implicit scheme, while second order discretization schemes
re used for the convective terms of the continuity, momentum and
urbulence equations, and the HRIC scheme (Muzaferija and Peric,

1998) is used for the convection term of the VOF equation.
The vessel considered for the simulations is the Lucy Ashton, a

paddle steamer which was built and started its service in 1888. The
main particulars of the ship are given in Table 1. For the purpose
of the trials carried out in the 1950s, the structure corresponding
to the paddle-wheels was removed, and the surface of the hull was
leaned. The geometry of the hull was reproduced in a CAD file based
n the drawings available from measurements of the hull during the
xperimental campaign. The structure supporting the jet engines was
ot included in the modelling, and the junction of the hull and the
udder at the keel was smoothed out in order to avoid problems when
enerating the grid.

The computational domain is a box with a length of 6𝐿𝑝𝑝, width of
𝐿𝑝𝑝 and height of 2𝐿𝑝𝑝. The ship is positioned in the computational
omain such that the inlet is located approximately 2𝐿𝑝𝑝 from the bow
nd the outlet is 3𝐿𝑝𝑝 away from the aft. A symmetry plane is placed

at the centreline of the ship, and the bottom boundary is 0.5𝐿𝑝𝑝 away
from the keel. The origin of the coordinate system is located at the aft
perpendicular, along the centreline and keel of the ship.

The simulations at full-scale are performed for four different speeds,
ranging from 𝑉∞ = 3.1 m∕s up to 𝑉∞ = 6.2 m∕s. This corresponds
to Froude numbers from 𝐹 𝑟 = 0.13 to 0.26, and Reynolds numbers
rom 1.6 × 108 to 3.1 × 108. The simulations at model-scale are done
or a constant Froude number of 𝐹 𝑟 = 0.17, which is also one of

the conditions done at full-scale. Six model scales are considered, for
scaling ratios 𝜆 ranging from 6.4 to 21.2. The Reynolds number at
model-scale ranges from 1.9 × 106 up to 1.2 × 107. While all conditions
are simulated for fixed draught and at even keel, calculations where
the ship is free to heave and pitch are also performed at full-scale
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Table 2
Details about the grids generated for the full-scale simulations for the lowest Froude
number.

Grid designation Free-surface Double-body

#𝑆 #𝑉 #𝑆 #𝑉

5 84,917 4.0M 30,879 1.0M
4 132,865 7.5M 47,380 2.0M
3 184,193 12.4M 65,129 3.2M
2 251,960 19.4M 89,377 5.1M
1 326,400 28.8M 114,431 7.4M

Table 3
Details about the grids generated for the model-scale simulations for the highest scaling
ratio.

Grid designation Free-surface Double-body

#𝑆 #𝑉 #𝑆 #𝑉

5 30,949 1.5M
4 46,163 2.9M
3 182,783 16.3M 62,798 4.6M
2 85,735 7.3M
1 110,347 10.7M

for 𝐹 𝑟 = 0.17. This same scenario is used to study the influence of
roughness modelling for four different equivalent sand-grain roughness
heights, for the roughness function given in Demirel et al. (2017).

The grids for the simulations are generated using the trimmer and
the prism layer meshers. For the full-scale conditions, the grids are
generated such that wall functions can be used. For the model-scale
simulations, the distance of the near-wall cell size is set so that 𝑦+𝑚𝑎𝑥 <
1, such that wall functions are not used and the boundary-layer is
resolved.

A set of five grids is generated for each scale in order to obtain
an estimate of the numerical uncertainty. The unstructured topology
of the grids implies that it is impossible to generate the grids so that
they are geometrically similar. Nonetheless, all parameters are set so
that they are as similar as possible. It is noted that for the full-scale
setup, the size of the near wall cell also decreases with grid refinement,
instead of staying constant. In order to guarantee that wall functions
are applicable for all five grids, the coarsest grid is designed so that
𝑦+ ≈ 100. Furthermore, different grids are generated for each Froude
number, due to the change in the Reynolds number affecting 𝑦+min.

For all conditions, simulations on a double-body setup are carried
out as well. The grids for these simulations are generated from the grids
for the free-surface simulations, by simply changing the location of the
top boundary to the undisturbed free-surface level, and removing all
refinement zones set to capture the free-surface, leading to a much
lower cell count. This means that each condition (Froude number and
scale) has its own grid set, corresponding to a total of 76 grids.

Tables 2 and 3 present the number of cell faces on the ship, #𝑆, and
the total number of volume cells, #𝑉 , for the full-scale and model-scale
grids, respectively. The details corresponding to the full-scale grids are
those of the grids generated for the lowest speed, whereas the values
given for the model-scale grids are those for the smallest model (𝜆 =
21.2). Although there are some small changes for the grids at different
speeds or scales, the numbers given in the tables are representative of
all cases. The grid topology is illustrated in Figs. 2 and 3 for the grids
with the free-surface and the double-body setup, respectively.

The generation of sets of five grids is motivated by the estimation of
the numerical uncertainty of the resistance. The method employed (Eça
and Hoekstra, 2014) relies on writing the discretization error 𝑒 as

𝑒 ≈ 𝜙𝑖 − 𝜙0 = 𝛼 ℎ𝑝𝑖 , (16)

where 𝜙𝑖 is the value of a given quantity of interest in grid 𝑖, 𝜙0 is the
estimate of the exact solution of the mathematical model for that same
quantity, 𝛼 is the error constant, 𝑝 is the order of grid convergence and
ℎ is a measure of the grid refinement level. The solutions from the
𝑖

4 
Fig. 2. Side view (top), top view (middle) and front view (bottom) of the coarsest grid
for the full-scale simulation with the free-surface.

five grids are used to solve Eq. (16) in the least-squares sense, with the
estimated uncertainty depending on the quality of the fit and on the
change in the solution on all grids.

A proper estimation of the numerical uncertainty based on grid
refinement studies requires the assumption that the discretization error
is the dominant contribution to the numerical error, meaning that the
remaining sources of error must be minimized. In the case of unsteady
simulations, the numerical error also has contributions for the round-
off error, iterative error, and statistical error. The round-off error is
caused by the limited precision in which computers operate, and is
minimized by using the double-precision version of STAR-CCM+. The
iterative error is due to the linearization of the discretized equations
and the iterative procedures used in the solution of the linear system
of equations, and is minimized by converging the solution sufficiently
within each time-step. Finally, the statistical error is a consequence of
the initial condition with which the iterative procedure is started, and is
reduced by running the simulation for enough time so that the influence
of the initial condition on the solution is negligible.

The grid refinement studies are not carried out for all settings.
Regarding the double-body setup, the simulations are always carried
out on the five grids due to the much lower cost of these simula-
tions owning to the lower cell count and steady approach. For the
simulations with the free-surface, the grid refinement study is only
performed for the full-scale conditions with fixed draught and no
roughness modelling. For the remaining cases, only the intermediate
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Fig. 3. Side view (top), top view (middle) and front view (bottom) of the coarsest grid
for the full-scale simulation with the double-body setup.

grid of the set (grid 3) is used.
A summary of the conditions considered in this study is given in

Table 4. A total of 82 simulations were carried out, with 32 of those
including the free-surface, and 50 with the double-body setup. The
simulations at full-scale and 𝐹 𝑟 = 0.17 with roughness or free heave
and pitch motions were only carried out for the free-surface setup
and a single grid. For the same conditions (𝐹 𝑟 = 0.17 and 𝜆 = 1.0)
the simulations without roughness and with the fixed ship position
were done for the entire grid set. The simulations with the free-surface
ran for an average of 20,000 timesteps. Intel(R) Xeon(R) Gold 6338
CPUs were used for the simulations, with a total of 320 cores per
simulation for most of the grids. For this setup, the grid sets for the
free-surface simulations took around 12 days each, whereas the single
grid computations took around 3 days. The computational time of the
simulations of the double-body setup was a negligible fraction of the
total time, due to the lower number of cells in the grids and the steady
approach.

The resistance coefficient 𝐶𝑇 is the main quantity of interest in this
work. It is defined as

𝐶𝑇 = 𝑅
0.5𝜌𝑉 2

∞𝑆
, (17)

where 𝑅 is the resistance of the ship, 𝑉∞ is the undisturbed flow
velocity and 𝑆 is the wetted surface area. The decomposition of the
resistance coefficient into the corresponding friction and pressure con-
tributions is considered as well.

We also consider local quantities such as the elevation of the free-
surface 𝜉, the skin-friction coefficient 𝐶 and the pressure coefficient
𝑓

5 
Table 4
Summary of the grids used for each condition, given in terms of scaling ratio 𝜆, Froude
number and Reynolds number.
𝜆 𝐹𝑟 𝑅𝑒 Free-surface Double body Roughness Motion

1.0 0.13 1.6 × 108 Grid set Grid set No No
1.0 0.17 2.1 × 108 Grid set Grid set Yes Yes
1.0 0.22 2.6 × 108 Grid set Grid set No No
1.0 0.26 3.1 × 108 Grid set Grid set No No
6.35 0.17 1.2 × 107 Single grid Grid set No No
7.94 0.17 8.4 × 106 Single grid Grid set No No
9.53 0.17 6.4 × 106 Single grid Grid set No No
11.91 0.17 4.6 × 106 Single grid Grid set No No
15.88 0.17 3.0 × 107 Single grid Grid set No No
21.17 0.17 1.9 × 107 Single grid Grid set No No

𝐶𝑝, given by

𝐶𝑓 =
𝜏𝑤

1
2𝜌𝑉

2
∞

, (18)

𝐶𝑝 =
𝑃 − 𝑃𝑟𝑒𝑓 − 𝑔 𝜌𝑧

1
2𝜌𝑉

2
∞

, (19)

where 𝜏𝑤 is the wall shear stress, 𝑔 is the acceleration of gravity, 𝑃𝑅𝑒𝑓
is the reference pressure and 𝑧 is the vertical position.

4. Results

4.1. Numerical uncertainty

The discussion of the results starts by addressing the estimated
numerical uncertainty. The convergence of the resistance coefficient
is shown in Fig. 4 for the simulations at full-scale with the double-
body setup and with the free-surface for different Froude numbers. A
similar analysis is conducted at model-scale for the double-body setup,
and shown in Fig. 5. In these figures, 𝑟𝑖∕𝑟1 corresponds to the ratio
between the refinement level of each grid (𝑟𝑖) relative to the finest
grid (𝑟1). This means that 𝑟𝑖∕𝑟1 = 1 corresponds to the finest grid.
Regarding the full-scale conditions, the comparison between the free-
surface and double-body setup shows that lower numerical uncertainty
is obtained for the double-body setup. For this setup, the increase of the
Froude number appears to lead to a general increase of the numerical
uncertainty, whereas for the simulations with the free-surface no clear
trend is observed. The uncertainty on the finest grid goes up to 2%
for the simulations with the free-surface, and up to 0.8% for the
simulations with the double-body approach.

When looking at the model-scale results the main trend observed
is that the numerical uncertainty tends to increase as the scaling ratio
decreases, or equivalently, as the Reynolds number increases. However,
the uncertainty obtained for the lowest scaling ratio is considerably
higher than that obtained for the same Froude number at full-scale.
This discrepancy is attributed to the different strategies to handle the
boundary layer, as wall functions are used at full-scale, while the
boundary layer is resolved at model-scale.

The previous comments pertain only to the total resistance of the
ship. When considering solely the friction component of the resistance
for the full-scale simulations, its numerical uncertainty does not follow
any trend, similarly to the total resistance, and ranging from 1.0%
at 𝐹 𝑟 = 0.13 up to 1.8% at 𝐹 𝑟 = 0.26 when the free-surface is
included in the simulations. On the other hand, the relative uncertainty
of the pressure resistance decreases with the increase of the Froude
number, although its absolute value does increase as 𝐹 𝑟 is increased.
In the case of the full-scale simulations with the double-body setup,
no trend is observed in the friction component, while the pressure
resistance exhibits a slight increase with the increase of the Froude
number. Finally, for the model-scale simulations with the double-body
approach, the uncertainty of the friction resistance matches closely with
that observed for the total resistance, whereas the uncertainty of the
pressure resistance does not show any clear trend with the change in
the Reynolds number.
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Fig. 4. Convergence of the resistance coefficient with grid refinement at full-scale for
the simulations performed with the double-body setup (top) and with the free-surface
(bottom).

Fig. 5. Convergence of the resistance coefficient with grid refinement at model-scale
for the simulations performed with the double-body setup.

4.2. Free-surface smearing

As previously stated, a source term was added to the equation for
the volume fraction in the simulations. In order to assess the influence
of the source term, we compare simulations with and without source
for different conditions. Fig. 6 illustrates the volume fraction on the
surface of the hull for the full-scale simulations performed at the lowest
Froude number obtained both with and without the source term. This
condition is the one that is the least affected by the smearing of the
free-surface, which only occurs in a small region located near the bow
of the ship. The use of the source term reduces the smearing in this
zone, and more importantly, it does not seem to have any significant
effect in the remainder of the hull, where the interface between the
two regions is already sharp, thus showing that the source term does
not appear to have negative effects on the simulation.

The practical benefits of the source term at full-scale are illustrated
in Fig. 7 which depicts the volume fraction on the surface of the ship
6 
Fig. 6. Volume fraction of water on the surface of the hull for the simulations
performed at full-scale and the lowest Froude number without (top) and with (bottom)
the source term to the volume fraction equation.

Fig. 7. Volume fraction of water on the surface of the hull for the simulations
performed at full-scale and the highest Froude number without (top) and with (bottom)
the source term to the volume fraction equation.

for the highest Froude number. For these conditions there is a clear
smearing of the free-surface if the source term is not used, starting
shortly after the bow and covering a large part of the hull up to the aft.
It is also observed that the smearing mostly occurs for volume fraction
values in the range 0.5 < 𝛼 < 1.0, and that for the most part, the
position of the interface on the surface of the hull can still be easily
distinguished. The use of the source term remedies this situation, and
leads to a much sharper interface. Some smearing is still observed in a
small region close to the bow, although the size of this region is much
smaller than when the source term is not used. One direct consequence
of the smearing of the free-surface is that the resistance of the hull is
lower than it should be, due to the decreased friction resistance caused
by the incorrect fluid viscosity in the part of the hull where the free-
surface is smeared. Therefore the use of the source term to maintain the
sharp interface will lead to higher resistance. In the case of the lowest
Froude number, since the free-surface is barely changed, the increase
is marginal. On the other hand, for the highest Froude number where
strong smearing is observed, the resistance increases by 4.9% due to
the application of the source term.

An important aspect is that the smearing of the free-surface is not
limited to the full-scale conditions, and is also observed for the model-
scale simulations. This is shown in Fig. 8, which displays the volume
fraction of water on the surface of the hull for the smallest scale
considered. As before, results with and without the source term are
shown. The smearing at model-scale is more pronounced than it was
at full-scale, despite the Froude number for the model-scale conditions
being lower than the one corresponding to the simulations previously
described in Fig. 7. The stronger smearing observed at model-scale is
attributed to the different approach to handle the boundary-layer and
corresponding grid requirements. At model-scale, the mesh is generated
so that the boundary-layer is resolved, whereas at full-scale wall func-
tions are used instead. As it was the case at full-scale, the use of the
source term remedies the situation, leading to a sharper interface.

4.3. Comparison with experimental measurements

One of the main advantages of this particular geometry is the
existence of measurements at model-scale and full-scale. In Fig. 9 the
resistance coefficient obtained at full-scale with the two numerical
approaches is compared with that from the experiments. The scatter
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Fig. 8. Volume fraction of water on the surface of the hull for the simulations
performed at model-scale (𝜆 = 21.2) without (top) and with (bottom) the source term
to the volume fraction equation.

Fig. 9. Resistance coefficient at full-scale obtained with the double-body approach and
the free-surface for varying Froude number and comparison with available experimental
data.

in the measurements is caused by the different surfaces and paints that
were tested, which are not distinguished here. Nonetheless, they are
useful as an indication of the effect of roughness observed in the mea-
surements, as well as the measurement uncertainty. The experimental
results were corrected to a standard temperature and displacement,
as well as for the wind and air resistance and effect of the rudder,
according to the best practices at the time. Details on the corrections are
detailed in Conn et al. (1953). The computational results underpredict
the resistance of the Lucy Ashton, with the discrepancy becoming larger
for higher speeds. This is not a surprising result, as the numerical results
do not account for any roughness effects, whereas the experimental
results with the different paints show this to be an important effect,
and the discussion about the roughness measurements in Conn et al.
(1953) indicates that the smoothest condition does not correspond to
a hydrodynamically smooth surface. When comparing both numerical
setups, their mismatch grows as the Froude number increases, due to
the increasing dominance of the wave-making resistance in the total re-
sistance. As the simulations with the double-body setup cannot capture
the wave-making resistance, the pressure resistance has only a slight
increase as the Froude number grows. Consequently, the resistance
coefficient decreases slightly with the increase of the Froude number.
On the other hand, the simulations with the free-surface have a higher
increase of the pressure resistance, thus leading to the increase of 𝐶𝑇
with 𝐹 𝑟. It is also noted that the friction resistance obtained in the
double-body setup is slightly lower than the one obtained when the
free-surface is included in the setup.

The reasons for the underprediction of the resistance can be related
to the lack of roughness effects, which will affect the friction resistance,
and also the fixed setup for the ship, which does not allow for it to
heave and pitch. The influence of these aspects on the resistance is
considered separately. For a single Froude number (𝐹 𝑟 = 0.173) at full-
scale, four different equivalent sand-grain roughness heights are tested,
ranging from 50 μm to 109 μm. These values were selected in order to
cover dimensionless average roughness heights of 𝑘+ = 5.7 to 𝑘+ = 13.2.
The details of the four roughness conditions are given in Table 5.
7 
Table 5
Equivalent sand-grain roughness
height 𝑘𝑠 settings and corresponding
dimensionless average roughness 𝑘+.
𝑘𝑠 [μm] 𝑘+

50 5.7
70 8.1
90 10.7
109 13.2

Fig. 10. Resistance coefficient at full-scale obtained with the free-surface for varying
equivalent sand-grain roughness heights and comparison with available experimental
data.

The results for the variation of roughness are given in Fig. 10.
An estimation of the equivalent sand-grain roughness based on the
roughness allowance is given in Conn et al. (1953). This estimate ranges
from 58 μm up to 98 μm depending on the surface finishing, which is
a smaller range than the variation considered in the simulations. As is
evident, the increase of the roughness height leads to an increase in
𝐶𝑇 , mainly due to the increase in the friction resistance. The effect of
the variation of 𝑘𝑠 appears to be smaller in the numerical predictions
than in the measurement data, as the change in 𝐶𝑇 is similar, but the
change in 𝑘𝑠 was larger in the CFD results. Even with the inclusion of
roughness effects, the resistance coefficient is still underestimated in
the CFD, when comparing to an experimental condition with a similar
𝑘𝑠.

To study the influence of heave and pitch on the ship resistance, the
two degrees of freedom were incorporated in the simulation using the
Equilibrium model of the Dynamic Fluid Body Interaction capability in
STAR-CCM+. The results are depicted in Fig. 11, which compares the
resistance coefficient of the ship obtained in the measurements with
the results from three simulations. Two of these correspond to hydrody-
namically smooth surfaces, one with the position of the ship fixed, and
another where the ship is free to heave and pitch. As a final comparison,
a third simulation is also included, where the equivalent sand-grain
roughness height was set to 𝑘 = 58 μm, and the ship is free to heave
and pitch. In this figure, only the smoothest surface conditions from
the measurements is displayed. Having the ship free to heave and pitch
leads to an increase of wetted surface area and corresponding increase
of the resistance. When this effect is combined with the application of
the rough surface, a good match in the resistance is observed between
the numerical simulation and the experimental measurements for the
Froude number considered.

Besides the full-scale conditions, we also consider the model-scale
simulations. Fig. 12 illustrates the resistance coefficient obtained for
the model-scale simulations using the double-body setup and the free-
surface, as well as the results from the measurements, for varying
scaling ratio. In all conditions, the simulations with the free-surface
lead to a larger 𝐶𝑇 than the double-body simulations. When comparing
the friction and pressure components individually, it was observed that
the friction resistance between the two setups was nearly identical,
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Fig. 11. Resistance coefficient at full-scale obtained with the free-surface and with free
heave and pitch, for hydrodynamically smooth and rough surfaces and comparison with
available experimental data.

Fig. 12. Resistance coefficient at model-scale for varying scaling ratio and 𝐹 𝑟 = 0.173
btained with the double-body approach and the free-surface and comparison with
vailable experimental data.

with the difference in 𝐶𝑇 arising mainly from the pressure forces,
pecifically from the wave making resistance. As was the case for the

full-scale simulations, the resistance coefficient is again underpredicted
for all scaling ratios considered. While at full-scale this was partially
attributed to the surface roughness, it seems unlikely for this to be the
case at model-scale. It is also worth noting that the highest scaling
ratio corresponds to a Reynolds number of 2.1 × 106, which could
suggest the flow to be partially laminar. However, the measurement
data shown in Fig. 12 corresponds to the runs when the flow was
tripped. Furthermore, if the discrepancy was due to laminar effects,
then the CFD results would tend to overpredict the resistance instead,
since no transition model was used in the simulations and the flow is
modelled as being fully turbulent. The description of the measurements
in Conn et al. (1953) does not provide sufficient information regarding
he experimental setup in order to understand whether the models were
lso free to heave and pitch, which stands as another cause for the
ismatch. However, the issue is not further explored here, as that there

re more modern and well documented model-scale experiments for
ifferent geometries.

4.4. Comparison of local quantities

In Fig. 13, the transversal 𝐶𝑓 distributions at different longitudinal
positions are given for the different Froude numbers calculated at full-
cale. The longitudinal direction is given by 𝑥 whereas 𝑦 corresponds
o the transversal direction. The effect of the Reynolds number of the
low is clearly visible on the skin-friction coefficient, with the higher
eynolds number conditions exhibiting lower 𝐶𝑓 . Some trends in the

evolution of 𝐶𝑓 are common for all conditions, with a decrease of 𝐶𝑓

rom the centreline up to 𝑦∕𝐿𝑝𝑝 = 0.01 for the distributions at 𝑥∕𝐿𝑝𝑝 = p

8 
Fig. 13. Skin-friction coefficient distributions at 0.25𝐿𝑝𝑝 (top), 0.5𝐿𝑝𝑝 (middle) and
0.75𝐿𝑝𝑝 (bottom) for the full-scale simulations with the free-surface and varying Froude
number.

0.25 and 𝑥∕𝐿𝑝𝑝 = 0.5, and up to 𝑦∕𝐿𝑝𝑝 = 0.005 for the distribution
at 𝑥∕𝐿𝑝𝑝 = 0.75. This is then followed by a steady increase of 𝐶𝑓
which varies depending on the longitudinal position. At 𝑥∕𝐿𝑝𝑝 = 0.25
the increase of 𝐶𝑓 is not significant, attaining the maximum value
xhibited at the centreline. For the distributions at 𝑥∕𝐿𝑝𝑝 = 0.5 and
∕𝐿𝑝𝑝 = 0.75 the increase of 𝐶𝑓 is more pronounced, going beyond the
alue observed at the centreline.

In this region of increasing 𝐶𝑓 , some oscillations in the skin-friction
istribution are observed, as a consequence of the effects of the free-
urface on the flow, and the unstructured grid topology. It should be
entioned that the data was obtained directly at the cell centres, which

lso results in a non-smooth behaviour that exhibits changes between
ach condition since different grids were generated for each Froude
umber. The 𝐶𝑓 distribution on the fore part of the wetted surface is
isplayed in Fig. 14 for 𝐹 𝑟 = 0.17, exemplifying the behaviour. To-

wards the highest range of 𝑦∕𝐿𝑝𝑝 the skin-friction coefficient decreases
sharply, as the free-surface and non-wetted surface are reached.

Fig. 15 shows the pressure coefficient on the surface of the hull for
the full-scale simulations, at the three longitudinal positions considered
reviously. In the distributions at 𝑥∕𝐿𝑝𝑝 = 0.25 and 𝑥∕𝐿𝑝𝑝 = 0.75, the
ressure coefficient decreases with the increase of the Froude number.
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Fig. 14. Skin-friction coefficient distribution on the fore part of the wetted surface
for the full-scale simulations with the free-surface and 𝐹 𝑟 = 0.17. The black solid line
indicates the mid-ship position, 𝑥 = 0.5𝐿𝑝𝑝.

Fig. 15. Pressure coefficient distribution at 0.25𝐿𝑝𝑝 (top), 0.5𝐿𝑝𝑝 (middle) and 0.75𝐿𝑝𝑝
(bottom) for the full-scale simulations with the free-surface and varying Froude number.

Furthermore, at these positions, the 𝐶𝑝 distributions have their maxi-
mum at the centreline, with the pressure coefficient decreasing when
moving away from it. These trends are not observed at 𝑥∕𝐿𝑝𝑝 = 0.5,
which shows the two highest Froude numbers exhibiting both the low-
est and highest pressure coefficient. Furthermore, at this longitudinal
position, the pressure coefficient does not exhibit large changes as one
moves in the lateral direction. Finally, at all positions, and similarly to
that observed for the 𝐶𝑓 distributions, large oscillations are observed
in 𝐶𝑝 in the area furthest away from the centreline.

A comparison of 𝐶𝑓 and 𝐶𝑝 for varying scaling ratios and 𝐹 𝑟 =
0.17 is illustrated in Figs. 16 and 17, respectively. The evolution of
𝐶𝑓 follows that described for the full-scale condition, with the solu-
tions corresponding to the largest 𝜆 exhibiting the highest 𝐶𝑓 , as a
consequence of the lower Reynolds number. Some oscillations in the
9 
Fig. 16. Skin-friction coefficient distribution at 0.25𝐿𝑝𝑝 (top), 0.5𝐿𝑝𝑝 (middle) and
0.75𝐿𝑝𝑝 (bottom) for the model-scale simulations at 𝐹 𝑟 = 0.17 and varying scaling
ratio.

region of 𝑦∕𝐿𝑝𝑝 = 0.05 are also observed. With regards to the pressure
coefficient the solutions are almost graphically identical, with the main
differences coming from the previously mentioned oscillations which
are more predominant away from the centreline.

Fig. 18 presents the velocity profile obtained in the full-scale sim-
ulations at 𝑥∕𝐿𝑝𝑝 = 0.49 as a function of the wall distance 𝑑. In
these figures, 𝑈 is the longitudinal velocity and 𝑉∞ the velocity at
the undisturbed far-field. The profiles obtained for the four different
conditions exhibit only slight changes, with a nearly constant boundary
layer thickness. The velocity obtained at the points closest to the
wall corresponds to around half of the undisturbed flow velocity, due
to the use of wall functions. A similar comparison is performed in
Fig. 19 for different scales at a constant Froude number. Here the main
change between each condition is the Reynolds number, which impacts
strongly the velocity profile. The simulations performed at model-scale
exhibit a much more detailed velocity profile, since wall functions were
not used. The decrease of the Reynolds number leads to a thicker
boundary layer and lower velocity gradient near the wall, with the
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Fig. 17. Skin-friction coefficient distribution at 0.25𝐿𝑝𝑝 (top), 0.5𝐿𝑝𝑝 (middle) and
0.75𝐿𝑝𝑝 (bottom) for the model-scale simulations at 𝐹 𝑟 = 0.17 and varying scaling
ratio.

Fig. 18. Velocity profile obtained at full-scale on the symmetry plane at 𝑥∕𝐿𝑝𝑝 = 0.49
or varying Froude number.

combined effect causing the increase of 𝐶𝑓 discussed before.
The elevation of the free-surface at three longitudinal positions is

considered in Fig. 20 for varying scaling ratio at a constant Froude num-
er. The results show that the free-surface elevations at the different

Froude numbers tend to a single line. This illustrates that the Reynolds
 f

10 
Fig. 19. Velocity profile obtained on the symmetry plane at 𝑥∕𝐿𝑝𝑝 = 0.49 and at
 𝑟 = 0.17 for varying scaling ratio.

number has a negligible effect on the behaviour of the free-surface for
this case, being mostly driven by the Froude number. The only notable
exception to this occurs near the aft of the ship and on the boundary
ayer, where some differences are observed between each scale. These
re highlighted in Fig. 21.

4.5. Resistance scaling with the ITTC 78 procedure

As a final step in the analysis of the results, and considering that
here are both computational results and available measurements at

different scales, we apply the ITTC 78 scaling procedure to the model-
scale data and compare it to the corresponding full-scale data. The use
of the ITTC 78 procedure requires data at model-scale to calculate both
he form factor, (1 + 𝑘), and to estimate the wave-making resistance.
onsidering the work developed during this study, we have both nu-
erical and experimental data at model-scale, which enables several
ossibilities in the application of the procedure. Five different scenarios
re considered, summarized in Table 6 and detailed below:

• In the first scenario (case 1), we rely exclusively on data from
the experiments to obtain the form factor and the wave-making
resistance. The former is obtained from the measurements using
Prohaska’s method. For each of the different scales, the calcu-
lation of the form factor relies only on the data of that scale.

• In the second scenario (case 2), the form factor is determined from
the double-body simulations, but the resistance coefficient of the
experiments is still used to obtain the wave-making resistance. As
in the first scenario, the calculation of the form factor for a given
scale only uses data obtained for that scale.

• In the third approach (case 3), two different form factors are
considered, one at model-scale and another at full-scale, and both
are obtained from the double-body simulations. The calculation
of the wave resistance of the model relies on the experimental
resistance coefficient, and on the model-scale form factor. The
resistance coefficient of the ship then relies on the full-scale form
factor.

• The four and fifth approaches (cases 4 and 5) are similar to the
second and third, respectively, with the only difference being that
the determination of the wave making resistance relies on the
results from the simulation performed at model-scale with the
free-surface.

The estimation of the full-scale resistance coefficient according to
the ITTC 78 procedure also includes contributions from roughness, in
the form of the roughness and correlation allowance, and the effect of
air resistance. In the case of the first scenario, where only data from
he experiments is used, the comparison should be made against the
ull-scale measured data. Due to this, the roughness and air resistance
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Table 6
Summary of the five cases considered in the application of the ITTC 78 procedure in terms of the source of the model scale
resistance, the calculation of the form factor and its dependence on scale.
Case Model scale resistance Form factor calculation Form factor scale independent

1 Experimental Experimental Yes
2 Experimental CFD Yes
3 Experimental CFD No
4 CFD CFD Yes
5 CFD CFD No
v
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Fig. 20. Elevation of the free surface at 0.25𝐿𝑝𝑝 (top), 0.5𝐿𝑝𝑝 (middle) and 0.75𝐿𝑝𝑝
(bottom) for the model-scale simulations at 𝐹 𝑟 = 0.17 and varying scaling ratio.

effects should be included in the scaling procedure. However, in the
fourth and fifth cases, only numerical data is used, and therefore the
comparison should be done against the full-scale numerical simulations
with the free-surface, which do not include the superstructure and
in which the hull was considered as smooth. For these two cases,
roughness and air resistance effects should not be accounted for. To
ccommodate a fair comparison for all cases, the scaling procedure
s applied both with and without the roughness and air resistance
ontributions.

Fig. 22 compares the form factor obtained from the measurements
nd from the double-body simulations for each scale. It is observed that
here are large variations in the form factor with the scaling ratio when
11 
Fig. 21. Elevation of the free surface near the boundary layer at 0.75𝐿𝑝𝑝 for the model-
scale simulations at 𝐹 𝑟 = 0.17 and varying scaling ratio.

Fig. 22. Comparison of the form factor obtained using Prohaska’s method on the
experimental data and from the double-body simulations for varying scaling ratio.

Prohaska’s method is used to obtain (1 +𝑘). It should also be mentioned
that the results of the regression are strongly affected by the number
of points used. On the other hand, the results from the double-body
simulations result in a nearly constant form factor for this particular
essel, which is lower than that obtained from the experiments, with
he exception of a single scale. One noteworthy aspect is that the largest
hange in the form factor in the double-body simulations is observed
n the full-scale simulations, which could be due to the use of wall
unctions in that simulation.

The comparison of the scaled resistance coefficients with the full-
scale measurements and simulations is depicted in Fig. 23. As a conse-
quence of the nearly constant form factors obtained from the double-
body simulations, the results of cases 2 and 3 are nearly identical, with
the same being true for cases 4 and 5. As a consequence, the differences
observed depend mainly on how the form factor was obtained, and
n whether the wave resistance is estimated from the model-scale
easurements or simulations, and for that reason we will restrict the
iscussion to cases 1, 2 and 4. When comparing cases 1 and 2, the
ifference lies in form factor, which was observed to be generally

higher when it was obtained from the measurements. As a consequence,
the estimated wave resistance is lower when Prohaska’s method was
used, resulting in lower full-scale resistance. Furthermore, the variation
of the form factor observed in case 1 also causes a large change of the
wave resistance with the scaling ratio. When considering case 4, the
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Fig. 23. Comparison of the scaled resistance coefficients obtained in the measurements
nd in the simulations with the full-scale resistance coefficient obtained in the
xperimental campaign and simulations, with different approaches to obtain the form
actor according to the ITTC 1978 scaling procedure with (top) and without (bottom)
oughness and air resistance effects.

variation of the wave resistance is much smaller, and so is the scaled
esistance. When compared to the remaining cases, the estimation of
he full-scale resistance is lower than the remaining approaches.

When the effects of roughness and air resistance are included in
he ITTC 78 scaling procedure, the estimated full-scale resistance is
uch higher than the results obtained in the full-scale measurements

r the full-scale simulations by around 32% and 35%, respectively.
e also note that the difference between the full-scale results is much

smaller than the effect of roughness in the scaling procedure, which
leads to an increase to the resistance coefficient of around 6.8 × 10−4.
When the roughness and air resistance are excluded from the scaling
procedure, the match with the full-scale results is improved. The results
are particularly good for case 4, where only numerical data was used
in the scaling procedure, showing good agreement with the results
from the full-scale simulation and a relative difference of 2.6%. The
results for case 1 now underpredict the resistance by 3.9%, although
the comparison is not adequate since roughness effects are present in
the measurements. The agreement for case 2 is better, with a difference
of 2.8%, but the non-inclusion of roughness in the scaling procedure
increases the uncertainty of the comparison.

5. Conclusions

This study addresses the prediction of the resistance for the Lucy
Ashton, a paddle steamer which was used in an experimental campaign
in the 1950s. This case corresponds to a unique set of data, as it is a
full-scale resistance case, as jet engines were used for the propulsion
of the ship, avoiding the use of a propeller and the need for a towing
vessel which would cause interference effects. This ship geometry has
not been used for any numerical work up until now, and with this work
he authors hope to bring visibility to the measurements and establish
ts value and potential as a validation case.

Numerical simulations were carried out for the Lucy Ashton for
 range of Froude numbers at full-scale, and for a constant Froude
umber with varying scaling ratios. Most of the simulations were
12 
performed assuming the hull to be hydrodynamically smooth, and
with no degrees of freedom on the ship. Nonetheless, the influence
f roughness and of heave and pitch on the resistance coefficient
ere considered for a single condition at full-scale. The results were

ompared to available measurements tabulated in the original papers
that describe the experiments.

The main outcomes of this work are as follows:

• The smearing of the free-surface on the surface of the hull was
found to be problematic in all the simulations carried out, even at
model-scale. This fact is likely related to the different strategies
to handle the boundary layer, as it was resolved at model-scale
and wall functions were used at full-scale. The smearing of the
free surface results in an artificially lower resistance coefficient,
due to the decrease viscosity in the smeared region. In order
to handle this issue, a source term was used, which greatly
remedies the situation, and was shown to have a negligible impact
in a condition where the smearing of the free-surface was not
significant.

• The simulations at full-scale and the comparison with the mea-
surements showed the resistance coefficient to be underpredicted
for all Froude numbers when surface roughness is not included
and the ship is not free to heave and pitch. The inclusion of these
effects lead to a much better agreement with the measured data,
despite the uncertainty in the specification of the equivalent sand-
grain roughness height. The comparison between the simulations
performed with the double-body setup with those that included
the free-surface displayed the limitations of the double-body ap-
proach as the Froude number increases and the wave making
resistance becomes more important.

• The comparison performed at model-scale also showed the resis-
tance coefficient obtained in the simulations to be significantly
lower than that from the measurements. It is doubtful that surface
roughness would play a part at model-scale, and the influence
of laminar effects was not considered, as the measurements were
carried out for conditions where the flow was tripped.

• The ITTC 78 scaling procedure was used to scale the model-
scale data obtained in the measurements and in the simulations,
and compare with the corresponding full-scale resistance. Using
Prohaska’s method to obtain the form factor was shown to lead
to large variations with the scaling ratio, which are not present if
the double-body simulations are used to obtain the form factor.
An overprediction of the resistance coefficient was obtained when
the scaling procedure was applied with the inclusion of roughness
and air resistance. When the latter effects are not included, the
application of the scaling procedure using the numerical model-
scale data leads to a very good agreement with the full-scale CFD
resistance.
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