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Local Learning Rules
For Deep Neural Networks with Two-State Neurons
Rasmus Kjær Høier
Department of Electrical Engineering
Chalmers University of Technology

Abstract
The way artificial neural networks are trained with backpropagation requires
a degree of synchronization of operations, and non-local knowledge of the
computational graph of the network, which is infeasible in noisy asynchronous
circuitry (be it biological, analog electronic or optical). Learning algorithms
based on temporal or spatial neural activity differences allow estimating
gradients, and hence learning, without these problematic requirements.

In this thesis, we explore a number of such alternative learning algorithms.
Paper A presents a variation of contrastive Hebbian learning, which achieves
Lipschitz-1 hidden layers by construction. Paper B focuses on efficient training
on traditional digital hardware by presenting a variant of backpropagation
compatible with quantized weights. Paper C returns to the topic of contrastive
Hebbian learning by presenting a new local learning algorithm for training
feedforward networks based on neurons possessing two internal states. These
dyadic neurons perform credit assignment by encoding errors as differences
and predictions as averages of the internal states. Paper D provides a new
variation of dual propagation and provides derivations of both the original and
the new variant. Paper E presents a general framework for dyadic learning,
which encompasses dual propagation in feedforward models and equilibrium
propagation (a well-known variant of contrastive Hebbian learning) on Hopfield
models as special cases while also being applicable to arbitrarily connected
networks. The case of a skew-symmetric Hopfield network is found to be
particularly intriguing as it, like the model from paper A, provides Lipschitz-1
layers by construction.

Keywords: Contrastive Hebbian learning, lifted neural networks, local
learning, biologically inspired learning, Hopfield networks, quantized training.
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CHAPTER 1

Introduction

The programs encoded by artificial neural networks are fundamentally different
from software written by humans. Rather than writing explicit instructions,
we provide an over-parametrized function with a large amount of data and let
gradient descent take care of programming the correct parameter values for the
network. This view has led to artificial neural networks being referred to as
software 2.0 [1], highlighting the fundamentally different way these programs
are created. The qualitative differences between traditional software and
this new kind of software also translate to qualitatively different hardware
requirements. While manual programming requires reproducible hardware
with discrete states and a user-friendly programming interface, neural network
training does not impose these requirements. In principle, all you need is
hardware with many tunable parameters capable of providing an estimate of
the gradient of a loss function with respect to these parameters and, of course,
large amounts of data.

The early 20th century saw a diverse range of analog computing platforms
developed. Aided by their superior programmability and the invention of
the transistor, digital computers became dominant in the 1950s. A parallel
evolution from physically wiring in programs to externally stored programs
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Chapter 1 Introduction

(such as punched cards) and digitally stored programs greatly aided the success
of digital computing. Early artificial neural networks were largely simulated
on digital hardware, for example, Rosenblatts perceptron [2], Fukushimas
Neocognitron [3] and the connectionist models of the parallel distributed
processing group [4]. Following the success of [5]–[7], GPUs have been preferred
over CPUs for artificial neural network training and deployment.

The energy consumed by these chips has motivated a number of efforts
toward developing more energy-efficient digital chips tailored to specific use
cases, as well as more radical efforts aimed at developing analog and optical
hardware accelerators for AI. The more radical approaches could potentially
require orders of magnitude less energy than digital computing but impose
new constraints. In many cases, one will only have access to the final steady
state reached during inference, while the trajectory taken and intermediate
derivatives are inaccessible. This necessitates developing alternatives to the
backpropagation of errors algorithm, which rely solely on information regarding
the final states of the network.

The work in this thesis is primarily focused on developing learning algo-
rithms that require little to no inter-neuron synchronization and only require
knowledge of the neural states at equilibrium. Although this is motivated by
the ongoing development of new hardware accelerators, the focus here is on
algorithms, and hardware is only addressed in passing.

While exotic hardware could potentially lead to massive gains in the speed
and energy efficiency of AI models, it is hard to predict when or even if a
moonshot technology will become mature enough for widespread adoption.
Training quantized neural networks is a more pragmatic approach to the rising
costs of AI, which can speed up training and inference of neural networks on
already existing digital hardware. This topic is explored in one of the included
papers using many of the same mathematical tools as in the other papers.

1.1 Thesis outline
The first part of the thesis part I motivates the research topic and provides
background information regarding the learning algorithms explored in the
included articles. Chapter 2 mainly serves as an extended motivation and
discusses the notion of locality with regard to synaptic updates and relates it to
biology and hardware. Chapter 3 explores some important learning algorithms
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from the literature (backpropagation, variants of contrastive Hebbian learning,
and lifted network training) through the lens of constrained optimization.
Chapter 4 presents a general framework for local learning, generalizing learning
algorithms explored in the included research papers as well as one of the
reference algorithms. Chapter 5 summarizes the included research papers, and
chapter 6 contains the conclusion and future works. Part II consists of the
included research papers.

1.2 Notation
This section explains the notation used in part I of the thesis. We consider a
supervised learning setting where a dataset is made up of a set of inputs X
and desired outputs Y (labels). For simplicity we omit indices and denote a
single datapoint from the dataset by lowercase x and y. We use s to denote
a vector of neural states and W to denote the network’s adjacency matrix,
usually referred to as the weight matrix. Biases are omitted to reduce clutter.
sk denotes the k-th element of s and Wij denotes the strength of the synaptic
connection from neuron j to neuron i.

When discussing layered networks in particular we overload the notation
slightly and let s be a a list of layerwise state-vectors: s = {s0, s1, ..., sL},
where s0 = x. This will usually be clear from context, but to avoid unnecessary
confusion, we will use subscript l rather than subscript k in the layered setting.
We denote the number of states in a layer l as dl, such that sl ∈ Rdl . The
set of weights is defined as W = {W dl+1×dl

l }L−1
l=0 . It will occasionally be

convenient to distinguish between neural states before and after the activation
function is applied. We use a, defined through s := f(a), to denote the neural
pre-activations.

Note that the notation used in part I differs somewhat from the notation
used in the included papers in part II (more so for the first three papers and
less so for the last two papers).
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CHAPTER 2

Background

While backpropagation is immensely powerful, it requires a strictly synchro-
nized order of operations (a bottom-up forward pass and a top-down backward
pass through the network), as well as knowledge of derivatives of non-linearities
and sharing of weights between the forward and backward passes (referred to
as the weight transport problem). These requirements are easy to fulfill on
general-purpose programmable digital hardware such as CPUs, GPUs, and
TPUs, though these devices are highly energy demanding [8]. Furthermore,
the biological implausibility of backpropagation was pointed out early on [9]
and has since motivated a rich literature on less implausible alternatives. In-
terestingly, this somewhat speculative research on biologically plausible credit
assignment has strong synergies with research on new computing paradigms
for energy-efficient AI, which often share some of the same constraints as
biological circuits.

2.1 The von Neumann bottleneck
In modern digital computers, memory and processing cores are physically
separate, which makes it necessary to transfer data and instructions between
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Chapter 2 Background

memory and processors. This separation of memory and processing units is
a key aspect of the well-known Von Neumann architecture. The bus piping
data between memory and processing units is referred to as the von Neumann
bottleneck [10], as the limited bandwidth of this bus often becomes the limiting
factor in program runtime. This problem is exacerbated by the fact that
processor speeds have increased faster than data transfer rates. The von
Neumann bottleneck not only slows down computation but also wastes energy
because cores must idly stand by while waiting for data and instructions.
Modern chip design is, of course, much more complex. For instance, the von
Neumann bottleneck is partially alleviated by integrating smaller high-speed
memory on-chip close to the processing units. Nonetheless, the rate at which
data can be transferred remains a limiting factor.

2.2 Locality of synaptic plasticity
Co-locating memory and processing is one way to avoid the Von Neumann
bottleneck, but this necessitates considering what information will be locally
available to a given processing unit. In the context of learning this means neu-
rons will have to asynchronously carry out computations using only information
from neurons they are directly connected to.

It is common in the literature to motivate algorithms on the merits of locality,
though a proper definition is often absent (We are guilty of this as well in
the included papers). In the following, we consider a synaptic plasticity rule
to be local in space if updating a synapse Wij , connecting neurons i and j,
only involves the states of neurons i and j. This is satisfied by all learning
rules considered here, though architectures involving weight sharing (such as
CNNs) make algorithms non-local in space. We consider a plasticity rule to be
local in time if it does not require inferring distinct sets of states sequentially.
For a more rigorous but also quite dense treatment of the topic of locality of
synaptic plasticity, we recommend [11].

Table 2.1 classifies a few algorithms according to the above definitions of
locality, whether they map to a single circuit, and whether they avoid requiring
knowledge of the exact derivatives of activation functions.

Backpropagation is classified as spatially local here because the weight
updates can be expressed in terms of activity and error states computed
directly at the synapse, assuming the same circuit is used in the forward and

8



2.3 Weight transport

backward pass. As the forward and backward passes require quite different
circuitry (This is discussed in chapter 3.1 and illustrated in Fig 3.1), a spatially
non-local physical implementation may be more practical. This has to do with
the forward pass involving the weights and elementwise nonlinearities, whereas
the backward pass involves the transpose of the weights and elementwise
multiplication by the derivative of the nonlinearities. Backpropagation is not
temporally local, as activities and error states are computed in two distinct
phases.

Contrastive Hebbian learning and equilibrium propagation use activities
inferred in two distinct temporal phases to update weights. The two phases
differ only with respect to boundary conditions and can consequently be run
sequentially on the same physical circuitry, making them temporally non-
local. The weight updates of contrastive Hebbian learning and equilibrium
propagation only require knowledge of the states local to a given synapse,
making them local in space. It is possible to make temporally local variants
of these algorithms through the use of twin-circuits [12], [13]. However, the
twin-circuit approach makes the algorithm non-local in space. Furthermore,
constructing accurate physical twin circuits for large-scale networks is likely
going to be challenging.

Dual propagation, the method of auxiliary coordinates, and predictive
coding have distinct neural compartments, which makes it possible to compute
predictions and errors simultaneously in a spatially and temporally local
manner. Predictive coding and the method of auxiliary coordinates also
require knowledge of the derivatives of the activation functions, which is
problematic for hardware, where exact knowledge of device imperfections is
not practically available.

All of these algorithms are explored in greater detail in chapter 3 and
chapter 4.

2.3 Weight transport
The weight transport problem typically refers to the way backpropagation
during the backward phase of learning requires transporting errors using the
transpose of the weights used in the forward phase. This entails that if neuron
i transmits activity through a scalar weight Wji in the forward phase, then
an error is transmitted through that same connection in the backward phase.
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Algorithm Spatial Locality Temporal Locality avoids f ′

BP ✓ × ×
CHL & EP ✓ × ✓

DP ✓ ✓ ✓
MAC & PC ✓ ✓ ×

Table 2.1: Properties of different learning algorithms.

This strict symmetry does not agree with the connectivity of biological neural
networks, as pointed out early on [9]. The weight transport problem also
appears in the feedforward models trained by predictive coding and dual
propagation. Although the dynamics are feedforward during inference, this
is not the case during training, where activity is flowing forward through the
weights while errors simultaneously flow backward through the transpose of
the weights. The Hopfield models trained with contrastive Hebbian learning
and equilibrium propagation also give rise to a variant of the weight transport
problem by requiring symmetric connectivity Wij = Wji

1. Thus, the weight
transport problem applies to all of the methods listed in table 2.1.

There is extensive research on the effect of applying ad hoc modifications to
neural connectivity in order to circumvent the weight transport problem. [14]
replaced the backward transposed weight matrix used in the backward phase of
BP with a randomly initialized static matrix. [15] route error signals directly
from the output layer to each hidden layer via static random weights. [16]
modify the CHL dynamics to employ static random weights for all top-down
connections. These ad hoc modifications do not outright prevent learning but
do prevent the scaling to deep convolutional networks [17].

2.4 Hardware constraints of some non-von
Neumann compute platforms

The kinds of hardware we are able to build today are very different from the
brain, and hence, the built-in physical constraints differ. Blindly trying to

1Strictly speaking, you can apply EP and CHL to models with asymmetric weight matrices,
but only the symmetric part of the weight matrix is actually used in the neural dynamics.
This is discussed briefly in section 4.2.
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2.4 Hardware constraints of some non-von Neumann compute platforms

emulate the constraints of one substrate (e.g. the brain) on a substrate that has
completely different constraints is likely to be detrimental to performance [18].
For instance, biological neural circuits exhibit asymmetrical neural connectivity,
but for some types of hardware, symmetric connectivity is not only possible
but necessary. While the weight transport problem is critical in terms of
biological plausibility, it is less of a concern when designing novel AI hardware
accelerators. However, the locality constraints of section 2.2 are of critical
importance. In the following, we will briefly consider two alternative types of
computing hardware for which on-device learning requires alternative learning
methods.

Hybrid analog-electronic/optical computing
Matrix multiplication is the core operation both for neural network inference
and training. Recently, a hybrid analog optical circuit AIM2 (analog iterative
machine) has been proposed as a fast and energy efficient matrix-vector multi-
plication engine [19]. In this circuit, states are represented by analog currents
and converted to light in order to carry out matrix-vector multiplication in the
optical domain. Given an N element state vector, a beam splitter is applied
to create N copies of the state vector. The resulting N × N array is then
elementwise attenuated by a spatial light modulator array (SLM)3 W before
the now attenuated N ×N set of states are converted to current and summed
column-wise.

At 0.6 nanoseconds per iteration, matrix-vector multiplication is extremely
rapid in this hybrid circuit. This makes it attractive for recurrently connected
models such as Hopfield networks, which need multiple iterations of matrix-
vector multiplication in order to converge to a fixed point. However, as all
computations are carried out in the analog domain, it is not possible to learn
the weights using backpropagation. Of the models listed in table 2.1, CHL,
EP, and DP can be applied to train models on this type of hardware as they
only require knowledge of the final fixed points. BP, MAC and PC are not
amenable to this type of hardware as they require exact knowledge of the
derivatives of the nonlinearities.

2More recent iterations employ the name AOC (Analog optical computer).
3Note that an SLM array can only attenuate, so signed weights require duplicating the states

and having one SLM represent positive weights and another SLM represent negative
weights.
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Chapter 2 Background

The weight transport problem appears in a weaker form here as all the
proposed methods require encoding a degree of weight sharing (between the
weights and their transpose) when mapping weights to the SLM. In practice,
device imperfections will make this weight sharing approximate at best.

Resistive networks
In resistive networks, the learnable parameters are the resistors connecting node
voltages. Physical relaxation of such a circuit has been shown to correspond
to minimizing a particular energy function called the pseudo-power [20], [21].
Interestingly, resistive networks can be reparametrized as Hopfield networks
with symmetric connectivity [22], though the converse is not the case. I.e.,
resistive networks are a subset of Hopfield networks. By modeling weights
as conductances in a resistive network, the weight transport problem is en-
tirely bypassed, as edges are naturally bidirectional, satisfying Wij = Wji by
construction.

Resistive networks have been trained with equilibrium propagation [21]. More
recently, resistive networks have been trained in hardware using a modified
version of coupled learning (a variation of CHL) [12], where the distinct learning
phases were carried out in parallel on twin circuits rather than sequentially on
the same circuit.
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CHAPTER 3

Deep learning as constrained optimization

The use of backpropagation in deep learning is today ubiquitous. However, the
degree of synchronization between layers during the forward and backward pass
and the need to compute derivatives of nonlinearities makes it impractical for
some alternative compute paradigms. In this chapter, we will look at supervised
end-to-end credit assignment through the lens of constrained optimization.
First, in section 3.1, we look at two derivations of backpropagation in artificial
neural networks. In section 3.2, we look at local alternatives to backpropagation
based on the concept of energy minimization.

3.1 Two views on backpropagation
We consider the problem of learning the parameters of a deep feedforward
neural network from a dataset (X,Y ). For brevity, we use x and y to denote an
arbitrary data point from this dataset. We consider a multi-layer perceptron
with layerwise state-vectors s0 = x, al = Wl−1sl−1 and sl = fl(al−1) for
1 ≤ l ≤ L, where fl is an elementwise activation function. We denote the
number of states in a layer l as dl, such that sl ∈ Rdl . The goal is to learn
parameters W = {W dl+1×dl

l }L−1
l=0 that minimize a loss function ℓ(sL, y).
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Chapter 3 Deep learning as constrained optimization

Note that although we here consider backpropagation in the context of
feedforward networks, it can also be applied to recurrent neural networks by
unrolling the temporal dynamics [23].

Using the chain rule
We find it convenient to use denominator layout, which means ∂ℓ/∂al and
∂ℓ/∂Wl will have the same shape as al and Wl respectively (in numerator
layout, the dimensions would be transposed). The use of denominator layout
also means that we must write the chain rule in opposite order from what is done
in single variable calculus (e.g. ∂p(q(x))

∂x = ∂q
∂x

∂p
∂q rather than ∂p(q(x))

∂x = ∂p
∂q

∂q
∂x .

The goal here is to derive the gradient of the loss by repeatedly applying
the chain rule.

min
W

ℓ(sL(W,x), y), where for k = 1, ..., L sl = fl(Wl−1sl−1) (P1)

For simplicity, we consider a single data point and do not limit ourselves to a
specific loss function.

It is convenient first to find the expression for the partial derivatives of the
preactivations ∂ℓ∂al of each layer in the network. In the following ⊙ is used
to denote partial derivatives.

∂ℓ
∂aL

= ∂sL

∂aL

∂ℓ
∂sL

= f ′
L(aL)⊙ ℓ′

:= δL

(3.1)

When computing the partial derivative for the preceding layer, L− 1, we reuse
that we already computed the partial derivative with respect to aL.

∂ℓ
∂aL−1

= ∂sL−1
∂aL−1

∂aL

∂sL−1
∂sL

∂aL

∂ℓ
∂sL︸ ︷︷ ︸

δL

= f ′
L−1(aL−1)⊙ (WL−1)⊤δL

:= δL−1

(3.2)

We note that each time we go one step further backward, we reuse the partial
derivatives computed at the previous layer, yielding the recursive relation.

δl := ∂ℓ
∂al

= f ′
l (al)⊙W⊤

l δl+1 (3.3)

Finally, applying the chain rule one step further through the linear transfor-
mation al+1 = Wlsl gives

∂ℓ
∂Wl

= ∂al+1
∂Wl

∂ℓ
∂al+1

= δl+1s
⊤
l . (3.4)
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3.1 Two views on backpropagation

The computational graph of backprop is illustrated in the cartoon in Fig 3.1.
The states are computed in a sequential manner, with different operations
used in the forward (matrix multiplication using the weights and elementwise
nonlinearities) and backward pass (matrix multiplication using the transposed
weights and elementwise multiplication by the derivative of the activation
function). Note that the preactivations al = Wl−1sl−1 are reused during the
backward pass. While the weights Wl transport activity in the forward pass,
in the backward pass the transpose of the weights W⊤

l transport error vectors
δl+1. This is the classical example of the weight transport problem mentioned
in section 2.3. This synchronized order of operations, the different types of
operations carried out in the two phases, and the sharing of weights and
preactivations across the forward and the backward pass make implementing
backpropagation directly in physical hardware challenging.

Backpropagation in quantized neural networks

A common strategy for reducing the computational cost of running neural
networks on digital hardware is to quantize weights and/or activities. For both
activities and weights, this can be achieved by employing a quantized activation
function such as the sign function (note that weights usually do not have
activation functions). Incorporating discrete activation functions can speed up
inference significantly, as multiplication operations can be replaced by addition
and subtraction operations. The downside is that vanilla backpropagation
won’t work as the gradient of the sign function is either zero or infinity (at the
origin). Paper B deals specifically with the case where weights are binarized to
{-1, 1} and presents a principled way that permits error signals to flow through
the quantizing activation function.

The Lagrangian method
An alternative approach to deriving the state and weight updates of backpropagation-
based training is to employ the method of Lagrange multipliers [24]. This
method frames problem P1 as a constrained optimization problem where the
behavior of the network (in this case, nonlinear feedforward connectivity) is
enforced via a set of equality constraints.

min
W

ℓ(sL(W,x), y), s.t. sl = fl(Wl−1sl−1) ∀l ∈ {1, 2, . . . , L} (P2)
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Chapter 3 Deep learning as constrained optimization

…
…

Figure 3.1: A cartoon of the forward and backward pass through the last two
layers of a deep neural network. In the forward pass (green), activity is
propagated through matrix multiplication and elementwise nonlineari-
ties. In the backward pass, errors are propagated backward through
the layers via the transpose of the weights (red). The preactivations
al = Wl−1sl−1 are reused during the backward pass in order to evaluate
the derivative of the activation function, which is multiplied onto the
backpropagated signal elementwise.
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3.1 Two views on backpropagation

The method of Lagrange multipliers turns this constrained optimization prob-
lem into an unconstrained problem by constructing a new objective L in which
the constraints are baked in.

L(W, s, δ) = ℓ(sL) +
L∑

l=1
λ⊤

l (sl − fl(Wl−1sl−1))

Forward and backward dynamics follow from stationarity of L.

∂L
∂λl

= 0⇒ sl = fl(Wl−1sl−1) (3.5)

∂L
∂sl

= 0⇒ λl = W⊤
l λl+1 ⊙ f ′

l (Wl−1sl−1) (3.6)

∂L
∂Wl

= (λl+1 ⊙ f ′
l+1(Wlsl))s⊤

l (3.7)

This gives the same weight updates as the chain rule (with λl+1⊙f ′
l+1(Wlsl) =

δl).

Regarding the synchronicity of backprop

It is worth noting that the Lagrangian perspective does not impose a particular
order of operations. Although the most efficient way (at least on digital
hardware) is to compute the states and the weight updates via a forward pass
through the layers followed by a backward pass, it is not the only feasible
schedule. It is straightforward to verify that even choosing the update sequence
at which {sl, δl} is updated at random will result in the desired final states,
assuming sufficiently many updates are made, though such an algorithm strictly
speaking would not be what is typically understood by backpropagation. This
can be understood from the fact that the computational graph shown in
Fig 3.1 has no loops. Consequently, information only flows in one direction
in this unfolded graph. This is exploited in the included paper D, which
presents a derivation of the dual propagation algorithm, which can be viewed
as a reparametrization of this Lagrangian formulation of backpropagation. A
benefit of this particular reparametrization is that it not only avoids the need
for strict synchronization but also avoids the need to compute the derivative
of the activation function, which is required in backpropagation.
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Chapter 3 Deep learning as constrained optimization

E(s,W)

s* y activity

(a) Before training

E(s,W)

s* y activity

(b) During training

E(s,W)

activitys*≈y

(c) After training

Figure 3.2: A simple scalar example of EBM training. During training the parame-
ters W are adjusted such that the minimum corresponds to the target
y.

3.2 Energy based models

An alternative perspective on neural network inference and training is based
on the concept of energy-based models (EBMs). In an EBM a network is
characterized by a scalar potential E(s,W ), which is a function of a state
vector s and an adjacency matrix of learnable weights W . Unlike the previous
section, we do not explicitly assume a layered architecture here (but layers can
be introduced by enforcing a particular block sparsity in W ). The minima of
the energy with respect to the states are interpreted as memories or predictions.
Figure 3.2 illustrates how an EBM is trained by reshaping the energy landscape
of E(s,W ) by adjusting W in such a way that the minima correspond to
desired memories/predictions. This type of model was pioneered by, among
others [25]and [26] and builds on prior work on the Ising model. These models
are typically referred to as associative memory or Hopfield models. The energy
function optimized in [27] and [28] is

EHopfield(s,W ) = G(s)− 1
2s

⊤Ws, where ∇sG(s) = f−1(s). (3.8)

It is possible to train such models to perform predictions by injecting a teaching
signal into a subset of units. Next, we will consider two different approaches to
supervised training, namely variations of contrastive Hebbian learning (CHL)
and lifted neural networks.
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3.2 Energy based models

Figure 3.3: In contrastive Hebbian learning, states are inferred twice, once with out-
put neurons (yellow) clamped to a target vector (the positive/clamped
phase) and once without clamping (the negative/free phase). The in-
put neurons (red) are clamped during both phases, and the remaining
neurons (green) are minimizers of the network potential E. Left: A
layered network. Right: A densely connected network.

Contrastive Hebbian learning

Contrastive Hebbian learning is a method of training neural networks by
contrasting neural states subject to different perturbations [28]. Traditionally
this is done by designating a subset of input neurons and a subset of output
neurons. Figure 3.3 displays this setup for a layered and a densely connected
network, with input units in red, output units in yellow, and hidden units in
green. During the first phase of training, the positive or clamped phase, the
input units are clamped to some input x (for example, an image), while the
output units are clamped to a corresponding label y. The remaining neural
activations are inferred by minimizing the energy E. During the subsequent
negative/free phase, the output units are no longer clamped and all but the
input units are inferred by minimizing the energy.

Following [28] contrastive Hebbian learning has been revisited in a number
of works, mainly differing in terms of the boundary conditions imposed on the
output neurons (the yellow neurons in figure 3.3), and the structure of the
weight matrix W .
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Chapter 3 Deep learning as constrained optimization

CHL with layerwise discounting

In [29], it was shown that CHL approximates backpropagation in feedforward
models when applied to a recurrent model with weak feedback. This is achieved
by adding layerwise discounting factors to the network potential. The use of
weak feedback makes the teaching signal prone to vanishing in deeper networks
due to the finite numerical precision of digital computers. In noisy (e.g., analog
electronic) circuits, the weak feedback requirement is particularly problematic,
as the teaching signal may drown out in noise. The model explored in paper A
is an instance of contrastive Hebbian learning with layerwise discounting, but
employs a different energy function than the model of [29].

Equilibrium propagation

Rather than clamping output neurons during the positive phase equilibrium
propagation (EP) [30] nudges the output neurons by adding a term βℓ(s, y)
to the network potential. EP is typically applied to symmetric Hopfield
models but has been applied to feedforward models [31], nonlinear resistive
networks [22] and spiking neural networks [32]. In the limit of β → 0, equilib-
rium propagation’s weight updates correspond to gradient descent on ℓ(s(θ), y).
Followup works on equilibrium propagation has explored continual weight
updates [33], reducing gradient estimator bias [34] and improving robustness
to strong nudging through the use of complex-valued neurons [35].

Coupled learning

Coupled learning (CpL) [36] also employs weak feedback, but goes about it
in a different manner. Whereas CHL [28] fixes output units to the target
vector y and EP nudges them towards lower loss, CpL first infers the free
states and then clamps the output units to a convex combination of the free
solution and the target vector. CpL has been successfully implemented in
small-scale physical circuits [12], but the resulting gradient estimate lacks the
strong theoretical guarantees of EP [37].

Deriving CHL and EP using the optimal value reformulation
In the following, we will show a simple method for deriving equilibrium
propagation and contrastive Hebbian learning based on a particular refor-
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3.2 Energy based models

mulation of an inequality constraint, called the optimal value reformulation
(OVR) [38]. The core idea is that s = arg min′

s E(s′) is equivalent to the
constraint E(s) ≤ mins′E(s′) since the inequality constraint is only satisfied
when s actually is the minimizer of E. Using the optimal value reformulation,
contrastive Hebbian learning and equilibrium propagation can be derived in a
very concise manner [39], without specifying the underlying energy E(s,W ),
loss function ℓ(s, y) or connectivity W .

min
W

ℓ(s, y) s.t. s = arg min
s′

E(s′,W ) (P3)

Renaming the variable s as s+ and using the optimal value reformulation, this
can be rewritten in a more malleable form. The optimal value reformulation
replaces the constraint s = arg mins0 E(s0,W ) by the equivalent constraint
E(s,W ) ≤ mins0 E(s0,W ).

⇔ min
W

ℓ(s+, y) s.t. E(s+,W ) ≤ min
s0

E(s0,W ). (3.9)

We then proceed to enforce the constraint through a penalty term, weighted
by a scaling factor 1/β. The penalty term will always be non-negative since
E(s+,W ) ≥ mins0 E(s0,W ) by construction.

min
W

(
min
s+

(
ℓ(s+, y) + 1

βE(s+,W )
)
−min

s0

1
βE(s0,W )

)
(3.10)

Multiplying by β and rewriting −mins0 E(s0,W ) as maxs0 −E(s0,W ) yields

min
W

min
s+

max
s0

(
βℓ(s+, y) + E(s+,W )− E(s0.W )

)
(3.11)

This formulation recovers Contrastive Hebbian learning in the limit β →∞
(the output neurons effectively become clamped) and recovers equilibrium
propagation in the limit β → 0 (the output units receive an infinitesimal
nudge). Coupled learning, being more of a heuristic method, does not fit neatly
into this formulation due to the way the loss is computed in terms of both s0

and s+ during the nudged phase: ℓ(s+, αy + (1− α)s0), where α ∈ [0, 1].

Lifted neural networks
Lifted neural networks also seek to optimize an objective subject to constraints
on the neural states. Lifted networks typically assume a layered architecture
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Chapter 3 Deep learning as constrained optimization

and employ quadratic energies rather than the Hopfield energies typically
employed in contrastive Hebbian learning. In the following, we return to the
overloaded notation where subscript l denotes the layer index.

min
W

ℓ(sL(W,x), y), s.t. sl = arg min
sl

El(sl, sl−1, θl−1)) ∀l ∈ {1, 2, . . . , L}

(P4)

Rather than dealing with this constrained optimization problem, an uncon-
strained optimization problem is constructed by enforcing the constraints via
penalty terms.

min
W

min
s
ℓ(sL) + 1

β

L∑
l=1

El(sl, sl−1,Wl−1) (3.12)

This formulation of neural network training was first proposed by Carreira-
Perpinan & Wang in [40], where it was referred to as the method of auxiliary
coordinates (MAC). The inner problem can be solved using gradient descent,
exact coordinate descent, or even off-the-shelf solvers. The potential employed
in [40] is

EMAC
l (sl, sl−1,Wl−1) = 1

2 ||sl − fl(Wl−1sl−1)||22 (3.13)

Since then, a number of works, sometimes referred to as lifted neural networks,
employing similar objectives have been proposed. Alternating minimization
(AM) [41], differs in that the inner optimization is not carried out with respect
to activations but rather with respect to preactivations al (defined through
sl = fl(al)), by employing

EAM
l (sl, al−1,Wl−1) = 1

2 ||al −Wl−1fl−1(al−1)||22 (3.14)

In a parallel line of research, motivated by biological plausibility, training
predictive coding networks in a layered model also corresponds to solving
problem 3.12 while employing the potential given by Eq 3.14. This connection
has previously been highlighted in [39].

The appearance of the activation function in equation 3.13 and equation 3.14
has the disadvantage that inference dynamics will involve the derivative of
the activation function, which, depending on the inference method can lead to
slow convergence, while also being problematic from the perspective of analog
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3.2 Energy based models

amenability and biological plausibility. An alternative approach is to express
the energy purely in terms of activity s (as opposed to in terms of both s

and a) and add non-negativity constraints. This formulation is based on an
interpretation of the ReLU nonlinearity as a proximal operator [42].

Eprox
l (sl, sl−1,Wl−1) = 1

2 ||sl −Wl−1sl−1||22 + I(sl)≥0 (3.15)

Here I(sl)≥0 is an indicator function, which has value ∞ if any element of sl

is negative and zero otherwise. This imposes a hard projection to the non-
negative real numbers Rdl

0 when updating the states, resulting in ReLU-type
neurons. A restriction of this formulation is that it limits the networks to ReLU
units (or with a slight modification to hard sigmoid units). Equation 3.15 is
the energy function used in paper A.

Lifted learning as CHL The lifted formulation can be seen as a special case of
contrastive Hebbian learning in a layered feedforward network with quadratic
layerwise energies El [31]. In this setting, the energy of the free phase is always
exactly zero, making equation 3.11 equivalent to equation 3.12.
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CHAPTER 4

Dyadic learning

Contrastive Hebbian learning (including the variant explored in paper A)
relies on two sequential inference phases, layerwise discounting and requires
multiple neural state updates in order for inference to converge. Motivated by
these limitations, the paper C and D proposes a local learning algorithm, dual
propagation, for training feedforward models based on dyadic neurons (neurons
with two internal states). Dual propagation propagates errors and activities
simultaneously (hence the name) and inference converges rapidly. However, the
underlying models are qualitatively different (CHL is for symmetric Hopfield
models and DP is for feedforward models).

Paper E provides a general framework that bridges the gap between these
algorithms. Starting from neuron-level energy-based constraints we derive a
contrastive learning objective, which does assume a particular connectivity
(beyond a lack of self-connections). When we specialize to Hopfield models and
restrict the connectivity, this dyadic learning framework recovers as special
cases equilibrium propagation in symmetric Hopfield models, dual propagation
in feedforward models, and a class of inherently robust Lipschitz-1 models
when the underlying connectivity is chosen to be a skew-symmetric.
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Chapter 4 Dyadic learning

4.1 Derivation via the optimal value reformulation
The following is a condensed version of the derivation of the dyadic learning
objective found in the appendix of paper E. Our starting point is the following
constrained optimization problem.

min
W

ℓ(s, y) s.t. ∀ k sk = arg min
s′

k

Ek(s′
k, s\k,Wk,\k) (P5)

This problem states that we wish to optimize some training loss ℓ(s, y) subject
to the constraint that each individual neuron sk is the minimizer of an energy
Ek, which we assume has a unique minimizer. Ek takes as arguments sk, all
the other neurons s\k (s with the k-th element removed) and the synaptic
connections between sk and s\k denoted by Wk,\k (The k-th row of W with
the k-th element removed). For brevity, the weight argument is omitted
in the following. Next we introduce new variables s+ and s− and define
s̄ := 1

2 (s+ + s−) and rewrite the problem as

min
W

min
s+

max
s−

1
2ℓ(s

+, y) + 1
2ℓ(s

−, y)

s.t. ∀ k
{
s+

k = arg mins′
k
Ek(s′

k, s̄\k)
s−

k = arg mins′
k
Ek(s′

k, s̄\k)

(4.1)

This reparametrization might look a little strange, but since Ek is has a
unique minimizer and we are enforcing that s+

k and s−
k are minimizers of

Ek, then problem 4.1 remains equivalent to problem P5. The benefit of this
reparametrization is that we can now apply the optimal value reformulation
(twice), which makes it possible to construct penalizers.

min
W

min
s+

max
s−

1
2ℓ(s

+, y) + 1
2ℓ(s

−, y)

s.t. ∀ k
{
Ek(s+

k , s̄/k) ≤ mins′
k
Ek(s′

k, s̄/k)
Ek(s−

k , s̄/k) ≤ mins′
k
Ek(s′

k, s̄/k)

(4.2)

In much the same way as when going from Eq P3 to Eq 3.11 in the previous
chapter, we now turn the constrained optimization problem into an uncon-
strained one by approximately enforcing the constraints via penalty terms
weighted by 1/β > 0. As usual, the constraints are strictly satisfied in the
limit β → 0. Since we are minimizing with respect to s+ and maximizing with
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4.2 Specializing to a Hopfield-like energy

regard to s−, the penalty terms have opposite signs, which means the terms
involving s′

k cancel out. This leads us to the dyadic learning objective.

min
W

min
s+

max
s−

1
2ℓ(s

+, y) + 1
2ℓ(s

−, y) + 1
β

∑
k

(
Ek(s+

k , s̄/k)− Ek(s−
k , s̄/k)

)
(4.3)

This objective is a generalization of the dual propagation objective from paper C
and D. However, unlike the dual propagation objective, this objective does not
assume a particular energy function or connectivity.

4.2 Specializing to a Hopfield-like energy
We consider a particular kind of Hopfield-like energy given by

Ek(sk, s\k) = G(sk)− skWk\ks\k − skθ0,kx (4.4)

The first term G as usual determines the activation function through ∇sG(s) =
f−1(s). The second term denotes interactions between sk and the other neurons,
and the last term denotes interactions between sk and a set of static inputs
x. This objective resembles a classical continuous Hopfield model but has a
notable difference. At equilibrium, this energy satisfies

s = f(Ws+ θ0x), (4.5)

whereas the traditional Hopfield energy (EHopfield(x, s,W, θ0) = G(s)− 1
2s

⊤Ws−
s⊤θ0x), satisfies

s = f( 1
2 (W +W⊤)s+ θ0x). (4.6)

The appearance of 1
2 (W+W⊤) means that CHL and EP only use the symmetric

part of the weight matrix1, whereas this dyadic objective allows us to train
models with symmetric, feedforward, skew-symmetric, and general asymmetric
connectivity (as long as Wii = 0). This is a benefit as symmetric connectivity
introduces the weight transport problem and can be difficult to realize in
physical hardware2. Of course, if W = W⊤, then we get the same behavior as

1Since we know that: W = 1
2 (W + W ⊤)︸ ︷︷ ︸

symmetric

+ 1
2 (W − W ⊤)︸ ︷︷ ︸

skew−symmetric
2The exception being the resistive networks mentioned in Chapter 2.4.

27



Chapter 4 Dyadic learning

CHL and EP. With this choice of energy equation 4.3 becomes

min
{W,θ0}

min
s+

max
s−

1
2ℓ(s

+, y) + 1
2ℓ(s

−, y)

+ 1
β

(
G(s+)−G(s−)− (s+ − s−)⊤(Ws̄+ θ0x)

)
.

(4.7)

Introducing a concatenated total state-vector
(

s+

s−

)
Eq. 4.3 can be rewritten

as.

min
W,θ0

min
s+

max
s−

1
2ℓ(s

+, y) + 1
2ℓ(s

−, y)

+ 1
β

(
G(s+)−G(s−)− (s+ − s−)⊤θ0x

− 1
4

(
s+

s−

)⊤(
W +W⊤ W −W⊤

−W +W⊤ −W −W⊤

)
︸ ︷︷ ︸

W(W )

(
s+

s−

))
.

(4.8)

It is interesting that regardless of the structure of W , the parametrized con-
trastive weight matrix W(W ) is always symmetric. However, the underlying
structure of W does have a profound impact on both the training and inference
dynamics of the resulting model.

Structured weights
In the absence of a teaching signal (or equivalently in the limit β → 0) we
get s+ = s−, which means terms involving W⊤ cancel out, and the resulting
dynamics satisfy Eq 4.5 at equilibrium. The exact structure of W determines
whether the model has layers and what kind of feedback it employs (if any).
In the following we will briefly discuss the most interesting cases, which are
skew-symmetric, feedforward and symmetric connectivity. Each of these cases
are illustrated in Fig 4.1. Layers are imposed via block-sparsity.

Symmetric weights

In the case of symmetric W (illustrated in Fig. 4.1a), then 1
2 (W +W⊤) = W

and 1
2 (W −W⊤) = 0. This means the blocks governing interactions between

s+ and s− vanish from the objective, making it possible to carry out the
minimization with respect to s+ and the maximization with respect to s−
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4.2 Specializing to a Hopfield-like energy

(a) Symmetric (b) Feedforward (c) Skew-symmetric

Figure 4.1: Examples of differently structured adjacency matrices of a simple three-
layer model with three neurons per layer. Entries below the main
diagonal correspond to bottom-up/feedforward connections (layer 1
to layer 2 and layer 2 to layer 3. Entries above the main diagonal
correspond to top-down/feedback connections (layer 2 to layer 1 and
layer 3 to layer 2).

separately. This objective and the resulting dynamics correspond to equilibrium
propagation in a continuous Hopfield model.

Lower triangular weights

If W is lower triangular (illustrated in Fig. 4.1b), then the dynamics correspond
exactly to dual propagation applied to a feedforward model. In this model,
the mean of neurons’ two internal states (s+ and s−) is propagated forward
through W , and the difference is propagated backward through W⊤. You can
think of the feedforward model as a special kind of Hopfield model with lower
triangular connectivity.

Skew-symmetric weights

If W is skew-symmetric (illustrated in Fig. 4.1c), then 1
2 (W + W⊤) = 0

and 1
2 (W −W⊤) = W . This means that we end up with a bipartite graph

where elements of s+ only interact directly with elements of s− and vice
versa. In general, this means that one has to infer both the s+ and s−

states simultaneously. However, in the case of a layered network (achieved by
introducing a particular block sparsity into W ), then the training dynamics
decouple into one min-max problem over odd layers of s+ and even layers
of s− and another min-max problem over even layers of s+ and odd layers
of s−. This allows training to be carried out in two sequential phases using
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Chapter 4 Dyadic learning

the same physical hardware. This is similar to equilibrium propagation but
differs as each phase is a min-max problem rather than a pure minimization
problem. As shown in paper E this model has the remarkable property that
the dynamics of the hidden layers are Lipschitz-1, giving it a degree of inherent
robustness to perturbations.

A good intuition for this model’s inherent stability is to think of each pair
of neurons as a negative feedback system3. Intuitively, if neuron A is exciting
neuron B, then neuron B will inhibit neuron A, effectively tempering the degree
to which A excites B.

Interpolating between the three structured cases

It is possible to smoothly interpolate between all three of the structured cases
by parametrizing W in terms of a lower triangular matrix θ and a scalar
parameter λ ∈ [0, 1]. Defining Wλ := θ− θ⊤ + 2λθ⊤. If λ = 0, then Wλ will be
skew-symmetric, if λ = 1 then Wλ will be symmetric, and if λ = 1/2 then Wλ

will be lower triangular, giving rise to a feedforward model. Figure 4.1 shows
the three extreme cases (fully skew-symmetric, lower-triangular (feedforward),
and symmetric). The use of this interpolation property is discussed in the
future works section of chaper 6.

Arbitrarily connected weights

In the most general case, we place no restrictions on W (apart from not having
self-connections). In this case, the dyadic neurons will propagate the differences
in their internal states through the network via the transposed weight matrix
W⊤ and the mean through W . This is somewhat similar to the case of lower
triangular W discussed above. However, in that setting, errors/differences only
flow down through the layers, and activities/means only flow up, whereas in
the unstructured setting, errors and activities flow in both directions.

4.3 Chapter summary
In this chapter, we have shown how to derive a training objective by reparametriz-
ing and relaxing the initial neural network training problem. By altering the
network’s connectivity, the dyadic learning framework encompasses equilibrium

3In control systems negative feedback is often used to improve the stability of a system.
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4.3 Chapter summary

propagation and dual propagation-based training as special cases in Hopfield
and feedforward models respectively. Furthermore, the dyadic learning frame-
work opens the door to training asymmetric (including skew-symmetric) models.
There are a number of ways to build upon this, including exploring robust
skew-symmetric models for noisy analog hardware, more biologically plausible
asymmetric synaptic connectivity, and new choices of energy functions. We
will discuss some of these directions in chapter 6.

31





CHAPTER 5

Summary of included papers

This chapter provides a summary of the included papers.

5.1 Paper A
R. Høier and C. Zach
Lifted Regression/Reconstruction Networks
Proceedings of the British Machine Vision Conference 2020.
Copyright © remains with the authors.

We propose a new neural network model, in which each pair of adjacent
layers behave like an auto-encoder, simultaneously performing regression and
reconstruction. The model employs quadratic penalty terms as network energy
similar to many lifted networks and predictive coding networks, but learning
is implemented running inference twice under different boundary conditions as
in contrastive Hebbian learning. When constraining the reconstruction weights
to be identical to the regression weights the network has Lipschitz-1 hidden
layers by construction. This is a useful property with regards to robustness to
perturbations (e.g. noise or adversarial perturbations).
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Chapter 5 Summary of included papers

5.2 Paper B
H. Le, R. Høier, C.T. Lin and C. Zach
AdaSTE: An Adaptive Straight-Through Estimator to Train Binary
Neural Networks
The IEEE/CVF Conference on Computer Vision and Pattern Recognition
2022.
Copyright © remains with the authors.

Employing binary ({-1,1}) weights in neural networks, allows replacing
costly Floating point multiplication with addition/subtraction. This makes
the training of quantized neural networks an attractive near term avenue for
addressing the high energy costs of running AI systems on existing digital
hardware. However, this requires modifying the learning rules as quantizing
functions (such as the sign function) have zero valued derivatives almost
everywhere. Here we consider binary neural network training through the lense
of constrained optimization and optimize the networks loss function subject
to the constraint that the weights must be binary. By relaxing this problem
appropriately we arrive at a gradient estimator that conditionally ignores the
derivative of the activation function. The resulting gradient estimator is based
on directional finite differences with an adaptive choice of spacing. This allows
informative gradients to flow through the sign function, and helps the network
to retain plasticity.

5.3 Paper C
R. Høier, D. Staudt and C. Zach
Dual Propagation: Accelerating Contrastive Hebbian Learning with
Dyadic Neurons
International Conference on Machine Learning 2023.
Copyright © remains with the authors .

Inspired by lifted neural networks and compartmental neuron models we
propose a variant of contrastive Hebbian learning in which each neuron is a
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5.4 Paper D

dyad with two internal states. Having two states permits neurons to simulta-
neously propagate activity and error signals and facilitates approximating the
gradients computed by backpropagation. The resulting single-phased algorithm
essentially braids the two phases of traditional contrastive Hebbian learning
into a single phase, which radically reduces the number of iterations required
during simulations. A variety of different inference schedules are shown to
work well on MNIST and FashionMNIST, including one where the order in
which neuron states are updated is chosen at random. Using the most efficient
inference schedule the algorithm is benchmarked on convolutional networks
and the CIFAR10, CIFAR100 and ImageNet32x32 datasets, where it is shown
to outperform state-of-the-art biologically inspired learning algorithms.

5.4 Paper D

R. Høier and C. Zach
Two Tales of Single-Phase Contrastive Hebbian Learning
International Conference on Machine Learning 2024.
Copyright © remains with the authors .

Optimizing the dual propagation objective has been shown to approximate
backpropagation in the previous paper, but a rigorous derivation of the objec-
tive was missing. Here we show how to derive the dual propagation objective,
using relaxations of the optimal value reformulation, and how to derive a new
variation of dual propagation, using a reparametrization of the Lagrangian
associated with the training problem (P2). Whereas the original dual propaga-
tion required a certain hyper parameter governing the feedback nudging signal
arriving at each layer to be α = 1/2 the new variant avoids such a requirement.
We show experimentally that asymmetric nudging (α = 0) permits using a
stronger teaching signal. This may be critical when training on noisy compute
substrates where a weak teaching signal will drown out in noise.
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Chapter 5 Summary of included papers

5.5 Paper E
R. Høier, K. Kalinin, M. Ernoult and C. Zach
Dyadic Learning In Recurrent and Feedforward Models
Machine Learning with New Compute Paradigms.
Copyright © remains with the authors .

We propose a framework for training arbitrarily connected Hopfield models.
The paper focuses on a specific parametrization of the connectivity, which per-
mits smoothly interpolating between symmetric Hopfield models, feedforward
models and skew-symmetric Hopfield models. The framework encompasses
as special cases the known training algorithms equilibrium propagation (on
Hopfield models) and dual propagation (on feed-forward models). The skew-
symmetric setting is particularly interesting as it is Lipschitz-1 (and hence
robust to perturbations) by construction. The skew-symmetric model is further
motivated by draswing parallels to negative feedback loops, which are widely
used for their stabilizing effects.
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CHAPTER 6

Concluding Remarks and Future Work

6.1 Conclusion

There is an interesting dependence between research on neural network learn-
ing algorithms and the hardware available for deploying and training neural
networks. Which algorithmic innovations seem worthwhile to pursue is highly
dependent on the assumptions one makes about future hardware and vice
versa.

The main underlying motivation behind the research presented here is that
there will be a space for analog and/or optical hardware accelerators in the AI
compute landscape of the future. This will necessitate learning algorithms that
do not rely on exact knowledge of activation functions and their derivatives,
and which require little to no inter-neuron synchronization. A secondary but
persistent motivation throughout this research project has been to develop less
implausible (from a biological point of view) learning algorithms.

In papers A, C, D and E, we have developed learning algorithms which have
these characteristics. In a sense, the research project comes full circle with
the last paper (E, as the dyadic learning framework generalizes the algorithm
developed in C and D to arbitrarily connected architectures, one of which has
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Chapter 6 Concluding Remarks and Future Work

a similar Lipschitz-1 property to that of the LRRN model of paper A, while
being significantly easier to simulate.

Paper B is a bit of an outlier compared to the other four papers as it focuses
on reducing the compute footprint of existing digital hardware by training
neural networks with binary weights. However, in terms of methods, the
general approach of reformulating and relaxing a constrained optimization
problem is shared with the other papers.

6.2 Future work

General asymmetric Hopfield networks

In feedforward networks, the weight transport problem has been addressed
by variations of feedback alignment [14]. However, feedforward models are
unrealistic as models of biological learning as they are entirely driven by
bottom-up connections during the forward pass and entirely driven by top-
down connections during the backward pass. In contrast biological circuits
do not exhibit such a strict separation between feedforward and feedback
processing. Indeed, both feedforward and feedback processing are believed to
play important roles in vision and overlap temporally [43].

Contrastive Hebbian learning and equilibrium propagation do employ feed-
back connections, but also impose strictly symmetric connectivity, which is
also biologically implausible. In contrast, in the general formulation of dyadic
learning (when the weights are not parametrized) inference is both recurrent
and avoids weight transport. However, the weight transport problem does
appear at training time, as means of activities are transported through the
weights, and differences are transported through the transpose of the weights.

A step towards a more biologically plausible learning algorithm would be to
take inspiration from feedback alignment and replace the weight transpose in
the dynamics of dyadic learning with a distinct weight matrix. An appealing
aspect of this approach is that unlike efforts to make CHL and EP [16], [44]
avoid weight transport, this modification only affects training dynamics (leaving
inference dynamics completely unchanged).
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6.2 Future work

Skew-symmetric resistive networks
The skew-symmetric Hopfield model’s inherent robustness to perturbations
makes it an interesting algorithm for training neural networks in noisy analog
hardware. Dyadic learning using a skew-symmetric Hopfield model should
permit a strong gain on the teaching signal, which is necessary to prevent
the teaching signal from drowning out in noise. As mentioned in section 2.4,
resistive networks constitute a subset of continuous Hopfield networks, so it is
natural to wonder if one could adapt the skew-symmetric model to the setting
of resistive networks where circuit noise is a real challenge. An electrical
component called a gyrator may be useful for modeling such skew-symmetric
connectivity in analog hardware (J. Kendall, personal communication, Novem-
ber 2024). It is likely that exact skew-symmetry will be hard to enforce in
physical hardware due to device non-idealities. Consequently, exploring the
impact of non-idealities on the robustness properties is a natural auxiliary
research question.

Homotopy methods for faster training of (skew-)symmetric
Hopfield models
Simulating the training of symmetric and skew-symmetric Hopfield models is
time-consuming as inference requires tens or hundreds of iterations to converge
(and must be repeated twice). Furthermore, initialization is crucial, and there
is less knowledge regarding how best to initialize these models than there is
for feedforward models.

The parametrized version of dyadic learning permits gradually transforming
a feedforward model (λ = 1/2) into a symmetric (λ = 1) or skew-symmetric
Hopfield model (λ = 0). This would allow us to use established best practices
for feedforward network initialization and training to decrease the training
time of Hopfield models by gradually adjusting λ. Alternatively, one could
take off-the-shelf feedforward models and gradually turn them into (skew-)
symmetric Hopfield models through fine-tuning.
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