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Abstract

Open quantum many-body systems are of both fundamental and applicational interest. However,
it remains an open challenge to simulate and solve such systems, both with state-of-the-art classical
methods and with quantum-simulation protocols. To overcome this challenge, we introduce a
simulator for open quantum many-body systems based on giant atoms, i.e. atoms (possibly
artificial), that couple to a waveguide at multiple points, which can be wavelengths apart. We first
show that a simulator consisting of two giant atoms can simulate the dynamics of two coupled
qubits, where one qubit is subject to different drive amplitudes and dissipation rates. This
simulation enables characterizing the quantum Zeno crossover in this model. We further show that
by equipping the simulator with post-selection, it becomes possible to simulate the effective
non-Hermitian Hamiltonian dynamics of the system and thereby characterize the transition from
oscillatory to non-oscillatory dynamics due to varying dissipation rates. We demonstrate and
analyze the robustness of these simulation results against noise affecting the giant atoms. Finally,
we discuss and show how giant-atom-based simulators can be scaled up for digital-analog
simulation of large open quantum many-body systems, e.g. generic dissipative spin models.

1. Introduction

Open quantum systems [ 1] have attracted much research interest for a long time. Unlike their closed
counterparts with purely coherent dynamics, these systems also display dissipative dynamics resulting from
coupling to surrounding environments. Such coupling is inevitable to some degree in realistic physical
systems; therefore, open quantum systems are important for describing realistic setups in quantum optics,
quantum chemistry, and materials science [2-5]. The interplay between coherent and dissipative dynamics in
open quantum systems enables the engineering of exotic steady states with designed interaction and
dissipation [6—14]. Furthermore, open quantum systems exhibit unique dynamics without a counterpart in
closed quantum systems, where many-body physics [15-22] and non-Hermitian topology [23—27] can be
involved to result in intriguing phenomena.

Despite the intense interest in open quantum systems, it remains an open challenge to simulate and solve
such systems when many-body interactions are present. For classical simulation methods [28—-30], there are
two main parts to this challenge: (i) the quantum many-body nature of the system makes the simulation
complexity scale exponentially with the system size and (ii) the openness means that a more extensive
description of the system state is required compared to a closed system. Quantum simulation [31-34], where
one quantum system is used to simulate another, addresses both parts of the challenge and therefore offers
the possibility to investigate open quantum many-body systems beyond the capability of classical
methods [35, 36]. However, quantum simulation of generic open quantum many-body systems requires a
simultaneously scalable and highly tunable simulator, which is not yet available. For example, scalable
simulators such as purely analog simulators using cold atoms [37-39] or trapped ions [40—47] are restricted
to the intrinsic physical models in these systems. At the same time, simulators with greater tunability, able to
simulate a larger variety of models, often require a more complicated physical setup. In particular, digital
simulators [48] of open quantum systems, e.g. using superconducting qubits, often require ancillary qubits
to mimic the environment [14, 49, 50]. Furthermore, tunable qubit-qubit and qubit-environment couplings

© 2025 The Author(s). Published by IOP Publishing Ltd
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Figure 1. A quantum simulator based on giant atoms and its basic building blocks. (a) An artistic rendition of a four-qubit
version of the quantum simulator, where superconducting transmon qubits (yellow) are coupled to a waveguide (blue). A flux line
(green; used to control the qubit frequency), and a readout resonator (pink) are coupled to each qubit. (b) Each qubit in panel (a)
couples capacitively to the waveguide at two points A and B (red dots), which are separated by a distance on the order of the
wavelength of the light propagating in the waveguide. This makes the qubit a giant (artificial) atom. (c) A sketch of a giant atom
and its tunable parameters. The coupling strengths to the waveguide (-y; and 7y, at points A and B, respectively) and the distance
Ax between the coupling points are generally fixed in fabrication. However, the flux line enables tuning the qubit transition
frequency w, and an external drive of strength {2 can be applied to the qubit through the resonator. The frequency w will in turn
set the effective relaxation rate I" of the qubit to the environment (the waveguide), as well as the strength g of its interaction with
other qubits through the waveguide.

usually require additional parametric (or otherwise tunable) couplers [51-55]. This complexity of the
physical setups impairs the scaling of such quantum simulators to larger system sizes.

To circumvent the drawbacks of existing quantum-simulation setups for open quantum systems, we here
introduce a scalable and highly tunable quantum simulator based on giant artificial atoms [56]; see figure 1.
While a traditional small (artificial) atom can be approximated as point-like when comparing its size to the
wavelength of the light it interacts with, a giant atom couples to its surroundings at multiple discrete points,
which can be wavelengths apart, as illustrated in figures 1(b) and (c). Interference effects due to having these
multiple coupling points endow giant atoms with frequency-dependent relaxation rates [57, 58] and
qubit—qubit interaction strengths [59]; tuning the frequency of a giant atom thus enables tuning several
other system parameters across a wide range of values, which is important for quantum simulation. For
example, two-qubit gates have been performed on giant atoms in the form of superconducting qubits
without additional couplers, just by tuning the frequencies of the artificial atoms [60]. In addition to these
capabilities, other fundamental properties of giant atoms have been investigated intensively in the past few
years, both in theory [61-79] and in experiments [54, 80—90]. This well-developed theoretical understanding
and experimental realization of giant atoms have prepared them for applications in quantum simulation and
other quantum technologies.

We demonstrate how a giant-atom-based quantum simulator works by starting from an example of two
giant atoms that simulate two coupled qubits, where one of the qubits is subject to both dissipation and a
coherent drive. In particular, we show that, by tuning the frequency of one of the giant atoms, our simulator
can simulate the Liouvillian dynamics of such a model at different dissipation rates and drive strengths,
which enables us to characterize the quantum Zeno crossover [91, 92] in this model. We further show that by
performing post-selection [93-95] in the giant-atom simulator, we can simulate the effective non-Hermitian
Hamiltonian dynamics of the two-qubit model. In particular, the simulator with post-selection can
characterize a transition from oscillatory to non-oscillatory dynamics in this model that occurs when varying
the ratio between the drive strength and the dissipation rate. We discuss and quantify the robustness of all
these simulation results against various possible imperfections in the quantum simulator, such as relaxation
or dephasing of the giant atoms due to interaction with some other environment than the waveguide.

Moving beyond the two-qubit example, we next show how to arrange many giant atoms in scalable
simulators capable of handling generic dissipative quantum spin systems. The key to this capability is that
single-qubit gates implemented by driving the giant atoms and two-qubit gates performed by tuning the
frequencies of the giant atoms together form a universal gate set, which can simulate any Hamiltonian
dynamics. The ability to change the coupling to the waveguide by changing the giant-atom frequencies
extends the capability of the simulator to include dissipation. We show that such giant-atom simulators have
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better scalability than conventional small-atom simulators due to simpler structures and fewer required
atoms. We also present how our giant-atom simulators can be realized in experiments with superconducting
circuits and discuss possible scaling limitations, e.g. when distances between giant atoms or their coupling
points lead to non-Markovian effects.

The rest of this article is organized as follows. In section 2, we outline the basic theory of the giant-atom
quantum simulator, showing how a Trotter—Suzuki decomposition of Liouvillian open-system dynamics can
be implemented by tuning the frequencies of giant atoms. We then move to a specific illustrative example: in
section 3, we present the model of a qubit coupled to a driven-dissipative qubit, and show its Liouvillian and
effective Hamiltonian dynamics. In section 4, we show how a simulator consisting of two giant atoms can
implement a quantum simulation of this model. In particular, we show that the giant-atom simulator can
faithfully capture the quantum Zeno crossover in the Liouvillian dynamics and the transition from oscillatory
to non-oscillatory dynamics in the effective non-Hermitian Hamiltonian dynamics of the model. We then
analyze, in section 5, the robustness of the simulation results against errors due to finite qubit lifetimes and
dephasing times at the levels seen in state-of-the-art experimental platforms. In section 6, we show how
giant-atom-based quantum simulators can be scaled to more giant atoms and that they enable simulation of
generic dissipative spin systems. We conclude in section 7 with a summary of our results and an outlook. A
few details and derivations are relegated to appendixes: appendix A gives further information about the
two-qubit model used in our illustrative example, appendix B derives non-Hermitian Hamiltonians resulting
from post-selection, appendix C gives further details about how to tune the frequencies of giant atoms in our
simulator, and appendix D discusses a few additional potential error sources for the simulator.

2. General idea for quantum simulation with giant atoms

Here we present the idea behind using giant atoms for quantum simulation of open quantum systems. We
first review how the time evolution of an open quantum system can be decomposed into sequences of short
time steps that each just implements some part of the coherent or dissipative dynamics for the system. We
then explain how two giant atoms coupled to a waveguide constitute a fundamental quantum-simulation
unit that can be controlled to realize all such steps.

The time evolution of a Markovian open quantum system is given by a Lindblad master equation
[1, 96, 97] (h =1 throughout this article)

Op=—i[H,p)+ > DX p, (1)
k

where p is the density matrix of the system, H is the system Hamiltonian, the Xj are system operators
coupling to a surrounding environment, and D[X;]p = kaXi — %Xika -1 pX}:Xk are Lindblad operators.
This equation can be written more compactly as

Op = Lp, (2)
where L is the Liouvillian, and has the solution

p(t) = exp (L1) p(0), 3)

given an initial state p(t = 0).
To simulate this time evolution generated by a generic Liouvillian £ not intrinsically present in the
simulator, a standard approach is to consider an expansion of it into parts. Writing

L=Y L (4)

j=1

where each superoperator £; generates parts of the coherent and/or dissipative dynamics in equation (1), a
first-order Trotter—Suzuki decomposition [98, 99] of the time-evolution operator becomes

1

exp (Lt) = Hexp (Lit/l)| +0 (tlz) . (5)
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Figure 2. The essential properties of a giant-atom quantum simulator. (a) A fundamental unit in such a simulator, consisting of
two giant atoms with tunable frequencies wy and drives €. The giant atoms (qubits) are coupled to the waveguide at two points
each, with a distance of Ax; ; between the coupling points; every such coupling has strength ~. (b) The waveguide-mediated
coherent coupling g between qubits, individual qubit decay rates I', and the collective decay I".o of the two qubits as a function
of frequency w = w; = w; for Ax; = 5Ax,. wo = 27 v/(Ax; + Ax,) with v being the speed of light in the waveguide, as
discussed below equation (6). Tuning the qubit frequencies wy changes all these parameters determining coherent and dissipative
dynamics, which enables quantum simulation of different parameter regimes. In particular, when w = wpr := 2.5wy, a
decoherence-free coupling g = gy := 0.5+ is achieved between the qubits.

Given that we divide the time evolution into enough steps ! that the error becomes negligible, the task of
simulating a many-body Liouvillian £ is thus reduced to simulating simpler components £; acting on
few-body subspaces (assuming that the Liouvillian is local). Notably, for an open quantum system, this
decomposition enables us to separate the dissipative and coherent dynamics in £. By adjusting the lengths of
the time steps associated with each part, we can thus change their relative strengths and study the
competition between these components in the dynamics, which is one of the main directions of the study of
open quantum systems [5].

The major challenge for implementing a quantum simulator relying on equation (5) is being able to turn
the different components £; on and off without too much overhead in resources such as ancillary qubits or
complicated tunable coupling elements between qubits and some environment. The essential property of a
giant-atom quantum simulator is that it overcomes this challenge by being able to turn on and off coherent
and dissipative dynamics for its components solely by tuning the frequencies of its qubits, without the need
for extra coupling elements.

This key functionality of giant atoms can be fully explained by considering the setup shown in
figure 2(a). In this setup, two giant atoms are coupled to a waveguide at two points each in a ‘braided’
topology, i.e. with one coupling point of each atom located in between the coupling points of the other atom.
Tracing out the waveguide degrees of freedom by assuming Markovianity and viewing each atom as a
two-level system (a qubit), the master equation for the atomic degrees of freedom is [59]

z

z
Bup = —i wl% +w2% +g(wi,w) (o0F oy +Hee) + Q) () 07+ (1) ag,p} +Ty (w) Doy ] p

+F2 (WZ)D [0-2_] p+Fcoll ((Ul,(U2) [(01_/)0;_ - % {Uro-z_ap}> +HC:| ) (6)
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where wy is the transition frequency of qubit k, of (%) is the Pauli Z (X) matrix of qubit k, a,f (0 ) is the
raising (lowering) operator of qubit k, () is the strength of the coherent drive on qubit k, g is the strength of
the effective coherent coupling between the qubits mediated by the waveguide, Iy is the individual decay rate
of qubit k, 'y is the collective decay rate of the qubits, and H.c. denotes Hermitian conjugate. We note that
since the driving will not influence the qubit-waveguide coupling nor the waveguide, the Markovian
assumption remains valid, allowing us to write down the master equation [100].

The interference between emission from different coupling points in the giant atoms makes g, I';, and
I'con functions of the qubit frequencies. An example of how these frequency dependencies can look is given in
figure 2(b). There, we have set w; = w, = w, assumed equal coupling strengths  at every coupling point,
defined distances Ax; and Ax, between coupling points as shown in figure 2(a) and set Ax; = 5Ax,, and
defined wy = 27 v/(Ax; + Ax,) with v the speed of light in the waveguide. In particular, these settings yield
Ti(wi) = 2[1 + cos (2mwy/wp)]. We observe that there is a point wpr := 2.5wp, where g = g := 0.5 while
both I'y = 0 and ', = 0. This decoherence-free interaction can only occur with braided giant atoms; it is
not possible with small atoms or other configurations of giant atoms.

The decoherence-free interaction enables performing a two-qubit Rxy(6) gate in the system, as
demonstrated in an experiment with superconducting qubits [60]. Since we also can drive each qubit
coherently with strength €, and perform virtual Z gates, all while parking the qubits at frequencies where
T’y = 0 and I' .oy = 0, we have access to a universal gate set to simulate any coherent dynamics. Furthermore,
we can turn off all coherent dynamics and turn on dissipation with a strength of our choice. For example,
when w, = wpr and w; = 2wy, we have '} = 4y and I'; = 'y = 0, i.e. only decay from qubit 1. Since
g < wy in the physical setups we consider, the qubit—qubit coupling here is negligible compared to the
detuning of 0.5wy. In a similar manner, we can achieve other purely dissipative dynamics in the system by
changing the frequencies wy.

Since all interactions in a setup with many giant atoms are pairwise, the example here with two giant
atoms provides the necessary understanding also for larger setups. We have thus shown the capability of a
giant-atom quantum simulator to achieve generic coherent and dissipative dynamics separately, meaning that
we can implement the method of equation (5) for quantum simulation of open quantum systems. The details
and advantages of such an implementation will depend on the model to be simulated. To provide a concrete
example of such details, we present in the following sections the simulation of a particular model, where the
competition between coherent and dissipative dynamics results in a quantum Zeno crossover [91, 92].

3. A model to simulate—quantum Zeno crossover for two qubits

As our illustrative example for quantum simulation, we take a model of two coupled qubits, where the first
qubit is subject to both a coherent drive and dissipation, while the second qubit is isolated from its
surroundings except for its coupling to the first qubit. This model is sketched in figure 3(a). Its dynamics are
given by the master equation

dp=L'p=—ig (00 +Hc)+Q'0],p] +T'D [0y | p, (7)

where ¢’ is the strength of the coupling between the qubits, 2’ is the amplitude of the drive on qubit 1, and

T/ is the decay rate of qubit 1. The master equation is written in the rotating frame of the qubit frequencies

w{ = w,. The prime on the parameters indicates that they are parameters to be simulated, and as such differ
from the physical parameters in a simulator, which will be written without any prime.

In this paradigmatic model, the competition between the coherent and dissipative dynamics results in a
quantum Zeno crossover [91, 92] at T/ = 4¢’ [101] for 2’ = 0. At this point, the maximum decay rate for an
arbitrary initial state is obtained, which is important, e.g. for quantum state transfer [55].

To show how the quantum Zeno crossover manifests in this model, we consider an initial state with qubit
1 in its ground state and qubit 2 excited: p(0) = (|0); ® |1)2) ({0]; ® (1|,). In figure 3(b), we plot the time
evolution of the population of qubit 2, n,(¢') = {1+ Tr (05p(¢')]} /2, where p(t') = exp (L't") p(0). By
looking at the logarithm of 1, (') for a few linecuts from figure 3(b) in figure 3(c), we see that the population
of qubit 2 decays faster when I'' = 4g’ than when I'’ = 2¢’ or I/ = 6¢’. To obtain the effective relaxation rate
I'] o of qubit 2, we fit log [n,(¢')] to the linear form —I'; ¢’ + C. Plotting the resulting I'; ¢ in figure 3(d),
we see that it increases (decreases) with '’ for weak (strong) I'/, which is known as the quantum anti-Zeno
(Zeno) effect [91, 102]. These two regimes are separated by the quantum Zeno crossover point I'' = 3.8¢’
where le, o Feaches its maximum. Note that we here considered finite-time dynamics, since that is what is
feasible for quantum simulation. Therefore the predicted quantum Zeno crossover point has an error
compared to that obtained from infinite-time dynamics (see appendix A), which can be reduced by
increasing ¢'.
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Figure 3. The two-qubit model to be simulated and its dynamics. (a) Sketch of the model governed by equation (7), where a first
qubit Q; is subject to both a coherent drive 2/ and dissipation I'’, and is coupled with strength g’ to a second qubit Q,, which is
otherwise isolated from the surroundings. (b) The time evolution of n,(¢'), the population of Q,, for 2/ = 0 and different I'’.
The initial state is p(0) = (|0)1 ® |1)2) ({01 ® {1]2), i.e. n2(0) = 1. (c) Linecuts from panel (b) showing n,(¢’) on a logarithmic
scale for I'' = {2,4,6}g’. (d) The effective relaxation rate I';  of Q; as a function of T'/ for 2" = 0. The infinite-time dynamics
(red) indicates a quantum Zeno crossover at I’ = 4¢’, where I} o reaches its maximum. The finite-time dynamics from t'=0

tot’ = 3w /g’ (black) predicts this crossover at I'/ = 3.8¢’. (&) The time evolution of n,(¢') for Q/ = 0.1¢’. (f) Linecuts from
panel (e) showing n, (") on a logarithmic scale for '’ = {2,4,6}¢’. (g) The effective relaxation rate I'; . of Q; as a function of

I’ for Q' = 0.1g". Compared to the case Q' = 0 in panel (d), T';  is reduced and the quantum Zeno crossover point is shifted

to around '’ &2 4.11¢’ (infinite-time dynamics; red). The finite-time dynamics from ' = 0 to t’ = 57 /g’ (black) predicts this
crossover at I/ & 3.9¢’. (h) The evolution of 1, (') under the effective non-Hermitian Hamiltonian in equation (8) for 2’ = 0.
The time evolution shows a transition from oscillatory to non-oscillatory behavior at I'’ & 3.8¢’.

When the external drive is turned on, i.e. Q' # 0, it results in a change of the steady state of the system;
see figures 3(e) and (f) for the same plots as in figures 3(b) and (c) with Q’ # 0. In particular,
ny(t" — 00) # 0in this case. We therefore fit the relaxation rate I') ¢ aslog(na(t') —na(t'y)) = —I'; 4t' +C,
choosing the final time for the simulation to be #{ = 57 /g’. Plotting the resulting I'; . in figure 3(g), we see
that the quantum Zeno crossover persists almost unchanged with this drive. Compared to the case ' =0,
the crossover point is slightly increased and le,eff is reduced.

Another possible twist to this model is to consider post-selection. Recently, the technique of selecting
particular quantum paths in a time evolution by discarding others via post-selection [93—95] has attracted
much interest. In particular, the dynamics of a system on selected paths with no quantum jumps can be
described by an effective non-Hermitian Hamiltonian. For the Liouvillian of the two-qubit system here in
equation (7), the effective Hamiltonian in the frame rotating at the resonant qubit frequencies is (see
appendix B)

!/

r
Hig =g (01 0y +He) + Qo —i- (o7 +1), (8)

where I is the identity matrix. For Q' = 0, the evolution of 1, (#’) shows a transition from oscillatory to
non-oscillatory dynamics at I'' = 3.8¢’; see figure 3(h). Just like for the quantum Zeno crossover above, the
deviation from the transition point I'/ = 4¢g’ [101] is due to the finite time considered. We note that this
kind of transition has been observed in experiment in a similar model on a single qubit [94].

For a quantum simulator to simulate the above models and characterize the quantum Zeno crossover in
the Liouvillian dynamics and the transition from oscillatory to non-oscillatory dynamics in the effective
Hamiltonian dynamics, it needs to be versatile when it comes to tuning the ratio I'’ /¢’. In the next section,
we show in detail how the giant-atom quantum simulator illustrated in figure 2 in section 2 achieves this
tunability.
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4. Quantum Zeno crossover with a giant-atom quantum simulator

In section 2, we described how a giant-atom quantum simulator consisting of two giant atoms can reach a
wide range of different parameter regimes solely by tuning the transition frequencies of the atoms. In this
section, we show the details of how to harness this tunability in practice to efficiently simulate the Liouvillian
and effective non-Hermitian Hamiltonian dynamics for the two-qubit model system introduced in section 3.
We provide a concrete simulation protocol and characterize its performance.

4.1. Liouvillian dynamics
Since the Liouvillian of the two-qubit system we wish to simulate [equation (7)] can be split into two terms

Lip=—i[g (o] 0; +He)+Q'of,p], ©)
Lip=T"D o7 | p, (10)

we can decompose its dynamics using the second-order Trotter—Suzuki decomposition [98, 99, 103, 104]:

I 1et 1 /3
exp(L't) = [exp(ﬁzlt )exp(ﬁzlt >exp<£211t )} —|—O<tlz>, (11)

where [ is the number of Trotter steps. The coherent dynamics generated by exp [£{t’/(2])] can be simulated
by setting w; = w, = wpr [to have qubit—qubit coupling gy while I'y = 0 and I' oy = 0; see figure 2(b)] and
O =Q'gy/¢’, and letting the system evolve for a time £y = gt /(2gyl). The dynamics generated by
exp (L5t' /1) is simply the decay of qubit 1 at a rate T'’ for a time ¢’ /I. This decay can be simulated by fixing
w, = wpr and tuning w; to a frequency where qubit 1 decays; see figure 2(b). We note that since we are
performing a Trotterized simulation instead of simulating the target model with the intrinsic physical
parameters, the parameters in the target model (with prime) do not need to satisfy any quantitative relation
with the physical ones. Instead, they together determine the simulation time .

We thus need to tune the frequency of qubit 1 back and forth between different values. When doing so, it
is crucial to align the phase between the two qubits such that the next Trotter step provides correct dynamics.
We therefore tune w; symmetrically around wpg:

131

wor +v1 (£ =) 0<t—t, <
wDF+V1% %<t7t0 <%+%z
o (1) = wDF—V1(t—tot—%) 3;;1+?<t—t0 <:4?_|_%2 )
“pr = B <Hin
wort v (t—to—t—t)  FHu<t—t <t+h
WDF otherwise,

where vy is the speed of the frequency change of the qubit and the times t; ; are determined by

f ot [y [wi(£)]dt =Tt /1 (see appendix C for the full derivation). The time dependence of w; and
during one Trotter step are shown in figure 4(a); w, = wpr and {2, = 0 remain fixed throughout the whole
simulation. The total simulated time-evolution operator after I Trotter steps is given by

1

e (€)= (o[ [ 20t]) (13)

such that pgm (") = [exp (L't")];,, p(0).

We are now ready to numerically simulate our quantum-simulation scheme. For concreteness, we
consider parameters that are experimentally accessible for superconducting qubits: Ax; + Ax, = 8.125
cm [60, 105] and v = 1.3 x 108 ms™! [4, 106]; these together yield wy/(27) = 1.6 GHz and thus
wpr/(27) = 4.0 GHz. This relatively small value of w helps prevent excessive coupling to other
environments such as the readout resonators by giving a large detuning of the qubits [4]. We set the speed of
changing qubit 1’s frequency to v; /(2m) = 0.2 GHz/ns ™!, such that the time #; spent to tune the qubit
frequency is not so large. Finally, we set the qubit-waveguide coupling to v/(27) = 1 MHz. We note that the
value of vy does not influence the simulation result if the qubits do not couple to other environments beyond
the waveguide (as we assume in this section), since it is only the ratio /€2, that needs to be tuned and we
easily can choose €2, in a wide range spanning several orders of magnitude. In realistic cases, some coupling
to other environments is inevitable; we analyze the effects of such imperfections in section 5.
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Figure 4. The giant-atom quantum simulation protocol and its numerically simulated results for the two-qubit model from
section 3. (a) The protocol for tuning giant-atom parameters during one Trotter step in the simulation of equation (7) using the
giant-atom quantum simulator shown in figure 2. During the Trotter step, w; and €, are tuned as shown (Qy = 'go/g’) while
w> = wpr and 2, = 0 remain fixed. In this way, the dynamics simulated in one Trotter step is governed by exp [£{t’/(2])]

exp (L5t’ /1) exp [L{t'/(21)] where L] , are defined in equations (9) and (10), and ! is the number of Trotter steps used in the
simulation. (b) The simulation error §(¢") (defined in equation (14)) for the Liouvillian dynamics with @’ = 0and '’ = 6g’. (c)
The simulated effective decay rate I') off for the Liouvillian dynamics with Q’ = 0. The simulation with / = 50 Trotter steps
predicts the quantum Zeno crossover point very well. (d) The simulation error for the Liouvillian dynamics with Q’ = 0.1g’ and
I’ = 6g’. (e) The simulated effective decay rate I';  for the Liouvillian dynamics with Q' = 0.1g’. The simulation with /=50
Trotter steps predicts the quantum Zeno crossover point very well. (f) The simulation error for the effective non-Hermitian
Hamiltonian dynamics with Q’ = 0 and I"’ = 6g’. The error is smaller than that for the simulation of the corresponding
Liouvillian dynamics in panel (b). (g) The simulated effective non-Hermitian Hamiltonian dynamics with / = 30 Trotter steps,
which faithfully reproduces the transition from oscillatory to non-oscillatory dynamics.

In order to characterize the quantum Zeno crossover, a faithful simulation of the population 7, (t) of
qubit 2 is essential. In particular, since the effective decay rate I'; ; of that qubit is determined by
Any (') = ny(t') — ny(t' — 00), the error in n, (") should not be too large compared to this value. We
therefore define the simulation error as [107]
_ Imaim (#) = 12 ()]

5(t) = Ay () , (14)

where 13 4m (') = {1+ Tr[05psm(¢')]} /2 is the population of qubit 2 obtained in the simulation, which can
be directly measured in an actual experiment. For Q’ = 0, we have n,(t' — o0) = 0; for Q' = 0.1g’,
ny(t" — 00) is computed in appendix A.

We begin with the case of no drive, i.e. 2’ = 0. In figure 4(b), we plot the simulation error ¢ as a function
of " and I for I'' = 6g’. The result is similar for other values of I'’. We see that to maintain a constant
simulation error, ] must scale superlinearly with ¢/, which is in agreement with the scaling of the Trotter error
in equation (11). Next, we show, in figure 4(c), the fitted effective decay rate le,eff from simulation results
obtained with different numbers [ of Trotter steps. We observe that, for small J, a significant error in FZI,eff
mainly appears when I'’ is large. We also note that, for / = 20, the simulated dynamics predicts the quantum
Zeno crossover point at the same value as the exact dynamics. The main advantage of going to larger [ is thus
that the effective decay rates can be predicted more accurately.

In the case 2/ = 0.1g’, we observe similar behavior for the Trotter error as without drive; see figure 4(d).
The main difference compared to figure 4(b) is an increase of §(¢') around ¢’ = 2.6 /¢’. This increase is due
to oscillations in 1, (¢'): n,(¢') — ny(t’ — oo) approaches 0 around ¢’ = 2.47 /¢’ and then increases again.
The fitted effective decay rate from the simulated dynamics faithfully captures the reduction compared to the
case of 2 = 0; see figure 4(e). With I = 30 Trotter steps, the quantum Zeno crossover is predicted well. The
reason for needing a larger  than in the case of ' = 0 is that the maximum simulation time is larger here.

The results displayed in figures 4(b)—(e) demonstrate the capability of the giant-atom quantum simulator
to simulate the dynamics of the two-qubit model from section 3. In particular, using realistic experimental
parameters, we see that relatively few Trotter steps sufficed to correctly characterize the quantum Zeno
crossover in this model.
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4.2. Effective non-Hermitian Hamiltonian dynamics
As discussed at the end of section 3, post-selecting the instances of Liouvillian dynamics without quantum
jumps yields dynamics that can be described by an effective non-Hermitian Hamiltonian. In our giant-atom
quantum simulator, such post-selection can be performed in at least two ways: by detecting photons emitted
into the waveguide [108—111] or by measuring the total population in the giant atoms [94, 112]. For the
microwave photons in superconducting circuits, the latter method appears generally easier and more precise.
In particular, it has been demonstrated with at least 12 qubits [112]. If no photons are detected in the
waveguide during the whole dynamics, or the total qubit population is unchanged (for cases without any
drive), we can conclude that no quantum jump has occurred.

For the example with two giant atoms considered here, the dynamics under post-selection of the
giant-atom quantum simulator are given by

p(t) = exp (—iHegt) p (0) exp (iHfot) (15)

with (see appendix B for the full derivation)

of 03 I(w
Hege (1) = g(wi,ws) (07 05 +H.c.) —&—wl?l +w272 + () of+ ()05 — z# (07 +1)
r r
2 E:"Z) (0% +1) — j-coline2) (°2J"°‘J2) (o705 +H.e.). (16)

Using the same protocol for tuning the giant-atom parameters [see figure 4(a)] as for the Liouvillian case in
section 4.1, we can simulate the effective Hamiltonian in equation (8).

The results of this simulation are shown in figures 4(f) and (g). Similar to the Liouvillian case, we see in
figure 4(f) that to keep the Trotter error constant, the number of Trotter steps / has to scale super-linearly
with #'. For [ = 30, the simulated dynamics shown in figure 4(g) predicts the transition to be at '/ ~ 3.9¢’,
just 2.5% from the exact result in figure 3(h).

These results demonstrate the capability of the giant-atom quantum simulator to simulate the effective
non-Hermitian Hamiltonian dynamics of the two-qubit model. In particular, an experimentally feasible
small number of Trotter steps is sufficient to characterize the transition from oscillatory to non-oscillatory
dynamics in this model.

5. Potential simulation errors from noise and other imperfections

In the preceding section, we saw how the Trotterization of the dynamics introduces some errors in the
quantum simulation. Those errors can be reduced by decreasing the length of the Trotter steps (thus
increasing their number /). In this section, we discuss and analyze other potential error sources for our
quantum simulation scheme.

The impact of various errors on a quantum simulation will in many cases depend on both the system that
one aims to simulate and the protocol used to carry out the simulation [113]. This situation is similar to how
knowing individual gate errors in a quantum computer does not mean that one knows how an algorithm will
perform when implemented using those gates [114]. In general, the aim in the era of noisy intermediate-scale
quantum (NISQ) devices is to find problems where quantum simulators can determine some quantity that is
robust to errors, yet hard for a classical simulator to calculate [115].

In the setups with superconducting giant artificial atoms that we consider, the main cause of realistic
imperfections is the coupling of the qubits to other environments than the waveguide, e.g. the readout
resonator and its surroundings or two-level systems within the qubit material [116, 117]. Such couplings can
result in additional decay and dephasing of the qubits, which is a typical technical challenge in the NISQ
era [115, 116]. The simulation errors caused by this additional noise in the qubits are protocol- and
problem-dependent. Below, we show how these errors influence the performance of the giant-atom quantum
simulator for the two-qubit model from section 3. Since the only energy scale that enters the dynamics for
those simulations is the qubit-waveguide coupling v, the threshold where extra decay at a rate I'ey and extra
dephasing at a rate Iy adversely impacts the prediction of the Zeno or oscillatory-to-non-oscillatory
crossover are given in units of that coupling.

We present a quantitative analysis of errors that are not specific to our simulation protocol in
appendix D. This includes statistical errors resulting from an insufficient amount of repeated experiments
and imperfect post-selection due to insufficiently sensitive photon detectors. We do not analyze the impact of
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other relatively small potential errors, such as the potential distortion of the qubit control signals due to
insufficient characterization of the transfer function for the qubit control lines [118].

5.1. Effect of extra decay

We first consider how extra decay to some environment other than the waveguide affects the
quantum-simulation results from section 4. We assume that this extra decay occurs at a rate I'e, for both
qubsit 1 and qubit 2, such that a term I'ey (P[0 ] 4+ Do, |) p is added to the right-hand side of equation (6).

Since the simulation error in our case depends on both the decay rate I'¢x and the total simulation time
tor = 12ty + 11 + 1), we first remind ourselves how ., is connected to the simulated relaxation rate I'/, the
simulated time ¢, and the number of Trotter steps . As shown in figure 5(a), tio increases as I'’ and ¢’
increases. This behaviour is expected since t; + t; increases with I'/, and both #y and #; + 1, increase with #'.
However, as shown in figure 5(b), 1o is not significantly affected by I. We therefore fix [ = 50 when analyzing
the impact of extra decay.

In figure 5(c), we show the simulation error §(t') as a function of T'ex and ¢’ for ' =0 and I'’ = 4¢’. We
see that the simulation error increases with both I'., and #’. The results are similar for other choices of I'/,
e.g. for 'y = 0, we have almost the same results as at the top of figure 4(b), where I'' = 6g¢’.

We next look at the effect on the simulated effective relaxation rate le,eff in figure 5(d). While Fz/,eff
increases with I'x and thus increasingly deviates from the correct value, this does not significantly influence
the location of the quantum Zeno crossover point in the simulation. This crossover point appears quite
robust to extra decay in the simulator qubits up to at least I, = 0.1+. For a conservatively low choice of
qubit-waveguide coupling of 7v/(27) = 1 MHz, that level of extra decay corresponds to a qubit lifetime of
1.6 s, which is much smaller than the current state-of-the-art of several hundred microseconds [119-125].

We also consider a case with nonzero simulated driving: 2’ = 0.1¢’. Setting I'' = 6¢’ again, we show the
simulation error for this case in figure 5(e). Here, a large error appears in the simulation around
t' =2.47 /¢’. The reason for this error is the same as in figure 4(f): 2’ # 0 results in oscillations in n,(¢'),
and near this particular ¢/, n,(¢) /& n,(¢#' — 00), such that the denominator in equation (14) approaches
zero.

Compared to 2’ = 0, the error due to extra decay for Q' = 0.1¢’ is significantly increased. As shown in
figure 5(f), the predicted effective relaxation rate I';  has a large relative error when I'’ is close to the
quantum Zeno crossover point, already for I'ey = 0.057. Going down to I'ey = 0.005+, the error in the
effective relaxation rate becomes small, but the prediction of the quantum Zeno crossover point is clearly
larger than it was for Q' = 0 in figure 5(d). To obtain a good agreement with the quantum Zeno crossover
point predicted by the exact evolution, the rate of extra decay cannot be larger than around
[ex = 1.25-107%y. For v/(27) = 1 MHz, this extra decay translates into a qubit lifetime larger than 127 s,
which still is within the limit of state-of-the-art experiments. Furthermore, this requirement on the extra
decay can be softened by considering a larger , as long as v < w; , such that the Markovian approximation
is valid.

Finally, let us comment on the simulation of effective non-Hermitian Hamiltonian dynamics. Unlike the
simulation of Liouvillian dynamics, such a simulation is not influenced by extra decay for the parameters we
considered here. The reason for this robustness is that in the effective non-Hermitian Hamiltonian dynamics,
the total qubit population 1, + 1, is conserved due to the absence of quantum jumps (and drive). For the
case n; + n, = 1 that we consider here, the extra decay term that gets added to equation (16) is proportional
to identity, and thus does not influence the dynamics. The only effect of the extra decay will be that more
experiments are required before enough trajectories without quantum jumps are registered. If the extra
decay rates for the two qubits differ, the cancellation in equation (16) will not be perfect, and there will be
some error in the quantum simulation due to the extra decay. We note that this difference in decay rates can
be mitigated by changing the frequency of the qubits such that together with a decay into the waveguide,
their total decay rates are the same.

5.2. Effect of extra dephasing
We now turn to the effect of extra dephasing on the quantum simulation. We assume that this extra
dephasing occurs at the same rate I'y, for both qubits, such that it is captured by adding the term
(T'y /2) (D[o}] + D[o}]) p to the right-hand side of equation (6).

We first consider the effects of dephasing on the quantum simulation of the Liouvillian dynamics. As
shown in figure 6(a) for 2’ = 0, we find that dephasing causes a much larger simulation error than extra
decay does [compare figure 5(c)]. We attribute this relative increase in simulation error for dephasing to the
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Figure 5. Errors induced in the quantum simulation of Liouvillian dynamics by finite qubit lifetimes 1/Tex. (a), (b) The total
simulation time t.o as a function of I'/, t/, and L. In panel (a), we fix = 50; in panel (b), we fix I'’ = 6g’. (c) Simulation error
6(t") [see equation (14)] as a function of ¢ and T'ex with Q’ = 0,1=750,and '’ = 4g’. (d) Simulated effective relaxation rate
I‘2’7eff as a function of ' for various values of T'ex, with Q’ = 0. (e) 6(¢') as a function of ¢’ and I'ex with Q/ = 0.1g’, /=50, and

I =6g’. (f) ') 4 as afunction of I'’ for various values of I'ey, with Q/ = 0.1¢".

fact that the quantum simulation requires phase alignment of the qubits to perform two-qubit Rxy(6) gates
in the Trotter steps, and the dephasing impacts this phase alignment.

Furthermore, as shown in figure 6(b), significant errors in the simulated effective relaxation rate le,eff
appear at lower extra dephasing rates than extra decay rates, and the location of the quantum Zeno crossover
point is not as robust to extra dephasing as it is to extra decay [compare figure 5(d)]. Indeed, we see in
figure 6(b) that the dephasing should not exceed about 2.5 - 103 if the crossover point is to be simulated
correctly. For v/ (2m) = 1 MHz, this threshold value for the dephasing is 'y, /(27) ~ 2.5 kHz.

Adding a drive term with Q' = 0.1¢’, we see in figure 6(c) that the simulation error is not increased
compared to 2’ = 0. Also, the requirement for obtaining a faithful quantum Zeno crossover point is similar
to that for ' = 0 [figure 6(d)]. The dephasing threshold for obtaining a faithful simulation result for the
crossover point increases linearly with ~y; with y/(27) = 10 MHz, the threshold becomes I'y /(27) ~ 25 kHz,
which can be achieved in state-of-the-art tunable qubits [119, 126].

For the effective non-Hermitian Hamiltonian dynamics, there is no mitigating cancellation effect of
errors as there was for extra decay (see section 5.1). Instead, the dephasing yields simulation errors [see
figure 6(e)] due to the breakdown of phase alignment of the qubits. In particular, the stronger the dephasing,
the smaller the oscillation amplitude in the simulated dynamics, which hinders the transition from
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Figure 6. Simulation error induced by a finite qubit dephasing time 1/T"4 in the quantum simulation. The error is analyzed for
the Liouvillian dynamics in panels (a)—(d) and for the effective non-Hermitian Hamiltonian dynamics in panels (e)—(h). (a)
Simulation error §(¢') [see equation (14)] as a function of qubit dephasing rate "y, for Q" = 0 with I'’ = 4¢” and I=50. (b)
Simulated effective relaxation rate I';  as a function of I'y, for Q' = 0. (¢) §(¢') as a function of 'y, for Q' = 0.1¢” with

I'" =4g’ and 1=50. (d) I'; g as a function of 'y, for Q2 = 0.1g’. (e) §(¢’) as a fucntion of 'y for the effective non-Hermitian

Hamiltonian dynamics with Q’ = 0, T'/ = 4¢’, and I = 30. (f)—(h) Simulations of the effective non-Hermitian Hamiltonian
dynamics for three different I'y.

oscillatory to non-oscillatory dynamics, as shown in figures 6(f)—(h). Qualitatively, the transition from
oscillatory to non-oscillatory dynamics remains visible in the right place for I'y up to around 0.005.

6. Scaling up the giant-atom quantum simulator for driven-dissipative spin chains

Having seen in detail how the giant-atom quantum simulator works for a two-qubit example, we now turn to
discuss how such a simulator can be scaled up to simulate large open quantum many-body systems. We begin
by showing how giant atoms can simulate a one-dimensional driven-dissipative spin chain with
nearest-neighbor interactions. We then show that by rearranging the coupling points of the giant atoms, we
can extend this setup to simulate driven-dissipative spin chains with long-range (even all-to-all) interactions.
We end this section with a discussion of potential limitations to scaling up a giant-atom quantum simulator.

6.1. Simulation of driven-dissipative spin chains with nearest-neighbor interactions

We first consider the quantum simulation of a driven-dissipative spin chain with only nearest-neighbor
interactions, as illustrated in figure 7(a). The Liouvillian and effective non-Hermitian Hamiltonian dynamics
for such a system are given by

H =3 J yi1.a5SiSi + > BuSS, (17)
n,o, B n
L'p=—i [H’,p]—I—ZF’nD o, ] p, (18)
F/
H g=H —izz”ofl, (19)

where 7 is the site index, and «, 5 are spin components. Models described by equation (18) include Ising
models [15, 127] and XXZ models [15, 128, 129] subject to onsite dissipation.

The dynamics of equations (18) and (19) can be simulated using giant atoms in a setup as sketched in
figure 7(b). Let us consider the Liouvillian dynamics of such a simulator with four giant atoms:

H(t) = gum (wn,wm) (0,70, +Hee) + > Qu ()0, (20)

n,m

L@)p=—i[H®),pl+ Y Tu(wa) Do, ]p
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Figure 7. A giant-atom quantum simulator for the simulation of driven-dissipative spin chains with nearest-neighbor
interactions. (a) A sketch of the driven-dissipative spin chain model [equation (18)] to be simulated, where ")/, B, and ] ,f‘” 0
(n=1,2,...) are parameters in the model. (b) A setup for the giant-atom quantum simulator, with neighboring giant atoms
coupling to the waveguide in a braided configuration. The coupling points have a distance given by the length parameters Ax; ,.
(¢), (d) Qubit-qubit couplings g, and decay rates I',, and I",,,, as functions of qubit frequencies w for the simulator in panel (b)
with four giant atoms and Ax; = 4Ax;. (e) A small-atom quantum simulator to simulate the model in panel (a), where
parametric couplers (blue rectangles with green edges) are used to tune the parameters in panels (c) and (d). (f) Sketch of a
possible experimental setup for the giant-atom quantum simulator with superconducting qubits (yellow) coupled to the
waveguide (blue). Flux lines (green) are used to tune the qubit frequencies and resonators (pink) are coupled to the qubits to
enable single-qubit drives and measurements.

37 o () Ka;pa;; ~oton. p}) +H.c} . 1)

n,m

Here, we are in a frame rotating with the qubit frequencies, which we assume to all be w. For that case, the
dependence of the couplings g,,,, and the decay rates I',, and I, on w are shown in figures 7(c) and (d),
where wy = 27 v/(Ax; + 2Ax;). Due to the identical spacing of the coupling points of each qubit, all the T',,
are equal. Additionally, we have g1, = g3 = ¢34 and g13 = g4, and the same equalities hold for I',,,,.

From figures 7(c) and (d), we see that at the decoherence-free frequency wpr = 2.5wy, all parameters are
zero except for g, ,+1 (n =1,2,3). This allows us to perform two-qubit Rxy(6) gates on all neighboring
qubits simultaneously. Additionally, from section 4.1 we know that for two qubits far detuned from each
other, the coupling between them is effectively 0. Thus, we can select to only perform some Rxy () gates
between some nearest neighbors. For example, by setting w; » 4+ = wpr and w3 = 3.5wy (such that I'; =0), we
have g1, # 0 while g,3 = g34 = 0. This allows us to perform a two-qubit Rxy(#) gate (and thus universal
two-qubit operations, when adding single-qubit gates) on only qubits 1 and 2. Two-qubit Rxy(6) gates on
other neighboring qubits can be performed selectively in the same manner. To simulate the dynamics of
single-qubit decay, we just have to let all neighboring qubits have different frequencies such that g, ,+1 =0,
and let the specific qubit have a frequency such that it decays. As we thus can perform both universal gates on
neighboring qubits and selectively turn on and off single-qubit decay, this setup allows us to simulate
equation (18) in different parameter regimes by Trotterization as demonstrated in section 4.1 even though
the intrinsic interactions in the simulator equation (20) are not of a many-body nature.

To be concrete, let us consider the simulation of a dissipative many-body XXZ spin-1/2 chain model:

N
H' = Z]/ (5’25%1 + SZS};;H) +]z/5f1 i+17 (22)
n=1
N
L'p=—ilH' pl+> T',Do,]p. (23)
n=1
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We can decompose H' into H' = Z] , H; with

N/2
H{ :]/Z (Sgnfls +SZn ISJZ/H) ’
n=1

N2
:JZ/ZS 2n— ls2n7
n=1
N/2-1
Hy=]" ) (S5uShus1 T SuSnurn)

n=1
N/2—1
Iyt z Qz
H4_]z Z SZnSZnJrl?

n=1

(24)

such that the dynamics generated by £’ can be Trotter decomposed into

1

exp(L't) Hexp <£ t/l) —I—O(t;) (25)

j=1

where L{ 5 5 4p = —i[H] , 5 4,p] and Lp = > TiDloy Ip.

The dynamlcs generated by L can be simulated with site-dependent qubit decays, by properly tuning the
frequencies of the corresponding giant atoms. Additionally, the dynamics generated by H; 5 can be simulated
with Ryy(0) gates where 6 = J't/I, which can be performed with the decoherence-free interactions of giant
atoms. The ZZ interactions in H, ,, which essentially result in the many-body nature of the model, can be
simulated by performing a two-qubit Rzz(¢) = exp(—i¢o;o;, ;) gate on the neighboring qubits 2 and 7 + 1
where ¢ = J/t/l. Rzz(¢) can be performed with CNOT and single-qubit Ry (¢) gates [130], and CNOT can
be obtained with iSWAP and single-qubit gates [131]. Thus, Rzz(¢) can be obtained with iSWAP together
with single qubit gates. As iSWAP is a special case of the Rxy(6) gate with § = /2, it can be performed with
the decoherence-free interactions of giant atoms. Thus, the Rzz(¢) gate can be performed by giant atoms
with their decoherence-free interactions and single-qubit gates. This example demonstrates how
Trotterization decomposes the simulation of complex open quantum many-body dynamics into the
performance of universal two-qubit gates, which can be achieved with the decoherence-free interaction
between giant atoms and single-qubit gates in our setup.

We note that a small-atom quantum simulator with parametric couplers between neighboring qubits and
between qubits and the waveguide, as sketched in figure 7(e), would also be able to simulate the model
equation (18). However, such a setup for an N-spin model requires 2N — 1 parametric couplers, which
should be compared with zero for our giant-atom quantum simulator. These parametric couplers usually
consist of qubits [52, 53, 132—135]. Thus, compared to a small-atom quantum simulator, the giant-atom
quantum simulator requires fewer hardware resources, even when taking into account that a small-atom
quantum simulator could work with fixed-frequency qubits, which do not require a flux line for their control.

The giant-atom quantum simulator in figure 7(b) can be readily realized with superconducting circuits as
sketched in figure 7(f), where a bent waveguide allows each qubit to couple to it at multiple points. The flux
lines and resonators coupled to the qubits enable tuning the qubit frequency and applying a drive to or read
out the qubit state, respectively. Note that this architecture can be realized on a single two-dimensional chip;
there is no need for a three-dimensional flip-chip architecture to fit and address all components.

With the physical parameters the same as those considered in section 4.1, we have Ax; + Ax; = 6.77 cm
in figure 7(b). With state-of-the-art techniques, a waveguide on a chip can be made at least 68 cm long [105],
and this allows a simulator with 10 giant atoms. We note, however, that this constraint is mainly due to that
wo should not be large, to prevent extra leakage of the qubit into other environments. Since wy is
proportional to the speed of light in the waveguide v, this constraint can be softened by lowering v [136].

6.2. Simulation of driven-dissipative spin chains with long-range interactions

We now consider the simulation of a driven-dissipative spin chain with long-range interactions, as illustrated
in figure 8(a). The relevant equations to simulate for this system are, in the frame rotating at the frequency of
the spins,

Z ]nm aﬁsasﬁ +ZB71 ns (26)

n,m,c, 3
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Figure 8. A giant-atom quantum simulator for the simulation of driven-dissipative spin chains with long-range interactions. (a) A
sketch of the dissipative spin chain model [equation (27)] to be simulated,, where '}, B, and ]/, (n = 1,2,...;m = 1,2,...) are
parameters in the model. (b) A setup for the giant-atom quantum simulator, where all pairs of qubits are coupled to the
waveguide in a braided configuration. The coupling points have a distance given by the length parameters Ax and Ax;. (¢), (d)
Qubit—qubit couplings g, and decay rates I',, and I',,,, as functions of qubit frequencies w for the simulator in panel (b) with
four giant atoms and Ax = 8Ax;. (e) A small-atom quantum simulator to simulate the model in panel (a), where N(N+ 1) /2
parametric couplers (blue rectangles with green edges) arranged in a complex configuration are needed to tune the parameters in
panels (c) and (d) for an N-qubit simulator. (f) Sktech of a possible experimental setup for the giant-atom quantum simulator
with superconducting qubits (yellow) coupled to the waveguide (blue). Flux lines (green) are used to tune the qubit frequencies
and resonators (pink) are coupled to the qubits to enable single-qubit drives and measurements.

L'p=—i[H' pl+> T;D o] p, (27)
F’n
He/ff:H/*iZfU} (28)

where the notation is the same as in equations (17)—(19). This general model includes a wide range of
dissipative spin models of recent interest [102, 137, 138]. Moreover, since spin systems are related to
interacting fermions in one dimension through the Jordan—Wigner transformation [139], and in two
dimensions through the Schrieffer—Wolff transformation [140], being able to simulate this model would also
enable investigations of the effects of many-body interactions in dissipative fermionic systems with
long-range hoppings [141, 142].

We put forward the giant-atom quantum simulator sketched in figure 8(b) for the quantum simulation
of the dynamics in equations (27) and (28). Unlike the setup in figure 7(b), where only neighboring qubits
are coupled to the waveguide in a braided configuration, the arrangement of coupling points in figure 8(b) is
such that all qubits are coupled to the waveguide in a braided configuration. This arrangement thus
essentially allows decoherence-free coupling between all pairs of qubits at the decoherence-free frequency
wpr, which in turn enables the simulation of long-range spin interactions.

We illustrate the all-to-all connectivity by considering the setup with four giant atoms in figure 8(b). The
Liouvillian dynamics of this simulator is given by the same master equation [equation (20)] as in the
preceding subsection, where the parameters now have a different frequency dependence, as shown in
figures 8(c) and (d), with wy = 27 v/Ax. Due to the identical spacings between coupling points of each
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qubit, all the I',, are equal. Additionally, we have g1, = g23 = 34 and g13 = £»4 due to the symmetry of the
setup, and the same equalities also hold for I",,,.

We see that, unlike in the setup for nearest-neighbor interactions in figure 7(b), the long-range
qubit—qubit couplings g3 and g,4 are non-zero at the decoherence-free frequency wpr = 2.5wy in
figures 8(c) and (d). These decoherence-free couplings allow us to perform long-range Rxy(6) gates on pairs
of distant qubits. For example, setting w, 4 = wpg, wy = 3.5wp, and w3 = 1.5wy, the only non-zero parameter
in £(#) is g1a. This enables the execution of a two-qubit Rxy(6) gate on qubits 1 and 4. Single-qubit decays
can be simulated in a similar manner as with the setup in figure 7(b); see section 6.1.

When comparing this giant-atom quantum simulator with other setups using small atoms, we note that
performing long-range two-qubit gates in a small-atom quantum simulator represents a technical challenge.
Even though a small-atom quantum simulator with four qubits arranged as in figure 8(e) allows to simulate
equation (27) with four spins, it faces two challenges when scaling up. The first is the number of parametric
couplers. To simulate equation (27) with N spins, N(N + 1) /2 parametric couplers are needed. This
quadratic scaling results in a large cost in the physical setup. Additionally, the complexity of the setup
increases with N since the N(N + 1)/2 parametric couplers need to be isolated from each other, which
requires complex chip design. Finally, this setup is also limited by the number of parametric couplers that
can be coupled to a single qubit. Thus, it appears much easier to achieve all-to-all coupling in a giant-atom
quantum simulator than in a small-atom one.

Furthermore, compared to conventional setups to achieve all-to-all coupling, e.g. all qubits dispersively
coupled to the same resonator [143, 144], the giant-atom quantum simulator has two advantages. First, the
couplings in a giant-atom quantum simulator are tunable. Second, a major challenge in conventional setups
is the unwanted coupling between qubits when their detuning is small, which becomes inevitable when more
qubits are added as there is a frequency range where the qubits work. The giant-atom quantum simulator can
address this problem by reducing wy, which can be done by either reducing the speed of light v or increasing
the waveguide length Ax.

Finally, the giant-atom quantum simulator in figure 8(b) can be readily realized with superconducting
circuits as sketched in figure 8(f). Here, the resonators and flux lines can go over the waveguide without
crossing interrupting it by using air bridges [145] or multi-layer chips [134, 146, 147]. This structure is
scalable not only because of only needing N qubits to simulate an N-spin system, but also because the
structure complexity does not increase with N. New qubits can simply be added at the end of the qubit chain,
which is much simpler than extending the small-atom quantum simulator in figure 8(e).

There are two main limitations for the number of qubits N that this implementation of a giant-atom
quantum simulator may face: (i) the physical length of the waveguide, which is approximately 3NAx;, and
(ii) the magnitude of wy, which should be much larger than g,,, such that the effective coupling between two
detuned qubits is negligible. To have sufficient spacing between qubits such that a resonator can fit in in
figure 8(f), we assume Ax; = 1 mm. Thus, a waveguide of length 68 cm, which has been demonstrated in
experiment [105], allows the giant-atom quantum simulator to have more than 200 qubits in this
configuration. Interestingly, this shows that the setup here is more compact than the setup considered for
nearest-neighbor interactions in section 6.1. To fulfill constraint (ii), note that g, is of the same magnitude
as . Thus wy = 2mv/Ax < gum =~ v implies Ax < 27 v/~y, which for v/(27) = 1 MHz gives Ax < 130 m;
this is clearly fulfilled even for several hundred qubits.

6.3. Potential limitations

We now discuss potential limitations for scaling up our simulation protocol to larger systems, beyond what
we already mentioned at the end of sections 6.1 and 6.2. The first limitation to consider is non-Markovian
effects, which become non-negligible when the time 7 = Ax/v it takes to travel between two coupling points
relevant for the dynamics no longer satisfies y7 < 1, where Ax is the distance between the coupling points
and v is the speed of light in the waveguide. When more qubits are added to the simulation, Ax inevitably
increases, and non-Markovian effects will eventually begin to play an important role. In this manuscript,
we have mainly considered typical, but conservative, parameter values of 7/(27) = 1 MHz and

v=1.3 x 10® ms™!; these values yield Ax < 20 m. Thus non-Markovian effects are not expected to play an
important role for the scaled-up version of the giant-atom-based simulators until we reach several tens or
several hundreds of qubits, depending on the setup.

We note that for a larger y or a smaller v, such as with surface acoustic waves [61, 86], and structured
environments [148], non-Markovian effects can occur for shorter distances between coupling points.
Additionally, with 30 m long waveguides realized in recent experiments [149], non-Markovian effects can
also take place. Recent work [150] shows that in specific parameter regimes, non-Markovian effects will not
manifest in the dynamics of a single giant atom. However, in general cases, non-Markovian effects resulting
from the long distance between the coupling points manifest in the dynamics and have to be considered. A
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quantitative analysis of non-Markovian effects and their mitigation in the scaled-up version of the
giant-atom quantum simulator remains an open challenge [61, 63], and is left for future work. Importantly,
we note that this challenge can also be an opportunity for realizing quantum simulations of non-Markovian
systems, which we also plan to address in future work.

Another challenge faced when the system size increases is that when switching between different
simulation regimes in the Trotter steps, an unwanted decay on the qubits can appear. For example, consider
performing an Rxy () gate on qubits 1 and 3 after an Rxy(f) gate on qubits 1 and 4 in the giant-atom
quantum simulator in figure 8(b). This requires tuning the frequencies from
{w1,ws,ws,ws } = {wpk, 3.5wy, 15wy, wpk } to {wr,ws,ws,ws } = {wp, 3.5wy, WpE, 1.5wp }. During this
process, both qubits 3 and 4 will be tuned to through frequencies where they decay. To reduce this effect, we
can increase the speed of tuning the frequency v; or reduce wy. With the distance Ax = 68 cm between
coupling points that can be realized with the state-of-the-art techniques, wy/(27) = 0.19 GHz, and can be
further reduced by reducing the speed of light v. On the other hand, v, /(27) has a typical value of
0.1 ~ 1 GHzns™ ' [151]. Thus, the time for tuning the frequency can be lowered to around 1 ns to reduce the
effect of the unwanted decay, which is much smaller than the typical simulation time of ~1 ys we considered
in our examples.

7. Conclusion

We have introduced giant atoms as a new paradigm for quantum simulation of open quantum many-body
systems. In particular, we have demonstrated how the frequency-dependent parameters in giant atoms and
the decoherence-free interactions enable a simultaneously scalable and highly tunable giant-atom-based
quantum simulator, distinguishing it from other proposals and implementations that generally offer only
one of these benefits.

After first outlining the general idea of how to use giant atoms for quantum simulation, we studied an
example of quantum simulation in great detail to make the idea more concrete. In the example, we showed
how a giant-atom quantum simulator using two giant atoms can simulate a qubit coupled to a
driven-dissipative qubit. In particular, we showed how different parameter regimes for this open quantum
system can be simulated by only controlling the frequency of one giant atom. This simulation enabled us to
characterize the quantum Zeno crossover in the Liouvillian dynamics and the transition from oscillatory to
non-oscillatory dynamics in the effective non-Hermitian Hamiltonian dynamics of the two-qubit system.
This demonstration highlighted the high tunability of giant atoms.

We analyzed the robustness of the two-qubit simulation results against extra decay and dephasing in
noisy qubits, and discussed other possible experimental imperfections, showing that it is realistic to
implement this quantum simulation with good accuracy in existing experimental systems. Finally, we
presented how the giant-atom quantum simulator can be scaled up to simulate generic dissipative spin
systems, including ones with long-range couplings, demonstrating its advantages over conventional
small-atom quantum simulators in terms of the number of components needed. We also provided concrete
calculations of relevant parameters for experimental realizations of the scaled-up simulators with
superconducting qubits, and discussed potential limitations to further scaling up the simulators.

We note that, recently, much effort has gone into improving simulations of open quantum many-body
systems by optimizing the simulation algorithm [152—-155]. Our work, on the other hand, focuses on
advancing quantum simulation by a new physical setup to simulate open quantum many-body systems, and
may be combined with these new algorithms for more efficient simulations of open quantum many-body
systems.

We also note that, while we focus on superconducting qubits for the physical realization of our
giant-atom quantum simulator, it can also be realized on other platforms such as microwave cavities or spin
ensembles [71, 156], where the multi-level nature of the cavities or ensembles may enable the simulation of
dissipative spin models with spins larger than 1/2. Another interesting possible physical realization of our
simulation scheme would be the implementation of giant atoms proposed with cold atoms in an optical
lattice [62].

Extending the analysis of the giant-atom quantum simulator to giant atoms with more levels in various
configurations is one potential research direction. As discussed in section 6.3, another possible extension of
the scheme is to non-Markovian dynamics, which could be realized by increasing the distance between
coupling points of the giant atoms, or by reducing the speed of light in the waveguide. Finally, since the
analysis of the giant-atom quantum simulator here was quite general, a more detailed analysis for some
specific implementations of models to simulate would be desirable, to determine which models would be
most suitable for first experiments at a larger scale.
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Appendix A. Dynamics of the model with a qubit coupled to a driven-dissipative qubit

Here we provide some further details about the model with one qubit coupled to a driven-dissipative qubit,
which was introduced in section 3 and used as a prototype model to simulate with our giant-atom quantum
simulator in section 4. We discuss the dynamics of the master equation for this model [equation (7) in
section 3] with the initial state p(0) = (]0); ® |1)2) ({0]; ® (1]2).

Let {w, } be the eigenvalues of L’ from equation (7) with {p, ()} the corresponding right (left)
eigen-density matrices. Expanding p(0) in the eigenbasis {p, r} as p(0) = >, ¢,pn r, where

o =Tr {plpr(O)} , we have
p(t)=exp (L't p(0) = Zcﬂ exp (L't pn = ch exp (wut') pa- (A1)

Since £’ is completely positive and trace-preserving, all its eigenvalues have real parts  less than or equal to
zero. Furthermore, since Tr[p(#')] = 1, £’ must have at least one eigenvalue equal to 0; the corresponding
right density matrix pg is the steady state with Tr [ps] = 1. For the model in equation (7), £’ has a unique
steady state.

We can thus write equation (A1) as

p(t') = ps+ ch exp (wat') pn & pss + Zcm exp (Wit') pm (t' = 00), (A2)
n#ss m

where {w,,} are the nonzero eigenvalues of £’ with the largest real part, p,, are the corresponding
eigen-density matrices, and c,,, # 0 are the overlaps between p(0) and p,,. We see that the long-time behavior
of p(t') is determined by R(wy,).

In figures 9(a)—(e), we plot the Liouvillian spectrum of equation (7) for Q" = 0 at different I'’. The
eigenvalues whose corresponding eigen-density matrices overlap with p(0) are highlighted with dark red
color. By extracting #(wy,) in all these cases, we obtain the long-time behavior of the effective relaxation rate
in figure 3(d). We note that the quantum Zeno crossover at I'' = 4¢’ is related to the parity-time (PT)
transition in the Liouvillian spectrum [101], where all the eigenvalues of £’ become real.

Similarly, for Q' = 0.1¢’, the Liouvillian spectrum is shown in figures 9(f)—(i). Compared to the case
Q' = 0, here p(0) has overlap with states having larger real eigenvalues, resulting in slower long-time decay,
as shown in figure 3(g). Additionally, the quantum Zeno crossover point becomes shifted, and is only related
to the PT transition of two specific eigenvalues [see figures 9(g)—(h)].

As a final point, we discuss how the quantum Zeno crossover in both cases can be revealed through the
behavior of the population in qubit 2, (') = {1+ Tr[o5p(¢')]} /2. Since ny(+' — 00) = (14 Tr[05ps)) /2,
we have

ny(t') —my(t' — 00) = %Zcm exp (wmt) Tr[05pm] (' — 00), (A3)

and therefore this quantity reveals the relaxation rate due to R (w,, ). For Q' = 0, the steady state of L’ is
Pss = 10)1 ®10)2(0|; ® (0], with (¢ — c0) = 0; for 2/ = 0.1g, the steady state has a finite nonzero
population 1, (' — 00) # 0 [see figure 9(j)].
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Figure 9. Spectrum of the Liouvillian in equation (7) with different parameters 2’ and I/, and the population of qubit 2 at
infinite times 1, (¢’ — 00). (a)—(e) Liouvillian spectrum with 2/ = 0. The eigenvalues whose corresponding eigen-density
matrices have overlap with p(0) = [0); ® |1)2(0]; ® (1|, are highlighted with dark red color. The spectrum reveals the quantum
Zeno crossover at '/ = 4g’. (f)—(i) Liouvillian spectrum with 2’ = 0.1g’. The spectrum reveals the quantum Zeno crossover at
around I'' = 4.11¢’. (j) n,(t' — o) for the Liouvillian in equation (7) with Q’ = 0.1¢” as a function of I"’.

Appendix B. Post-selection

Here we briefly review how post-selection works and show how it results in the effective non-Hermitian
Hamiltonian dynamics in equations (8) and (16). Under the Markovian approximation, the time evolution
of the system density matrix, p(t) = Fip(t = 0) = exp (Lt) p(t = 0), only depends on the infinitesimal
evolution Fy;:

p(t+dt) =Fap(t) = [I+ Ldt+ 0 (dF)] p(1), (B1)

where I is the identity matrix. From the Choi—Kraus theorem [159-161] we know that the above evolution
also can be represented as Kraus operators:

Fyqp (t) = ZKa,dtp (t) Kl,dt (B2)
a

with 3 KT 4 Ko =1
In particular, with
Koar=I—i[g' (0] 0y +He) + Q07 —il' (of +1) /4] dt, (B3)
K= VDo Vdr (B4)
we obtain the dynamics given by equation (7). The time evolution governed by K; 4, describes a jump of the
qubit from its excited state to its ground state with a photon emitted to the environment (in this case, the
waveguide). Thus, if no photons are observed in the environment during the time interval df in an
experiment, the system is known to have undergone the evolution governed by Ky 4.

By successively measuring the environment and selecting results where no photon has been observed in
the environment during any small time interval dt, the selected results thus follow the dynamics governed by
Ko, a:

p(t+dt) = Koap(t) Kg7dt

= p(0)—i [Hap()) — p (0 Hly| +0(d#), (B5)

with the effective non-Hermitian Hamiltonian Hg in equation (8). This yields the time evolution

p(t) = exp (—1iHegt) p (0) exp (iHfot) , (B6)

where the norm |p(#)| describes the probability of having the selected dynamics in all experimental results,
and the normalized density matrix p(t)/|p(t)| is the state after these selected dynamics.
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The derivation of the effective non-Hermitian Hamiltonian dynamics for equation (6) is similar. The
dynamics given by equation (6) can be written as [59]

L(t)p=—-i [g(wl,wz) (0[*'02_ —|—H.c.) +Q1 (o + () a’{,p]

+D |:<ei(900+</71) _|_eis@1) \/jo—l + (ei% + 1) \/ZUZ:| p
+D |:(ei<Pn + 1) \/Zo.l— + (ei(tpo+<ﬂ1) +eitpl) \/ZO.Z—:| P, (B7)

where ¢y = 2mw/wp and 1 = eAx; /(Ax; + Ax;). The time evolution can be represented using the Kraus
operators

Ko,ar = I — iHegdt, (B8)

Kia = [(ei‘%“”) + e“@‘) \/ja1 + (e +1) \/jo'zj| Vat, (B9)
Ky ar = |:(ei€90 + 1) \/ZO-I— 4 (ei(tPoJr@l) +ei§01) \/jo—z—:l \/CTt, (B10)

where H.g is given by equation (16). Thus, when quantum jumps do not occur in the system, its dynamics
are given by the effective non-Hermitian Hamiltonian Hg in equation (16).

Appendix C. Protocol to tune giant-atom frequency

In equation (12), we presented the way to tune the giant-atom frequency w; (¢) in the giant-atom quantum
simulator for the two-qubit model in section 3. There, we noted that ¢; and #, are determined by

ti+h
/ [y fw (0)]de=T"¢/L (C1)
0

We here present the exact formulas for ¢ and t,, i.e. the time spent tuning the qubit’s frequency and the time
that the qubit remains at its maximum decay rate, respectively.

The first thing to note is that I'; [w (¢)] reaches its maximum value I,y at wy & 0.5wy. If
J. 0t1 Ty [wi(£)]de =Tt /1is already satisfied before T’y reaches I'j,ax, we know that £, = 0. In particular, since
we are tuning the frequency at a speed v, the time it takes to reach ',y from w; = wpg is 0.5wy /v1, and the
total time spent in tuning w; is 2wy /v;. This yields

2wo /v1 0.5wq /1 0.5wq /v
/ r [wl(t)]dt:4/ I (WDF+V1t)dt:8’7/ [14 cos (57 + 2w vit/wo)|dt = 4ywo/v1.  (C2)
0 0 0

Thus, if I''t' /1 < 4wy /v1, we have t, =0, and t; given by

5]
87/ [1+ cos (57 + 2mvit/wo)|dt=T"t"/1, (C3)
0
which yields
Wo . I
8y {tl — sin (2w vit Jwo) | =Tt /1, (C4)
27TV1

which can be solved for ¢;. On the other hand, if "¢’ /I > 4~ywq /v;, then we have #; = 0.5w /v;, and
th= (D't [l—4ywo /v1) [ (47).

Appendix D. Protocol-independent errors in the giant-atom quantum simulator

In this appendix, we give further details about two types of potential simulation errors, beyond those
analyzed in more detail in section 5: statistical errors and imperfect post-selection. For the analysis, we stick
to the illustrative example of simulating one qubit coupled to a driven-dissipative qubit, as described in
sections 3 and 4. We note that both types of errors that we analyze here are not protocol-independent; they
exist in general quantum simulators.
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D.1. Statistical errors
To obtain a good estimate of an observable in a quantum simulation, generally a certain amount of repeated
experiments have to be conducted. Here we discuss the potential statistical error resulting from an
insufficient number of repeated experiments. We estimate the number of repeated experiments required to
obtain a faithful simulation result for n,(¢") (the population in qubit 2), and to correctly predict the
quantum Zeno crossover point.

According to the central limit theorem [162], the error in #1,(#’) is smaller than
3y/m(t')(1 — n2(t')) /Nexp in Nex, measurements. Thus, the relative error in 1 (¢") with Ny
measurements is

3y/m (1) [1 =y (¢')] .
/Nexp [12 () — 112 (' = 00))]

For concreteness, we take I'’ = 6¢” as an example. For Q' = 0 at t' = 37 /¢, the error is

Sexp(t') = 34/1 X 10% /Neyp. For ' = 0.1 at t' = 57 /g, the error is dex (t') ~ 1 x 10%/1/Neyp. Having
Jexp (1) < 0.5 would be sufficient; this value results in Ney, = 4000 for Q' =0 at t' = 37 /¢’, and

Nexp =4 x 10° for ’ = 0.1 at t' = 57 /g’. Note that, if ¢’ is decreased, the number of required experiments
decreases exponentially.

For the simulation of the effective non-Hermitian Hamiltonian dynamics in equation (8), we note that,
as the simulation time increases, the probability of quantum jumps increases. Thus, to simulate the effective
non-Hermitian Hamiltonian dynamics, more experiments have to be performed to have a sufficient amount
of data remaining after post-selection.

The probability of having no quantum jumps until ¢’ is P(¢') = Tr[p(t’)], where p(t') is given by
equation (B6) in appendix B. Thus, to have 11,0, data points remaining after post-selection, 71po /Tr[p(")]
experiments need to be performed. For observing the oscillation of the population of qubit 2, 72,45 ~ 100
would be sufficient. Since Tr[p(#')] reaches its minimum of ~ 1 x 10~ att’ = 37 /¢’ for I'' = 3.9¢’, around
1 x 10° experiments have to be performed to faithfully simulate the effective non-Hermitian Hamiltonian
dynamics. We note that a potential advantage of Trotter decomposition in this case is the ability to abort the
experiment in the middle when a quantum jump occurs, which reduces the total simulation time.

bexp (') = (D1)

D.2. Imperfect post-selection

We now analyze the influence of imperfect post-selection on the simulation of the effective non-Hermitian
Hamiltonian dynamics. Such imperfections can be either due to a false quantum jump (dark count) or a false
no-jump due to imperfect photon detectors.

When a false quantum jump occurs, a quantum jump has not actually taken place in the experiment, but
the result is discarded due to the false jump. This will not change the simulated dynamics, but will result in
more repeated experiments being needed to obtain a result with the same statistical certainty.

When a false no-jump occurs, the experimental result where a quantum jump has occurred is included in
the simulated effective non-Hermitian Hamiltonian dynamics. Including this result changes the simulated
dynamics.

For the particular example of the two-qubit system we consider, when a quantum jump occurs, it always
brings the system to n; = n, = 0. Thus, it will result in an additional decay of n,(¢") compared to the effective
non-Hermitian Hamiltonian dynamics. This additional decay will not change the transition from oscillatory
to non-oscillatory dynamics, but will make it less visible.

To illustrate this effect, we consider a photon detector that reports false no-jumps with an error rate a,
i.e. among all results where a quantum jump has occurred, a of them have been falsely reported as no-jump
and are thus included in the simulated dynamics. Let 1, ("), n, g (t'), and 1, j(t) be the simulated
population of qubit 2 under the Liouvillian dynamics, the effective non-Hermitian Hamiltonian dynamics,
and the dynamics in which a quantum jump has occurred, respectively. We then have by definition that

e (t") =Pt ) mypu(t')+[1—P(t")]n(t'). (D2)
The simulated population is thus

) PE)mu ()l ~ Py (1)
n = T = b) )

out of the 1 — P(t') instances where quantum jumps occur, « of them are included in the simulated
dynamics, which gives the factor of a[1 — P(t)] in n, j(t').
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Figure 10. Simulation error in the effective Hamiltonian dynamics due to imperfect post-selection. (a) The probability of having
the results with the effective Hamiltonian dynamics, given by P(t') = Trp(t’), where p(t’) is given by equation (B6). (b)—(d) The
simulated effective Hamiltonian dynamics under different photon detector error rates c.

Inserting equation (D2) into equation (D3), we obtain

(I1—a)P(t )y (t')+any o ()

P +all— Pt (D4)

ny (tl) =

As shown in figure 10(a), as ¢’ increases, P(¢") decreases, and thus the influence of the error in the photon
detector on n, (') is larger. For different values of «, the simulated dynamics are shown in figures 10(b)—(d).
There we see that as « increases, more Liouvillian dynamics are involved in the simulation and the oscillation
of n,(t") for small T becomes less visible. However, the value of I'' where the transition from oscillatory to
non-oscillatory dynamics occurs is not influenced given sufficient accuracy of around 1 x 1073 of the
simulated qubit population.
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