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ABSTRACT

Single electron-hole dynamics in a one-dimensional plasma composed of two species, electrons and protons, with reduced mass ratio, is
investigated through numerical kinetic Vlasov–Maxwell simulations. The electron-hole’s growth of phasetrophy and acceleration are system-
atically studied as a function of different plasma and electron-hole parameters such as electron drift velocity vd , initial hole velocity dvh, elec-
tric potential amplitude /0, and gradients of the distribution functions f 0e;h and f 0i;h. A first parameter scan shows two different regimes of
positive exponential increase for the electron-holes growth-rate at both positive and negative gradient sides of the electron distribution func-
tion. Linear growth of an electron-hole is observed as a function of both ion and electron distribution functions. Moreover, two power laws
are measured as a function of the electric potential amplitude in both low- and high-amplitude regimes. Finally, a qualitative agreement
between measurements of phasetrophy growth-rate against an effective gradient is found, the latter considering variations and effects of the
electron distribution function gradient over the electron-hole’s width.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0246056

I. INTRODUCTION

The dynamics of electron-holes in plasmas have long been rec-
ognized as a fundamental area of research in plasma physics due to
their critical role in plasma turbulence and transport and the subse-
quent impact on energy distribution and stability within both natu-
ral and laboratory plasmas. Electron-holes are typically
characterized as localized negative phase-space density perturbation
of the electron distribution function, which emerge as self-
consistent phase-space structures that propagate and explore large
regions of the plasma while remaining stable over time. These
structures are of particular interest due to their nonlinear interac-
tions with the plasma, which can lead to complex dynamical behav-
iors, including acceleration and deceleration, growth in size and
depth, the sub-critical triggering of plasma instabilities,1 and the
interaction between different structures in both experiments2,3 and
numerical simulations.4–6 Indeed, phase-space structures can drive
particle transport,7,8 modify the saturation amplitude,9 drive anoma-
lous resistivity,10 shift the mode frequency,7 yield amplitude oscilla-
tions or chaos,11 and couple with zonal flows.12

The analysis of electron-hole dynamics is not merely of theoreti-
cal interest but is critical for understanding a wide range of phenom-
ena, such as those in space and astrophysical plasmas,13,14 or those
observed in the Earth’s magnetosphere15–17 or magnetic reconnection
events18,19 where collisionless plasmas prevail. For laboratory plasmas,
electron-holes are relevant in the context of energetic particle-driven
activities such as in magnetically confined fusion devices,20 collisionless
shock waves,21 and drift-waves,22 which can influence particle trans-
port, energy dissipation, and confinement stability. Despite their signif-
icance, many aspects of electron-hole behavior, such as their growth,
acceleration, and the quantitative effects on plasma turbulence, remain
poorly understood.

An electron-hole’s stability in phase-space is a delicate balance
between the electromagnetic forces of the plasma and the momentum
associated with the hole. In the second half of the XXth century, obser-
vation in a variety of stellar,16 laboratory,23 and numerical plas-
mas6,24,25 proved the existence of electron-holes rich dynamics,
including acceleration, growth, decay, and binary interactions. In the
early 80s, analytical26–29 and numerical30,31 papers proposed a theory
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predicting the acceleration and growth-rate of phase-space holes.
However, limitations on computational tools constrained their ability
to capture the nonlinear and multi-dimensional aspects of the problem
in its entirety. It is not until the past few decades, through the improve-
ments in diagnostics in spacecraft17 for data collection. In computing
power, which enabled more precise and detailed studies through the
use of high-resolution numerical simulations.32–37 This allows for a
more comprehensive exploration of electron-hole dynamics across a
broader range of parameters.

This study seeks to build upon this body of knowledge by con-
ducting a high-definition numerical investigation of single electron-
hole dynamics by means of the kinetic Vlasov–Maxwell code
COBBLES (COnservative Berk-Breizman semi-Lagrangian Extended
Solver).38,39 This research aims to identify the key parameters influenc-
ing electron-hole acceleration and growth by systematically varying
the initial conditions, shape, and plasma parameters, such as electron
drift velocity, initial hole velocity, electric potential, size, depth, and
gradients of the distribution functions. These simulations offer new
insights into the underlying mechanisms that drive electron-hole
growth, acceleration, and interactions.

In Sec. II, the Vlasov–Maxwell model and Schamel electron-hole
distribution functions40 are presented. We introduce the electron-hole
growth and acceleration mechanism and time plots, in the case of a
single electron-hole, in Sec. III. Numerical results, as a function of
plasma and electron-hole parameters, are reported in Sec. IV. Finally, a
conclusion is provided in Sec. V.

II. MODEL
A. Model description

Our model describes the evolution of a two-species, 1D1V (one
spatial dimension and one velocity dimension), collisionless, electro-
static plasma. A 1D1V plasma model is not only relevant as an aca-
demic exercise but essential for describing various processes in more
complex dimensions, such as for a plasma in a strong, homogeneous
magnetic field,41 or to model energetic particle transport on
Tokamaks.42 Here, the evolution of the species s particle distribution
function fsðx; v; tÞ, where s ¼ i; e for hydrogen ions and electrons, is
given by the Vlasov equation:

@fs
@t

þ v
@fs
@x

þ qs
ms

Eðx; tÞ @fs
@v

¼ 0; (1)

where Eðx; tÞ is the electric field, and qs andms are the particle charge
and mass, respectively.

On the other hand, the evolution of the electric field E satisfies
the Maxwell-current equation:

@E
@t

¼ �
X
s

msx2
P;s

n0qs

ðþ1

�1
vfsðx; v; tÞdv; (2)

where xP;s is the plasma frequency of species s and n0 is the spatially
averaged plasma density. Here the initial electric field is obtained by
solving Poisson’s equation:

@E
@x

¼
X
s

qs
e0

ðþ1

�1
fsðx; v; tÞdv; (3)

where e0 is the vacuum permittivity constant. We define the quantity
dfs � fs � hfsi, where hfsi ¼ hfsiðv; tÞ is the spatially averaged

distribution function in a box of length L. Note that in this study, we
impose the quasi-neutrality condition in the box, which for a hydrogen
plasma (qi ¼ e) reduces toðL

0

ðþ1

�1
fiðx; v; tÞdvdx �

ðL
0

ðþ1

�1
feðx; v; tÞdvdx ¼ 0: (4)

Numerically, we simulate the two-species plasma employing the
self-consistent kinetic electrostatic code COBBLES.38,39 COBBLES sol-
ves the one-dimensional kinetic Vlasov–Maxwell system using a semi-
Lagrangian method43 through a Cubic-Interpolated-Propagation
scheme. One property of COBBLES is that it exactly conserves ele-
ments of phase-space.44

Hereafter, we impose the physical parameters of our plasma. The
mass ratio mi=me ¼ 36 is chosen to reduce the total simulation time,
as it allows for a less defined phase-space grid, which also improves the
readability of the distribution functions in phase-space. Both ion and
electron temperatures are equal Ti ¼ Te, whereas the simulation box
size L ¼ 2p=k, where k ¼ 0:2k�1

D is the first mode wave number. The
equilibrium velocity distribution function for each species is a
Gaussian,

fs;0ðvÞ ¼ ns;0
vs;T

ffiffiffiffiffi
2p

p exp � 1
2

v � vs;0
vs;T

� �2
" #

; (5)

where ns;0 is the initial particle density, vs;T is the thermal velocity, and
vs;0 is the initial mean velocity of the distribution functions with vi;0
¼ 0 and ve;0 ¼ vd � ve;T . Note that in this paper, the system is in the
stable regime since we chose the mean velocities to be below the critical
unstable mean velocity difference of vcr ’ 1:5ve;T . Boundary condi-
tions are periodic in the real space, while in the velocity space, we
ensure zero particle flux at the velocity cutoffs ve;cut ¼ ½�6ve;T ;
þ6ve;T � and vi;cut ¼ ½�6vi;T ;þ18vi;T �. All simulations are performed
with Nx ¼ 4096 and Nv ¼ 4096 grid points in real and velocity space,
respectively, while the time step is fixed at Dt ¼ 0:01x�1

P . Note that all
physical quantities are normalized to the electron characteristic quanti-
ties, namely, the electron thermal velocity vT ¼ ve;T , electron Debye
length kD ¼ ke;D, electron plasma oscillation xP ¼ xe;P , and initial
particle density n0 ¼ ni;0 ¼ ne;0.

B. Generalized electron-holes

Particle distributions often deviate from Gaussian distributions
in high-temperature collisionless plasmas, such as fusion, ionospheric,
or astrophysical plasmas. Multiple studies, analytical,27,40,45 numeri-
cal,46,47 and experimental,47 have shown the existence of self-
consistent steady-state nonlinear solutions to the Vlasov–Poisson
system of equations known as BGK (Bernstein–Green–Kruskal) struc-
tures/modes.45 These solutions represent nonlinear electrostatic waves
that propagate and trap plasma particles. These trapped particles play
an essential role in the transport of particles and energy, instability
triggering, and disturbance on plasma confinement.

The BGK method, or the integral approach method, aims to
derive a trapped particle distribution function given an, often physical,
electric potential /ðxÞ, and distribution of free particles. The downside
of such a method is that the resulting distribution function of trapped
particles may not be stable over time or physically meaningful, often
resulting in distribution functions with negative values or singularities.

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 32, 022117 (2025); doi: 10.1063/5.0246056 32, 022117-2

VC Author(s) 2025

 06 M
arch 2025 06:58:35

pubs.aip.org/aip/php


A differential approach, also known as a pseudo-potential,
Sagdeev, or Schamel method, is used to overcome the problems associ-
ated with the BGK method. This approach proceeds in the opposite
manner; it imposes a physically meaningful distribution function,
from which a self-consistent electric potential is obtained by solving
the corresponding Vlasov–Poisson system.

One distribution function known to satisfy the continuity and
positivity condition and produce a phase-space structure is the
Schamel distribution function,40,48,49

fs;hðx; vÞ ¼ ns;0
vs;T

ffiffiffiffiffi
2p

p ¼ exp � 1
2

dvs;h
vs;T

� �2

� bh
Es

msv2s;T

" #
(6)

if Es � 0 and

fs;hðx; vÞ ¼ ns;0
vs;T

ffiffiffiffiffi
2p

p ¼ exp � 1
2v2s;T

�
rv

ffiffiffiffiffiffiffiffiffi
2
Es
ms

r
� dvs;h

�2
" #

(7)

if Es > 0, where dvs;h ¼ vs;0 � vh;0 is the velocity shift between the
mean velocity vs;0 and the initial velocity vh;0 of the BGK structure,
rv ¼ signðv � dvs;hÞ is the sign of the velocities difference. bh is the
trapping parameter, which determines the curvature of the structure:
bh < 0 is a hole, bh ¼ 0 a plateau, and bh > 0 for a bump in the dis-
tribution function. Es is the particle energy of species s, defined by

Esðx; vÞ ¼ 1
2
msðv � ðvs;0 � dvs;hÞÞ2 þ qs/ðx � xhÞ; (8)

where /ðxÞ is the Schamel electric potential of a structure centered at
x ¼ xh. In this paper, we focus on the study of electron-holes, in other
words, bh < 0, which result from bell-shaped electric potentials of the
form sech4, of amplitude /0 at x ¼ xh, where the skirts converge to
/ ¼ 0 in the limit jx � xhj ! þ1. The electron-hole potential is
given by

/ðxÞ ¼ /0 sech
4 x � xh

Dxh

� �
; (9)

where Dxh is the structure characteristic width defined by the hole
parameters:

Dxh ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
/0

r 15 exp dv2s;h=2
� �

ð1� bh � dv2s;hÞ

vuut
: (10)

Figure 1 shows a slice of the electron equilibrium distribution
function fe;0 and Schamel distribution function fe;h for an electron-
hole. Moreover, Fig. 2 shows the typical Schamel sech4 electric poten-
tial for an electron-hole in phase-space from Eq. (9).

Note that to satisfy both the quasi-neutrality condition, i.e., Eq.
(4), and equal initial particle density ni;0 ¼ ne;0, one of the three free
electron-hole parameters, dvh, /0, or bh, must be constrained and be a
function of the other two. In this study, we chose this parameter as the
trapping parameter bh. We developed a minimization algorithm that
searches to optimize the Schamel sech4 phase-space hole bh parameter
for quasi-neutrality in the simulation box.37 This algorithm produces a
single bh value for every combination of hole and plasma parameters.
One shortcoming of constraining the structure to a periodic simulation
box is the inability to perform a parameter scan where only one hole
parameter is modified since any variation on hole parameters results

in a variation on bh. Nevertheless, this study considers that changes in
bh have negligible effects on electron-hole dynamics compared to
changes on other hole parameters like for dvh or /0.

III. SINGLE ELECTRON-HOLE DYNAMICS
A. Electron-hole’s growth and acceleration

A phase-space structure exhibits complex phase-space dynamics,
specifically, the growth and decay that result from an electron-hole
climbing the gradients of the electron and ion distribution functions.

In a plasma, an electron-hole represents a region of plasma with a
deficit of electrons, in other words, a region of phase-space with a local
positive charge. In this case, one can consider an electron-hole as a
quasiparticle with negative mass and positive charge.6 Due to the
electron-hole’s local electric field, the electron distribution’s free elec-
trons are pulled toward the hole. This process results in an energy
exchange that accelerates the trapped electrons to phase-space regions

FIG. 1. Electron Schamel distribution function slice at x ¼ xh normalized to the
maximum of the electron equilibrium distribution function fe;0;max ¼ ns;0=ve;T

ffiffiffiffiffi
2p

p
,

for a mass ratio of mi=me ¼ 36, and parameters /0 ¼ 0:10, bh ¼ �5:80, and
dvh ¼ 0:70vT .

FIG. 2. Electron-hole Schamel sech4 hole-potential with amplitude /0 ¼ 0:05Te=e.
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with a larger distribution function value. Furthermore, as the hole accel-
erates, its depth increases since the distribution function value must
remain constant along particle trajectories to satisfy Liouville’s theorem.
This process is depicted in Fig. 3, where a narrow-square electron-hole at
low velocity grows in depth and accelerates to a higher velocity in a short
time while climbing the electron distribution function.

Clumps, including electron-hole, generally tend to break apart
due to particle collisions and electromagnetic turbulence in the plasma
during their lifetime. However, if these collisional and electromagnetic
effects occur over time scales much larger than the lifetime of an
electron-hole (which is relevant for our studies and fusion plasmas), a
clump can grow before decaying. This manuscript investigates the rate
at which electron-holes grow before they start to decay.

To measure the electron-hole growth-rate, we measure the
electron-hole’s phasetrophy50,51 wh, which stands for phase-space ens-
trophy, which is a quantity equivalent to the enstrophy for a two-
dimensional (2D) ideal fluid. Phase-space structures remarkably
resemble 2D vortice fluid turbulence,52 not just because of their shape
but also because both systems are constrained by two invariants: wave
energy and the phasetrophy (distribution perturbation square) for a
Vlasov plasma and the energy and enstrophy (mean square vorticity)
for fluids.

For a 1D1V plasma, phasetrophy is defined as

wh ¼
ð
hdf 2e idv; (11)

where hdf 2i is the spatial average of the distribution perturbation
squared. The phasetrophy growth-rate defined as

ch ¼
1
wh

dwh

dt
: (12)

By using the conservation of
Ð
f 2e dv, substituting the derivative

with the conservation of phase-space density, and performing

integration by parts, the expression for the phasetrophy production is
obtained as37

ch ¼ � 2
wh

qe
me

ð
dhfei
dv

hEdfeidv: (13)

Assuming that in the velocity interval Dvh bounded by the
electron-hole velocity-width, the gradient of fe remains constant, then
dhfei
dv can be taken out of the integral. The remaining term, proportional
to the electric field and the distribution perturbation qe

me

Ð hEdfeidv, is
defined as the electron-hole acceleration,

ch ¼ � 2
wh

dhfei
dv

ah: (14)

This shows a dependency on the gradient of the electron distribu-
tion and the electric field (or potential). Previous studies and
simulations1,31,37 have shown a more complex dependency on the
growth-rate of electron-holes than initially expected. As mentioned
and depicted in Fig. 3, the growth-rate of a hole strongly depends on
the ion and electron gradients and the shape of the hole. Subsequently,
a hole with a more complex shape, such as a Schamel’s hole or simply
one with a larger width, will behave differently than a simple small
square hole.

B. Time evolution of a single electron-hole

An electron-hole is considered to be in a growth regime when the
hole’s velocity is in the range1,31,37 0 < vh < vd , which in terms of
Schamel’s parameters corresponds to dvh > 0. Note that small values
of dvh mean an electron-hole located near the maxima of the electron
distribution function. In contrast, a large dvh � vd corresponds to an
electron-hole close to the ion distribution function maxima.

As a benchmark, we performed the simulation of one electron-
hole with parameters vd ¼ 1vT , /0 ¼ 0:05Te=e, bh ¼ �6:56, and
dvh ¼ 0:45vT . This corresponds to a relatively small electron-hole
with a velocity-width of Dvh ¼ 0:32vT . In Fig. 4, we show the time
evolution of the electron-hole velocity, hole phasetrophy, and depth.
Note that the depth of a hole, in terms of f, is a conserved quantity
since the Vlasov equation states that the phase-space distribution func-
tion f ðx; vÞ along particle trajectories is conserved. Therefore, as the
hole grows, dfe must decrease.

In Fig. 4, we observe the expected tendency to increase for both
the hole velocity and phasetrophy and verify that the value of the dis-
tribution at the center of the hole remains constant over time. In the
velocity and phasetrophy, we observe three different regimes of
growth. First, for times smaller than 100x�1

P , the velocity and phase-
trophy amplitudes have a considerable nonlinear change. This is
because, at these initial times, the analytical electron-hole’s shape is
modified self-consistently due to the interaction with the ion distribu-
tion, until it reaches a time-stable shape. Second, for times between
100x�1

P and 400x�1
P , we observe a linear increase in the electron-

hole’s velocity and exponential growth of the phasetrophy, which cor-
responds to an acceleration of 1:49� 10�4vTxP (1:06� 10�3vTxb)
and a growth-rate of 4:16� 10�4xP (2:95� 10�3xb), where xb is
the bounce frequency of the deepest trajectories of the electron-hole
defined as xb ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2/0=me

p
. Third, after 400x�1

P , we observe a
decrease in the amplitudes of both velocity and phasetrophy of the

FIG. 3. Diagram of an electron-hole between the electron and ion distributions,
growth, and acceleration mechanism after a dt time. Normalized equilibrium distri-
bution functions: Ion in blue and electron in solid red. Normalized electron distribu-
tion, including the electron-hole in dashed red. The mass ratio and the drift velocity
are decreased for the readability of the diagram, mi=me ¼ 4 and vd ¼ 1:5vT ,
respectively.
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electron-hole. This decrease in amplitude is mainly due to the hole
accelerating and climbing the electron distribution function, resulting
in different ion and electron gradients than at the start of the simula-
tion. The effect of ion and electron gradients is studied in more detail
in Secs. IVB and IVC, respectively. Note the oscillations in the three
plots (which are more noticeable in the velocity plot time evolution).
They result from small changes in the hole’s velocity since, as it accel-
erates, the ions and electrons push and pull on the electron-hole to
find a stable equilibrium, which is only reachable after very large times,
due to collisions or its numerical equivalent. Nonetheless, these varia-
tions are averaged in the interval we measure and do not contribute to
the long-term acceleration and growth of the hole.

Hereafter, we focus on studying the phasetrophy growth-rate,
contrary to the acceleration, since both measure the effects on the
dynamics of a phase-space electron-hole. In Sec. IV, we investigate the
growth-rate of electron-holes as a function of vh, @vfe;0jvh , @vfi;0jvh , and
/0, the hole’s velocity, equilibrium electron and ion gradients, and
hole’s amplitude.

IV. RESULTS AND DISCUSSION

In this section, we conducted four sets of electron-hole simula-
tions via a parameter scan by means of the velocity variance, equilib-
rium electron and ion gradients, and electric potential amplitude, dvh,
@vfe;0, @vfi;0, /0, respectively. Measuring growth rates through these
parameters allows us to study the hole’s velocity effects while maintain-
ing the distributions’ mean velocities constant, study the effects of the
proximity of the hole with the distribution functions, and measure the
impact of the size of the hole on its growth. Note, in the rest of this

paper, the equilibrium electron and ion gradients are written as f 0e;h
and f 0i;h for simplicity.

A. Relative hole velocity dvh
First, we performed ten electron-hole simulations with base

parameters vd ¼ 1vT and /0 ¼ 0:05Te=e, with dvh in the range from
0:65vT up to �0:30vT . These include five simulations where dvh is
positive, corresponding to a positive electron gradient f 0e;h > 0, and
five other simulations for a negative or zero dvh, corresponding to a
negative f 0e;h < 0. Note that the ion gradient f 0i;h < 0 remains negative.

The growth-rate of the phasetrophy is plotted in Fig. 5 for these
ten simulations as a function of the average relative electron-hole
velocity at the measurement time. Instead of choosing to plot the figure
as a function of the initial relative electron-hole velocity, we chose to
use the average relative electron-hole velocity at the moment of the
measurement, since as shown in Fig. 4 and explained in Sec. III B
electron-holes experience an initial nonlinear acceleration. For
electron-holes with low initial velocity or large relative hole velocity,
this results in a significant difference between the beginning of the sim-
ulation and the start of the linear regime. However, this paper does not
investigate the initial acceleration of electron-holes. Therefore, for this
and the following measurements, we chose the velocity in the middle
of the interval where the growth-rate and acceleration are measured.

First, we observe a discrepancy between the growth-rate ch
obtained through the measurements of the phasetrophy and those
obtained through the measurement of the electron-hole linear acceler-
ation [Eq. (14)] for values of dvh close to zero. For electron holes at
velocities close to the mean velocity of the electron distribution, the

FIG. 4. Time evolution of an electron-hole. Initial parameters here correspond to the hole velocity in (a), values of fe and dfe hole depth in (b), and the hole phasetrophy in (c).
For initial parameters: vd ¼ 1vT , /0 ¼ 0:05Te=e, bh ¼ �6:56, and dvh ¼ 0:45vT .
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acceleration is analytically expected to be close to zero. Experimentally,
it is difficult to properly measure the acceleration at such velocities
since small variations in the plasma and structure shape itself can
modify the measurement, which is not the case for the phasetrophy
since it takes into account the plasma around the structure by integrat-
ing in both space and velocity as shown in Eq. (11). Nevertheless, for
values of jdvhj > 0:2vT , we observe quantitative and qualitative agree-
ment between the two measurements of growth-rate. The correlation
between the expected linear relationship of the growth-rate with the
electron-hole’s acceleration can be more directly observed in Fig. 6,
where the growth-rate calculated from Eq. (14) deviate from the
expected linear behavior for small values of the electron-hole’s acceler-
ation resulting from values of dvh near zero.

Second, in Fig. 5, we observe two different growth regimes: a first
one for positive dvh, the growth-rate increases exponentially with the
relative hole velocity. For zero or negative dvh, we observe an exponen-
tial increase in the growth-rate with a decrease in dvh. For values of
dvh between 0 and 0:45vT , we measure an exponential fitting coeffi-
cient of 28:4=vT . For larger values of dvh, we observe a discrepancy
with respect to the exponential fitting, which we assume is the result of
the electron-hole strongly interacting with the ion distribution func-
tion. Indeed, electron-holes with a hole velocity of the order of a few
percent of the ion thermal velocity, vT;i � 0:17vT , result in an increas-
ingly important interaction between the hole and the ion distribution,
which results in a strong and fast nonlinear initial acceleration, and
growth-rate. Therefore, to measure a correct acceleration and growth-
rate, we prefer to simulate electron-holes with a hole velocity superior
to a few, three, or four ion thermal velocities to separate the electron-
hole from the maximum of the ion distribution. For more details on
the impacts of the ion distribution on electron-hole dynamics, see Sec.
IVD, where the study of these effects is expanded.

In the case of zero or negative dvh, between �0:3vT and 0, we
observe an exponential growth with a fitting coefficient of �0:53=vT .
Note that in this region, the phasetrophy decreases, and the hole decel-
erates. However, since it is challenging to show negative values on a
logarithmic scale, we decided to show the absolute growth-rate instead.
In this regime, the electron-hole experiences negative gradients for f 0i;h
and f 0e;h. While f 0i;h remains relatively constant in this regime, f 0e;h
increases in amplitude with the decrease in dvh, which results in a
slight decrease in the electron-hole’s phasetrophy, as opposed to the
rapid increase with positive dvh.

B. Local electron distribution gradient ›v fe;0
We performed ten simulations at fixed electron-hole velocity at

vh ¼ 0:55vT and the amplitude of the Schamel potential at
/0 ¼ 0:05 and varied the relative hole velocity in the interval
dvh=vT ¼ ½0:00; 0:60�. This scan allows us to study the electron
gradient f 0e;h dependency on the phasetrophy growth-rate while

FIG. 6. Log-log plot of the absolute value of the growth-rate of the electron-hole’s
phasetrophy as a function of the electron-hole’s acceleration. Black line: Analytical
expression (14). Red crosses: measurements from numerical simulations.

FIG. 7. Electron-hole phasetrophy growth-rate as a function of the electron equilib-
rium distribution gradient at the average hole velocity at the moment of the mea-
surement. Growth-rate from numerical simulations in black crosses and linear
fittings of the data in solid red and blue lines.

FIG. 5. Semi-log plot of the absolute value of the growth-rate of the electron-hole’s
phasetrophy as a function of the average relative electron-hole velocity at the
moment of the measurement. The growth-rate from numerical simulations in black
crosses, chðahÞ is the growth-rate calculated from the acceleration, and exponential
fits of the growth-rate measurements in the two dvh regimes in solid blue and red
lines.
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maintaining the ion gradient f 0i;h constant between all the simula-
tions. Note that in this scan, the electron mean velocity vd is
adjusted according to equation vd ¼ dvh � vh, assuming the values
in the interval vd=vT ¼ ½0:55; 1:15�.

Figure 7 shows the phasetrophy growth-rate as a function of f 0e;h,
at the average hole velocity at the measurement time. We observe a lin-
ear relationship between f 0e;h and the phasetrophy growth-rate at small
gradients, f 0e;h < 15%, corresponding to values of dvh < 0:40vT .

Additionally, we observe a second linear growth regime for values
of the electron gradient larger than 14%, with a significantly steeper
slope compared to for smaller values of the gradient. At these gradient
values, the electron-hole is located at a phase velocity close to the ion
distribution function maximum; in other words, the interaction
between the electron-hole and the ion distribution becomes non-
negligible. This results in a stronger nonlinear acceleration that is not
present in the cases where the electron-hole is farther from the ion dis-
tribution maximum.

C. Local ion distribution gradient ›vfi;0
We performed seven simulations at a fixed relative electron-hole

velocity dvh ¼ 0 and Schamel potential amplitude /0 ¼ 0:05, while
varying the hole velocity in the interval vh=vT ¼ ½0:35; 1:00�. The
objective is to study the effects on the phasetrophy growth-rate due to
changes in the ion gradient f 0i;h.

The growth-rate of the phasetrophy is plotted in Fig. 8 as a func-
tion of the absolute value of f 0i;h at the average hole velocity at the mea-
surement time. Similar to the results for f 0e;h, we observe a linear
growth of the growth-rate with respect to f 0i;h. Note that Fig. 8 is in log-
log scale, whereas the fitting is precisely linear. We observe an increase
in the growth-rate with f 0i;h, which is to be expected since large values
of f 0i;h correspond to a hole located closer to the ion distribution (low
hole velocity vh). Note that we do not perform electron-hole simula-
tions in the regime close to the ion distribution maxima, which would
correspond to a small f 0i;h. Nevertheless, without requiring to perform

simulations at such small hole velocities, we observe that electron-
holes experience stronger effects of f 0i;h, in particular the effects related
to the hole size in the velocity direction. In other words, these simula-
tions experience similar effects to the “aberrant” points observed in
Figs. 5 and 7.

On the other hand, for smaller values of f 0i;h, we observe that the
phasetrophy growth-rate abruptly approaches zero, around 2� 10�3,
or in terms of hole velocity vh � 0:75vT , which is expected. Indeed, for
out parameters f 0i;h � 0, this value provides a limit at which the effects
of ion distribution over an electron-hole’s dynamics become negligible.

D. Electric potential amplitude /0

As we saw in the previous parameter scans, the dynamics of
electron-holes strongly depend on the value of the ion and electron
equilibrium distributions. However, adjusting /0 changes the velocity-
width of the hole. Therefore, an arbitrary electron-hole will experience
different distribution gradients on the high-velocity side compared to
the low-velocity side of the hole, including all the intermediate gra-
dients in between. To accommodate for this effect due to the hole size
Dvh �

ffiffiffiffiffiffi
/0

p
, we introduce the effective electron equilibrium gradient,

or effective gradient, @vfeq;eff defined as the value of the electron gradi-
ent f 0e;h weighted by the velocity-width of the electron-hole, in other

words @vfeq;eff � @vfe;0
ffiffiffiffiffiffi
/0

p
.

Thus, we studied the effects of the electric potential amplitude on
the electron-hole phasetrophy growth-rate. To do this, we performed
nine simulations at fixed relative hole velocity dvh ¼ 0:45vT and elec-
tron drift velocity vd ¼ 1:00vT . While varying the electric field ampli-
tude in the interval /0 e=Te ¼ ½5� 10�3; 1� 10�1�.

The growth-rate of the phasetrophy is plotted in Fig. 9 as a func-
tion of /0. First, we observe two regimes where the growth-rate
increases as a power law of the potential amplitude: For /0 < 4
�10�2Te=e, we measure ch � /1:3

0 , while for larger amplitudes, it
increases as ch � /0:8

0 . Second, we observe a discrepancy between the

FIG. 8. Electron-hole phasetrophy growth-rate as a function of the absolute value of
the ion equilibrium distribution gradient at the average hole velocity at the moment
of the measurement. Growth-rate from numerical simulations in black crosses and
linear data fitting in the high amplitude regime in the solid red line.

FIG. 9. Electron-hole phasetrophy growth-rate as a function of the initial amplitude
of the electric potential. Growth-rate from numerical simulations in black crosses,
chðahÞ is the growth-rate calculated from the acceleration, linear data fitting in the
low and high amplitude regime in solid red and blue lines, and the effective electron
equilibrium gradient normalized to the data in blue squares.
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two measurements of the growth-rate ch from the phasetrophy and
acceleration measurements for large values of /0. This can be
explained by the fact that to obtain Eq. (14), we had to assume that the
electron equilibrium distribution gradient remains constant in the
velocity interval bounded by Dvh, which is not the case for large values
of /0. Nevertheless, for small values of /0, we observe agreement
between both measurements. Finally, in Fig. 9, we show the effective
gradient @vfeq;eff normalized to the data. For large values of /0, we
observe qualitative and quantitative agreement between the effective
gradient and the growth-rate from numerical simulations. However, a
large discrepancy is observed for the lower amplitude values. These
results allow us to deduce that for small electron-holes, where the dif-
ference in gradient between the two extremums of the hole is small,
then the value of the gradient is adequate to describe the electron-hole
dynamics. On the other hand, for large electron-holes, the different
regions of the electron-hole experience distinct gradients and, conse-
quently, a distinct acceleration and growth of the phasetrophy. Thus,
the velocity-width of the electron-hole must be taken into account.
Note that the Schamel electron-holes limit our capacity to study this
mechanism since the spatial and velocity widths are linked through
Eq. (10), which expresses that the spatial-width is inversely propor-
tional to the square root of the velocity-width. Therefore, by decreasing
Dvh, we increase Dxh. However, this result is not physical since the
ratio between phase-space structures remains narrow over a large
ensemble of structures. This is the case for the electron-holes simulated
in this manuscript.

V. CONCLUSION

In summary, we have investigated the phasetrophy growth and
acceleration process of isolated electron-holes in phase-space. By
means of four different parameter scans employing the Schamel
electron-hole parameters, such as the relative electron-hole velocity
dvh, Schamel potential amplitude /0, the equilibrium ion gradient
f 0i;h, and the equilibrium electron gradient f 0e;h, we have measured
the phasetrophy growth-rate at distinct regimes and orders of mag-
nitudes. First, we have shown that an isolated electron-hole grows
as the simulation progresses, resulting in a change in its mean
velocity, depth and phasetrophy. In particular, we have shown that
an electron-hole is located in unstable regions of phase-space (i.e.,
located in between the ion and electron distribution maximas); it
will experience a strong acceleration toward the electron distribution
maxima. Second, we have quantified the effects of the ion and elec-
tron gradients on an electron-hole’s dynamics. As the electron-hole
approaches the ion distribution maxima, it will mainly experience a
strong repulsion resulting in rapid acceleration and growth of pha-
setrophy, while further down the ion distribution, this effect
decreases rapidly. Finally, we observed that the relative size of the
electron-hole with respect to the size of the distribution functions
has an essential effect on the hole’s dynamics. In particular, we
observed quantitative agreement between the effective gradient,
which considers the size of the electron-hole and the different gra-
dients it experiences at every point of its width, and the hole’s pha-
setrophy growth-rate.

Therefore, we have measured and observed the effects of Schamel
hole and plasma parameters, such as relative hole velocity dvh, equilib-
rium gradients f 0i;h and f 0e;h, and potential amplitude /0, on electron-
hole dynamics in phase-space through numerical simulations. In

particular, we have observed that the ion distribution function strongly
influences electron-hole dynamics. Moreover, we have found that con-
sidering the different gradients of the distribution functions over the
hole’s width through the effective gradient can more accurately match
the observed growth-rate for large electron-holes. However, further
work is required to improve the understanding of electron-hole
dynamics in phase-space. This study is subject to three caveats: first,
increasing the mass ratio between ions and electrons to better under-
stand real electron-holes.53 Second, to analytically model the dynamics
of an electron-hole whose shape is prescribed by Schamel’s equations
of an electron-hole. Moreover, to perform a larger set of simulations
that will give us a more precise overview of electron-hole dynamics.
Finally, to investigate the behavior of phasetrophy and acceleration
during the interaction of two or more phase-space structures.4,6,37
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