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Abstract—Fixed-point integer multipliers are power-intensive
components that are integral to many systems in computing
and digital signal processing. Operating on complex fixed-point
numbers, the complex multiplier is critical to a wide range
of applications including communication systems. Since chan-
nel properties drift over time, communication systems require
adaptive processing blocks which have to be designed for the
worst-case scenario. This raises the question of how we can take
advantage of performance variations of a system to reduce power
dissipation. We describe how knowledge on variations in both
dynamic range (the spatial dimension) and switching frequency
(the temporal dimension) can be used to assign pins of complex
multipliers in order to minimize power dissipation. Using netlist
synthesis based on the predictive 7-nm ASAP7 cell library, we
find that, for instance, if one of two 12-bit input signals of the
complex multiplier has a 2-bit reduced dynamic range and a
50% reduced switching frequency, we decrease the energy per
operation by 20% by selecting the optimal pin assignment.

I. INTRODUCTION

Design approaches that jointly consider the arithmetic and
the data it operates on are becoming highly relevant for low-
power implementations [1]. Interestingly, digital filters operate
on input signals which are inherently different; one being
the data to be filtered, the other being weights representing
the filter’s frequency- or time-domain response. The data are
continuously changing their values within the allotted fixed-
point dynamic range, but the weights are not necessarily that
dynamic; they can even be static. Depending on the applica-
tion, both the dynamic range (the spatial dimension) and the
update frequency (the temporal dimension) of the weights can
drift over time. For example, in an FIR filter of an equalizer,
all tap weights potentially use their full dynamic range and
are frequently updated when the equalizer is converging, but
once it has reached a steady-state, many weights converge to
a reduced dynamic range. After convergence, the equalizer
tracks dynamic properties of the transmission channel in real-
time, which offers opportunities to reduce weight update
frequency or to simplify the calculation of weights [2].

The complex multiplier is a workhorse in many digital
signal processing (DSP) algorithms, in which it operates
on real- and imaginary-valued data representations. Complex
multipliers often dominate digital filter implementations, so
optimizing their power dissipation can have a large impact on
overall DSP power. For example, the DSP power dissipation
of high-throughput optical coherent receivers is dominated by
the multiplier-intensive equalizer [3]. Additionally, a high-

throughput MIMO equalizer is dominated by complex mul-
tipliers which take up 70% of the equalizer area [4].

We will analyze how we can exploit information on spatial
and temporal properties of input signals when we implement
DSP circuits that rely on complex multipliers. In particular,
we will investigate what power reductions are possible for a
number of design scenarios, where the two multiplier input
signals exhibit distinctly different behaviors with respect to
dynamic range and switching frequency.

II. BACKGROUND

Complex multiplications can be straightforwardly imple-
mented using four real multiplications, one addition and one
subtraction, according to

Zr = ArBr −AiBi (1)
Zi = ArBi +AiBr. (2)

Fig. 1 shows the corresponding implementation of such a
complex multiplier. There exist implementation alternatives
which involve only three real multipliers. While this trick can
reduce hardware resource usage, it tends to incur a longer
delay for fixed-point numbers as shown in [5].
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Fig. 1: Complex multiplier.
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Fig. 2: Booth-encoded multiplier.

As shown in Fig. 2, each real integer multiplier is imple-
mented using an encoding stage (enc) and a partial-product
(PP) generation stage (PP gen). A final carry-propagation
adder (CPA) performs the final addition of the carry-save
representation that is output from the PP reduction tree (PP
tree). The inputs to the real multiplier constitute the mul-
tiplicand operand A, represented as an−1an−2 · · · a0, and the
multiplier operand B, represented as bn−1bn−2 · · · b0. These
inputs are 2’s complement n-bit numbers, in which the most
significant bit acts as sign bit. The output of the real multiplier
in Fig. 2 is an 2n − 1-bit product, while for the complex
multiplier in Fig. 1 the internal addition/substraction extends
the complex product to 2n bits.



In the radix-4 modified Booth technique [6], [7], [8], three
consecutive bits of the multiplier operand B, i.e. bi+1bibi−1

are encoded, resulting in fewer generated PPs (n2 +1 instead of
n). The rationale here is that by adding some encoding logic,
we can save PP hardware and hopefully reduce delay.

The decoder circuit internal to PP gen selects either 2A,
A, 0, −A, −2A to generate PP rows. Importantly, strings
of ‘000’ and ‘111’ in the applied B will lead to the gen-
eration of PPs that are evaluated to zero, which is desired
as this decreases power dissipation. Now consider a signal
that does not utilize the nominal dynamic range (DR) of the
implemented wordlength 20 log10(2

n − 1) dB. An effect of a
reduced DR is that bit strings with consecutive ‘0’s and ‘1’s
become more common in higher significance bits of the signal
representation. This observation has been used in schemes
that introduce extra circuits (which is not really practical [9])
to dynamically multiplex input operands to reduce power
dissipation [10], [11], [12]. However, if we know during design
that the dynamic range of one of the multiplier input signals
is likely to be lower than the other, then we should route this
signal to the encoded input (i.e., B in Fig. 2).

A reduced dynamic range of a signal does not impact
the switching frequency of the 2’s complement word whose
bits represent the signal. This is because of how the 2’s
complement sign is handled. Previous work involving FIR
filters [13] and FFTs [14] harnessed that the signal property of
switching frequency is orthogonal to dynamic range to reduce
complex multiplier power, by routing infrequent filter weight
updates to the encoded multiplier input. There are many other
examples of DSP applications, where data signals are mul-
tiplied with slowly-changing weights estimated from drifting
channel properties, for example, for phase recovery [15].

III. EVALUATION METHOD

We simultaneously develop complex multipliers in VHDL
for different input wordlengths n and generate several vector
sets for Ar, Ai, Br, Bi, each with a specific dynamic range
and switching frequency. For each wordlength n, we have one
baseline vector set whose data are randomly switching and
utilize the full dynamic range. We use Cadence Genus [16] to
synthesize the VHDL code under a timing constraint, where
we balance timing and area at a 10% relaxation of the strictest
constraint possible for that particular input wordlength n.

As cell library, we use the open-source ASAP7 library [17]
and its regular-VT cells. This library was developed by
Arizona State University in collaboration with ARM Ltd. to
represent a predictive 7-nm FinFET process technology. All
synthesized gate netlists are verified for logic functionality
using Cadence Xcelium [18] by comparing the outputs to
vector sets generated as reference for Zr and Zi.

Using the clock rate f as reference, we define αi as
switching activity. This is the fraction of clock cycles when
a circuit node i with capacitance Ci switches from 0 to 1.
Assuming N nodes, the switching power is defined as

Psw = f VDD
2

N∑
i=1

(Ci αi) (3)

where VDD is the supply voltage.
During functional verification, we simulate all netlists with

10,000 inputs vectors from the vector sets previously gen-
erated. Power analysis is done at netlist level in Genus
using backannotated data from Xcelium, which contributes
switching statistics used to calculate αi for all circuit nodes.
We assume f = 1GHz and VDD = 0.7V. Energy per
operation can be calculated as Eop = Psw/f as switching
power dominates arithmetic-intensive applications.

Our baseline vector set is using random data, which corre-
spond to α = 0.25. This assumption overestimates the power
dissipation of practical scenarios, but it is easy to replicate.

IV. RESULTS

Our evaluations are done for complex multipliers with input
wordlengths from 6 to 16 bits, which is a range relevant for
many DSP applications. In fixed-point implementations, we
avoid using the full-precision complex multiplier output of 2n
product bits, as this causes data wordlengths of successive
operations to grow too fast. Truncation or rounding become
necessary tools, but these force the designer to keep track
of the binary point of data and align this correctly between
operations. To avoid data wordlength growth, we implement
complex multipliers whose outputs are truncated to n bits.

A. Pin Assignment – Dynamic Range
Fig. 3 shows Eop for complex multipliers with n =

8, 10, 12, 14 bits as function of dynamic range reductions.

Fig. 3: Energy per operation as function of dynamic range reduction.

By choice of vector sets during simulation, we here reduce
the dynamic range (DR) in steps of 1 bit (or 6 dB) for each of
the A and B inputs (Fig. 2). It is clear that the impact of pin
assignment based on DR has significant impact on the energy
dissipation, in particular for DR reductions of an even number
of bits [19]. The reason we see no gains for n = 8 is because
smaller multipliers are not using Booth encoding [9].

B. Pin Assignment – Switching Frequency
Both the spatial and temporal properties of signals clearly

impact multiplier power dissipation. While low-power pin



Fig. 4: Energy per operation as function of input wordlength.

assignments based on dynamic range were illustrated in Fig. 3,
low-power pin assignments based on input switching frequency
are shown in Fig. 4. Here, we show Eop for different α as
function of wordlength. Using α = 0.25 as baseline, we also
explore the impact of further reductions by 2 of α on A and
B, respectively.

As can be expected, there will be power reductions regard-
less of pin assignment, since a reduced switching activity α
on any input will reduce signal switching inside the multiplier.
However, we gain significantly from assigning the less active
signal to B, which is the encoded input in Fig. 2. This is
because a reduced switching encoder activity will impact all
downstream logic in PP gen, PP tree, and CPA.

We include in this graph the case of n = 6 to show an
extended dependence of Eop on wordlength. As already noted
in Fig. 3, for shorter even-valued wordlengths, Booth encoding
is not used during synthesis.

C. Optimal Pin Assignment – Spatial and Temporal Properties

It is relevant to quantitatively evaluate the relative impact
of the signal’s spatial and temporal properties on complex
multiplier power dissipation. We now consider the case when
we optimally assign the vector sets to the complex multiplier’s
input pin: When one input signal has a reduced dynamic range
and/or switching frequency, we assume it is assigned to input
B of Fig. 2, which represents the encoded input.

Fig. 5 shows how the different optimal pin assignments
compare for a range of even-valued wordlengths from 8 up to
16 bits. The DR bars correspond to a reduction of 2 bits on the
encoded input, while U represents half the baseline switching
frequency on the encoded input. The DR+U bars signify a
vector set which has both its dynamic range and switching
frequency reduced, by 2 bits and by 2 times, respectively.

For our assumptions on the DR and U data, it is clear that
the switching frequency has a larger impact on power than
dynamic range. A 2-bit DR reduction corresponds to a loss of
12 dB, which is substantial in DSP applications. In contrast,

Fig. 5: Pin-optimal Eop for different input wordlengths. DR denotes
2 bits lower dynamic range, whereas U denotes α = 0.0625.

reducing α to half its baseline value, yields a relatively higher
payoff in terms of power reductions.

Fig. 6 shows the same categories of data as shown in the
previous graph, but here we focus on shorter wordlengths,
which include also odd wordlengths.

Fig. 6: Pin-optimal Eop for shorter input wordlengths.

The graph in Fig. 6 reinforces that complex multipliers with
shorter even-valued input wordlengths n do not offer us any
big opportunities to perform low-power pin assignment. But
we can see that this is not the case for shorter odd-valued
wordlengths, where n = 7 and n = 9 represent exceptions.
While we can reduce power by doing pin assignments, we
should note that the complex multipliers for n = 7 and n = 9
have baseline power values that are closer to their n + 1-bit
multipliers than to their n− 1-bit counterparts. As we can see
for n = 7, the way we assign signals to inputs can have a
significant impact on the resulting power.

Activity-based pin assignment as it applies to integer mul-
tipliers with shorter wordlengths is discussed in detail in [20].



D. Optimal vs Non-Optimal Pin Assignment

While it may be difficult to practically control how signals
are assigned to the inputs of complex multipliers during
implementation, it is useful for a designer to know what power
savings are possible, should pin assignment be considered.

Using again the vector set of DR+U, where the dynamic
range and switching frequency have been reduced (by 2
bits and 2 times, respectively), Fig. 7 shows the energy per
operation for three cases: 1) when baseline vectors are used
for A and B, 2) when DR+U vectors are applied to A and
baseline vectors are used for B, and 3) when DR+U vectors
are applied to B and baseline vectors are used for A.

Fig. 7: Energy per operation for different input wordlengths when
optimal and non-optimal pin assignment is used.

As we can see, power reductions from around 25% and
upwards are possible with optimal pin assignment. In contrast,
if the inputs are swapped, power reductions never exceed 10%.
If the switching frequency of input vectors is reduced by
another 2 times, optimal pin assignment reduces power by
more than 35% for n ≤ 14.

V. CONCLUSION

There exist plenty of information at the algorithm and archi-
tecture levels, which in conventional implementation flows is
discarded, but which can be used to guide the implementation
of power-efficient circuits. We have shown how information
on how different signals behave over time can be exploited to
reduce switching power in complex-valued multipliers.

It is well known that for integer multipliers based on
Booth recoding, a lower-than-nominal input dynamic range
(DR) can be translated into power savings. If optimal pin
assignment is used, the lower DR will yield significantly fewer
signal transitions, saving multiplier power. Also a lower-than-
nominal input switching activity (α) can be used to reduce
power, but just as in the case of reduced DRs, the power
savings depend on how we assign signals to the input pins.

We have investigated quantitatively how to optimally assign
input pins on complex multipliers, which are key components
in DSP and scientific applications, operating on signals whose

dynamic range and switching frequency are lower than nom-
inal. Our results show that an optimal pin assignment, com-
pared to swapping the pins, for cases when Booth encoding is
used (n = 7, 9, 10, 12, 14, 16), can lower energy per operation
by between 18% and 27% when one input signal has a dy-
namic range reduction of 12 dB and a 50% reduced switching
frequency. There is no circuit or performance overhead of this
scheme, but it does require the designer to have information
on spatial and temporal behavior of signals to be processed.
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