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Abstract 

The high flammability of hydrogen (H2) when mixed with air makes H2 
sensors crucial in the development of hydrogen energy technologies across 
the Globe. Their development follows standards, in the form of performance 
metrics, with the most stringent and well-known ones established by the U.S. 
Department of Energy. Despite extensive research, key targets, such as the 
1-second response time in 1000 ppm H2, remain challenging, often achieved 
only in ideal environmental conditions. Additionally, the influence of 
poisoning gas species (such as CO,CO2, NOx) in general and humidity in 
particular are rarely addressed. Among the plethora of different H2 sensing 
technologies nanoplasmonic optical sensors stand out as particularly 
promising. They rely on spectral shifts or intensity changes of the localized 
surface plasmon resonance of hydrogen-sorbing metal nanoparticles as the 
signal transduction scheme and have been boosted by advances in 
nanofabrication and the implementation of tailored nanostructured materials. 
Beyond materials engineering, advanced data analysis methods, such as the 
use of artificial intelligence (AI) that can greatly enhance data processing, 
are a to-date widely unexplored yet highly promising approach to improving 
the performance metrics of plasmonic hydrogen sensors. In this thesis, I 
apply both strategies and present three projects that aim to address both the 
response time and the humidity performance metric of plasmonic H2 sensors. 
In the first study (Paper I), we demonstrate a Pt-based catalytic-
nanoplasmonic H2 sensor that can operate within 0-80% relative humidity 
(RH) and can detect concentrations as low as 600 ppm in air, at T≥ 50 ºC, 
while also exhibiting a decrease in the limit of detection with increasing 
humidity. In the second study (Paper II), we demonstrate the use of a 
tailored neural network ensemble model and showcase its ability to 
accelerate the response of a PdAu alloy nanoplasmonic H2 sensor by a factor 
of 40 by eliminating the H2 concentration/response time dependence. In the 
third study (Paper III) we employ a deep dense neural network to analyze 
data acquired from a PdAu alloy nanoplasmonic sensor operating under 
varying humidity (0-80% RH). With this AI-based treatment, we can 
eliminate the negative influence of H2O in the sensor’s response and achieve 
a limit of detection of 100 ppm at the highest measured 80 % RH. 
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1 Introduction 

The concept of a world powered by renewable energy, such as hydrogen 
(H2), was early envisioned in 1923 by geneticist J. B. S. Haldane, who 
believed that 400 years into the future, England will be covered in wind farms 
that supply energy to power stations, which in turn produce H2 through 
electrolysis1. However it wasn’t until 19722,3 that the term “hydrogen 
economy” first emerged and was coined by John Bockris. 

H2 itself has been used in several different ways in history; from lighting 
in the early 1800s, to heating and transportation the following century (which 
led to the infamous Hindenburg disaster in 1937), to powering NASA’s 
spacecrafts in the mid-20th century. Nowadays H2 is commonly used in many 
important industries, such as ammonia production or steel manufacturing, to 
name a few. 

Figure 1: Normalized interest level in H2 over the years, based on 
publications from 3 different databases; The Scopus database analyzes the 
research trends in peer-reviewed academic literature. The IEA database 
evaluates industrial perspectives, and the LEXIS database covers 
international media (newspapers, press releases, web publications) (adapted 
from ref.4). 
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Over the past couple of decades public interest in the hydrogen economy 

has grown significantly (Figure 1). This interest has been accompanied by 
parallel advancements in H2 production methods, storage and transportation 
infrastructure, safety protocols and policies, as well as technological 
solutions. Among these, safety considerations are particularly critical, since 
the immediate hazards associated with H2 gas, along with the potential 
environmental impacts of its increasing global use, should remain a top 
priority for stakeholders. 

 

1.1 Why H2 sensors? 

The Hindenburg disaster is perhaps the most devastating and well-
known incident involving H2. The leading theory attributes the disaster to 
static electricity igniting leaked H2 gas, which highlights the inherent risks 
associated with H2. The reason for the ignition is that H2 has a wide 
flammability (4-75%) and explosivity (13-65%) range, when mixed with 
air5,6. More importantly, the minimum ignition energy (in air) is only 0.02 
mJ, i.e., low enough for a static discharge to ignite the gas.  

For reference, methane and petrol both require an order of magnitude 
higher ignition energy than H2

6. Furthermore, H2 is odorless, colorless and 
significantly prone to leakage due to its high diffusion coefficient and tiny 
size. Finally, the indirect warming impacts of H2 emitted into the atmosphere 
have sporadically been part of discussions with some studies addressing this 
issue7-11. Recently, Ocko et al.11 attempted to evaluate the climate impact of 
H2 emissions as a consequence of dramatically increasing H2 production and 
consumption. In this scenario, H2 emissions into the atmosphere are expected 
to rise substantially, both from unavoidable small leakages (due to the 
inherent difficulty of containing H2) and deliberate venting and purging of 
H2, a mechanism that is critical for (the safety of) certain applications. This 
rise in emissions results in an increased amount of H2 reacting with naturally 
occurring hydroxyl radicals (OH) in the troposphere, which is particularly 
concerning considering that OH acts as a methane sink. Therefore, the 
reduced OH availability leads to longer lifetime of methane (a greenhouse 
gas), while also the presence of H2 and its further oxidation in the troposphere 
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and lower levels of the stratosphere, result in a cooling effect and disturbance 
of the ozone chemistry8. Finally, the authors investigated different scenarios 
for blue (produced from natural gas) and green (produced from renewable 
energy sources) H2, while also considering plausible emission rates. It is 
noteworthy that for green H2 applications and with high emission rates (10%) 
the climate impact from fossil fuel technologies could be cut only in half for 
the first 20 years, which is far from the public’s perception of climate 
neutrality regarding green H2. 

Therefore, not only should greater attention be given to improving H2 
emission estimations across the entire value chain, but it is also important to 
develop safety measures, that can: (i) prevent unwanted emissions (e.g. 
leakages) from occurring, and (ii) take measures against them when 
prevention is not possible, by accurately, fast and reliably detecting H2 
leakages. My project contributes to the latter, where I investigate and develop 
H2 sensors that have the potential to be implemented in large-scale 
applications and aim at pushing the performance of current H2 sensing 
solutions. 

1.2 Current state of the art and unexplored 
challenges 

The detection of H2 for safety purposes is not a new concept; Already 
since the 1960s, when NASA began using hydrogen fuel for the Centaur 
program, safety guidelines (including instruments for leak detection) were 
implemented. Over the years these guidelines have been revised to 
incorporate new technologies and insights from the ongoing research in this 
field12. Today, and after many decades of research, a plethora of different H2 
sensing technologies exist, both at a commercial and research level. The 
common denominator is the induced change to a sensing material’s 
properties in the presence of H2. Regardless of the operating principle, 
important H2 sensor properties (i.e. performance metrics) include the 
response time, limit of detection, resistance in complex environments (e.g. 
in the presence of CO, CO2, NOX, H2O) and power consumption. The 
different H2 sensing technologies are listed as follows13,14: 
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• Thermal 
These sensors operate on the principle of thermal conductivity 
differences between gases. H2 has the highest thermal conductivity of 
all gases (0.174 W m-1 K-1  at 20 ºC) followed closely by helium. The 
thermal conductivity of air is one order of magnitude lower, which 
makes it suitable for detecting H2 in air. A Wheatstone bridge (an 
electrical circuit for measuring an unknown resistance) is used to 
connect two resistors; one for the reference gas and one for the target 
gas (H2). The higher heat loss induced to one of the resistors, due to the 
presence of H2, leads to an imbalance in the Wheatstone bridge, 
manifested as a change in the overall resistance, which is the descriptor 
used in these types of sensors. Thermal conductivity-based sensors can 
operate up to 100 vol% H2 (making them suitable also for oxygen-free 
detection) and are resistant to interference from poisoning species (CO, 
CO2, NOx, etc.) due to the absence of any catalytic surface. However, 
they typically have a higher limit of detection (LoD) than other H2 
sensing technologies (0.2 vol.% H2

15). Finally, they are non-selective, 
which can influence the sensor output signal, especially in complicated 
gas mixtures (including H2O16), thus affecting the overall thermal 
conductivity. Advances in micro-machining and miniaturization have 
allowed for lower power consumption (3.32 μW17), decreased LoD (50 
ppm in N2

18) and improved stability17,19-21. 
• Electrochemical 

An electrochemical sensor is based on the charge transfer phenomena 
occurring when a sensing electrode reacts with H2, inside an electrolyte 
medium22. Two electrodes, coated with a catalyst material (e.g. Pt) that 
enables H2 oxidation, are separated by either a liquid or solid electrolyte, 
depending on the operating temperature. At the sensing electrode 
(anode), H2 oxidizes forming 2H+ and 2e-. The flow of electrons from 
the anode to the cathode results in current generation proportional to the 
H2 gas concentration. Electrochemical sensors have typically very low 
LoD (40 ppm in air23) and consume very little power. However due to 
the catalyst present, they are susceptible to poisoning by species such as 
sulfuric compounds and CO. 
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• Resistive 
A resistance-based sensor detects the presence of H2 due to changes in 
the electric resistivity of a sensing material upon exposure to the gas. 
Two main categories exist: (i) semiconductor-based and (ii) metallic 
resistors24,25. For the former, metal oxides (MOx) are typically used, 
such as WO3, TiO2, In2O3, SnO2

26. The change in resistance occurs when 
the oxygen-covered sensing layer is exposed to H2 and indicates that 
such sensors need the presence of molecular oxygen to be able to 
function. Initially the surface of the oxide is covered with adsorbed 
oxygen species, which capture free electrons and increase the resistance 
of the material. When H2 is introduced, it reacts with the adsorbed 
oxygen, forming H2O and releasing free electrons, effectively changing 
the resistance depending on the doping of the material (n or p-type). 
Traditional MOx sensors are generally low cost and easily mass 
produced. However, these sensors require elevated temperatures (>500 
ºC) to operate, which limits their applicability, and they are significantly 
cross-selective to other hydrogen-containing species (CH4, H2O, etc.). 
To further improve their sensitivity, doping of the MOx is done with 
metals such as Pd, Pt, Cu, etc., which improve the catalytic performance 
(and at the same time reduce the temperature requirements) and can 
exhibit good response times ( 2 sec at 100 ppm in Air27) and significantly 
low LoD (5 ppm in N2

28 for a Pd-based 2DEG system). In metallic 
resistors, as the name suggests, metallic hydride-forming structures are 
employed (such as Pd or Pd-based alloys29,30) which have the ability to 
readily dissociate and absorb hydrogen atoms into the bulk forming a 
metal hydride (MHx). This leads to a transition from a metallic to a “less-
metallic” state, resulting from a significant change in the electronic 
properties of the sensing material and consequently, an increase in 
resistance. These sensors have been long studied and exhibit overall 
great properties, such as ppb-range LoD31, but usually suffer from CO 
or SOx poisoning, due to the strong binding of such molecules to the 
surface of the sensing material. The metal-hydrogen interactions and 
hydride formation will be discussed in more detail in Chapter 2. 

• Acoustic 
Acoustic sensors are typically based on piezoelectric materials which 
are very sensitive to changes in their surface properties. The most 
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popular device is a quartz crystal microbalance (QCM) which consists 
of a quartz disc with 2 electrodes present on each side. When an AC 
voltage is applied, the disc will oscillate at its natural frequency. These 
devices are typically coated with a hydride-forming material, such as 
Pd, that allows for high sensitivity to H2. The adsorption (and 
consequent absorption) of gas molecules changes the overall mass of 
the disc, causing a change in the resonance frequency which is related 
to the H2 concentration. In a similar manner, surface acoustic waves 
(SAW) can be generated from the electrodes and utilized as a detection 
scheme of H2, since they also exhibit high sensitivity to changes in the 
surface properties of the piezoelectric material. These sensors are 
reasonably fast (4.1 s at 1000ppm in N2

32) and with a low LoD (3.7 ppm 
in N2

32) however they show poor long-term stability and can be 
influenced by temperature modulations and other interfering gas species 
(non-selective). 

• Mechanical 
Mechanical sensors utilize a micro-sized cantilever with a hydrogen-
absorbing material, such as Pd, deposited onto it. The metal thus will 
absorb H2 leading to an expansion of its lattice. This expansion 
translates to a deflection of the cantilever and is used to detect H2. An 
advantage of these sensors is that they can operate in O2 free 
environments, but they come with multiple shortcomings, such as the 
complex fabrication process, susceptibility to poisoning (due to the 
presence of a hydrogen-absorbing material) and aging effects (such as 
delamination). 

• Electronical 
Electronical, or work function-based sensors employ a catalyst material 
deposited over an oxide layer. When the hydrogen atoms dissociate onto 
the metal, they spill-over at the metal-oxide interface, effectively 
altering the work-function of the metal (due to the rise of a dipole layer). 
These sensors are generally cheap and easy to fabricate, provide 
accurate measurements and reasonable LoD (10 ppm in N2

33), however 
they usually suffer from baseline drifts and hysteresis effects. 

• Catalytic 
Catalytic sensors are one of the most employed type of H2 sensors, and 
operate on the basis of heat generation, due to the combustible reaction 
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between O2 and H2 at a catalyst’s surface. The high exothermicity of this 
reaction (-241.8 kJ/mol34) leads to a substantial increase of the 
temperature which is used to change the resistance (in Pellistor-type 
sensors35) or generate an electrical signal (thermoelectric sensors36). In 
the latter case the Seebeck effect is utilized, where the temperature 
difference between two points in a material induces a voltage difference. 
Most typical materials used here are Pt and Pd, due to their good 
catalytic performance for this reaction. Such sensors can operate in a 
wide range of environmental conditions, including high humidity 
(usually at the expense of sensor performance37) and can have fast 
response (~1 sec) however at quite high H2 concentration (2 vol%38). 
Additionally, since Pellistor-type sensors require elevated temperatures 
to operate, they are non-selective to H2, as other combustible gases such 
as CO or hydrocarbons can induce a temperature change. This problem 
is omitted in thermoelectric sensors since they can operate at, or near, 
room temperature and therefore show a decreased cross-sensitivity, 
since only H2 can be effectively oxidized by Pt or Pd at these 
temperatures. Finally, and as with most methods using a catalytic 
surface, these sensors are susceptible to poisoning by CO, or sulfuric 
compounds, and can only operate in the presence of O2. 

• Optical 
Optical sensors take advantage of the changes in the electronic (and 
consequently optical) properties of a material when it interacts with H2. 
The most commonly used material is Pd and Pd-based alloys, since i) 
Pd can form a hydride (PdHx) at ambient conditions with a negligible 
energy barrier39 and ii) the optical contrast induced by this change is 
huge, which allows for low LoD. Other materials such as Mg40, Ta41 or 
Hf42,43 have been effectively used as optical sensors, however usually 
combined with Pd, either in the form of an alloy, or as a capping layer 
to promote H2 dissociation and diffusion. Optical sensors possess 
several advantages; for one, they can operate in a wide variety of 
environments (oxygen-rich or free, vacuum, inert). Also, using optical 
fibers, the readout can be done remotely, thus avoiding the risk of spark 
generation (no electronics close to the sensor). Additionally, 
nanostructuring of the sensing material allows for faster response times 
(1s at 1000 ppm in N2 or vacuum41,44) and exceptionally low LoD (250 
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ppb in Ar45). On the downside, and as with any Pd-based sensor, they 
are prone to poisoning, which however can be alleviated by means of 
alloying46,47 or the application of protective coatings, such as 
polymers44,48-50. Optical nanoplasmonic H2 sensors are the core of this 
thesis and will be discussed in more detail in Chapters 2 & 3. 
 
Having summarized the different H2 sensing technologies, two things 

become clear: i) Pd, either pristine or combined with other materials, plays 
an important role in multiple different detection schemes, due to its unique 
interaction with H2. ii) All of the technologies have several advantages and 
disadvantages. Therefore, in recent years, a common pattern found in 
literature is the interplay between different sensing solutions, where the goal 
is to combine the good features and eliminate the weaknesses. 

To this end, extensive research has been focused on developing H2 
sensors that, irrespective of the operating principle, aim to meet performance 
targets set by various stakeholders, with the most stringent and well-known 
ones established by the U.S. Department of Energy (DoE)51-53. Recently, 
Darmadi et al.54 conducted a comprehensive study summarizing the efforts 
by researchers to achieve these targets (Figure 2), while also highlighting 
current challenges and proposing strategies to overcome them. 

Figure 2: Schematic illustration of the US DoE performance targets for H2 
sensors aimed for stationary and automotive applications (adopted from 
ref.54). 
 

One of the most critical and challenging targets is achieving a 1-second 
response and recovery time for H2 sensors. Over the past two decades and 
with the progress in nanofabrication and miniaturization techniques, 
numerous efforts have been made to address this challenge. While several 
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sensors have successfully met the 1-second response target, they have often 
fallen short of doing so at the 0.1 vol.% detection limit55-57. For instance, a 
cracked sputtered Pd thin film on an elastomeric substrate demonstrated a 
response time of <1 second, but only for H2 concentrations ranging from 0.4 
to 4 vol.%55. Similarly, SnO₂ nanowires decorated with POSS-stabilized Pd 
nanoparticles achieved a response time of <1 second, but at a H2 

concentration of 3 vol.%56
. It was only in recent years that this target was 

successfully met; Nugroho et al.44 were the first to demonstrate it, albeit in 
vacuum/pure H2, using an ultrafast Pd-Au alloy sensor, combined with a 
tandem PTFE/PMMA capping layer, that was able to achieve response times 
< 1 second for 0.1 vol.% H2. A few years later, Bannenberg et al.41 developed 
a Ta-Pd alloy sensor that exhibited sub-second response times times at 100 
Pa partial pressure (100% H2 pulses applied in vacuum) under room 
temperature conditions. At the same time Luong et al.58 developed a Pd-Co 
alloy sensor with 0.85 s response time at 0.1 vol.% (in vacuum/pure H2) and 
a LoD of 2.5 ppm. Today, more sensors have been able to achieve this target, 
however at elevated temperatures59-61. 

One of the targets set by stakeholders which has remained relatively 
unaddressed is the stable operation of H2 sensors in humid environments52,62 
(Figure 2). Such conditions are exceptionally relevant, like for example the 
highly humidified H2 gas feed in fuel cells, which is crucial for the stable 
operation of the polymer exchange membrane, or the largely humidity-
fluctuating open environment (due to weather, or geographical factors), 
where a sensor can be deployed for process monitoring or safety applications. 
Since the conditions can vary from dry to highly humid in such 
environments, it is very important to use sensors that can reliably operate in 
many different humidity scenarios. 

In Pd-based sensors, operating in humid environment is challenging 
because the availability of catalytically active surface sites for H2 
dissociation is critical to enable subsequent absorption of H into the particles, 
and thereby generate the sensor signal in both optical, mechanical and 
electric resistance-based sensors16,63,64. Adsorbed water and hydroxyl groups 
effectively block these sites and thus hinder the ability of H2 molecules to 
reach the surface and dissociate. This results in increased response time, 
increased LoD and instabilities in the baseline signal all the way to complete 
sensor deactivation. 
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Only a limited number of studies in the literature investigate this 
“humidity challenge” in H2 sensing applications37,65-69. Among these, most 
studies either tackle the issue only partially, i.e., for a narrow and low 
humidity range, or demonstrate solutions under conditions that are limiting 
from an application perspective. A recent effort to address the humidity 
challenge is the work of Rahamim et al.68, where they fabricated a current-
based ITO sensing layer, combined with Pd-Ni or Pt nanoparticles via a 
colloidal synthesis approach. They report low LoD, repeatability, and 
tolerance to humidity up to 60% relative humidity (RH). Regarding a limited 
applicability, a prime example is the investigation of the H2 sensing behavior 
of SnO2 and In2O3 thin films, at very low H2 concentrations and in a wide 
humidity range. Specifically, Murthy et. al.69 demonstrated a limit of 
detection of 25 ppm H2 with a humidity-independent response to H2 (for 
SnO2) in the range of 20-95% RH. However, this study was conducted at a 
significantly elevated temperature (623 K), which limits the practical 
applicability of the sensor, since such a device would not only require high 
power to operate, but also runs the risk of H2 self-ignition6. Another 
noteworthy example is the work of Geng et al.37, where grain-boundary-rich 
Pt nanoparticles were fabricated and drop-cast onto a thermocouple for 
thermocatalytic H2 sensing. This sensor operates on the basis of the highly 
efficient and exothermic hydrogen oxidation reaction (HOR) on Pt surfaces 
causing a significant temperature increase in the presence of H2 While the 
sensor is able to operate in a very wide humidity range (0-98%), the LoD 
increases with increasing humidity to ~3% H2 at 98% RH.  

From this summary, it is clear that more efforts are needed to design 
sensors that can reliably operate in high humidity levels with low LoDs and 
fast response time. Such conditions are particularly relevant for numerous 
H2-related applications, including the highly humidified gas feed in fuel 
cells, or the fluctuating environmental conditions encountered when sensors 
are deployed in open ambient locations. 

 

1.3 Goals of this thesis 

The purpose and the goal of this thesis is to address two major 
technological challenges that the H2 sensing community faces. The first thing 
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is to design a sensor that can perform reliably under high humidity 
environments since, this is a case which is relevant in numerous applications 
where the presence of H2O not only cannot be avoided, but in some cases 
(e.g. fuel cells) is crucial for their stable operation. For that reason, we have 
developed in Paper I a Pt-based dual function nanoplasmonic/catalytic H2 
sensor, that can detect H2 in a wide relative humidity range (0-80% RH) with 
600 ppm LoD. The second aim is to go beyond materials’ engineering and 
utilize advanced data analysis techniques that can address both the humidity 
challenge, and improve upon one of the most stringent performance metrics, 
namely the sensor response time. As described previously, only a few sensors 
reported in the literature can reach the target of responding to 0.1 vol.% H2 
faster than 1 second, and in most cases do so either in idealized conditions 
(vacuum/H2) or at impractical environmental conditions (e.g. strongly 
elevated temperature). Therefore, instead of just looking for new materials 
and structures that can achieve this target, it is also possible to optimize the 
way we analyze the data derived from a sensor. In many cases, and 
specifically for nanoplasmonic H2 sensing, spectral information is typically 
collapsed into a single descriptor and thus most of the information is left 
unused. This is where neural-network based data treatment comes into play; 
such AI-based models can utilize the entirety of the acquired spectral 
information, and discern complex patterns within that, often hidden by noise. 
They can also find temporal correlations among the spectra, thus predicting 
not only H2 concentrations, but also the presence of species that alter the 
sensor’s response (e.g. H2O). Therefore, in Paper II & III we utilize such 
neural network-based models to both accelerate the response time of a PdAu 
nanoplasmonic hydrogen sensor, and remove the negative effect that H2O, 
present in the gas, has on the H2 sensor’s response. 
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2 Metal-Hydrogen interactions 

Hydrogen is the lightest and most abundant element in the universe and 
possesses unique properties, such as high thermal conductivity, high 
diffusivity and high reactivity. These characteristics make hydrogen one of 
the most widely used elements across a broad range of applications. Since H2 
is a highly diffusive gas, it needs to be stored and used upon demand. With 
the energy crisis in the 1970s metal hydrides began to be explored as a means 
to potentially store hydrogen safely and efficiently for energy systems. This 
is made possible by the high solubility of hydrogen in numerous metals, such 
as Ta70, Ti71, Pd39, as well as intermetallic and alloy compounds72. The 
conditions for forming a metal-H solid solution can vary significantly, where 
pressure and temperature are the key parameters. Additionally in the context 
of heterogeneous catalysis, hydrogen plays a crucial role in many catalytic 
reactions; from fuel cell applications73, synthesis of ammonia via the Haber-
Bosch process74, to CO2 hydrogenation75. Since transition metals and their 
oxides are predominately used in heterogeneous catalysis, understanding the 
metal-hydrogen interactions of these systems is particularly relevant. In this 
Chapter, I will delve deeper into the metal-hydrogen interactions, both from 
the perspective of hydride formation in pristine and alloy metals, as well as 
the hydrogen oxidation reaction (HOR) on transition metal catalyst surfaces. 
For the latter, I will focus on Pt-H interactions and introduce the role of 
humidity in the hydrogen sorption dynamics. 

2.1 The Pd-H system 

In H2 sensing, Pd has attracted the most attention by far, due to its unique 
ability to dissociate H2 into atomic hydrogen under ambient conditions, 
followed by H-species diffusion into the lattice where they occupy interstitial 
lattice sites. A H2 molecule initially adsorbs on the surface of Pd and 
dissociates in two H atoms, essentially without an activation barrier (Figure 
3). The next step towards diffusion into the bulk is to first reach the 
subsurface layer, which is considered to be the rate-limiting step in the 
absorption process76. Finally, H atoms diffuse into the bulk and occupy 
interstitial sites, forming a solid solution at low H2 partial pressures and a 
hydride, PdHx, above a temperature-dependent critical pressure76,77. As 
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previously mentioned, Pd is unique in that aspect, since the absorption 
process occurs at room temperature and is fully reversible, in contrast to 
several other hydride- forming metals.71,78 

Figure 3: The potential energy diagram of a H2 molecule approaching a Pd 
surface. Eatm is the energy of a H2 molecule in the gas phase. Ediss is the 
energy difference between a H2 molecule and two dissociated H atoms on the 
Pd surface. Esurf and Esub refer to the binding energies of a H atom at the 
surface and subsurface layers, respectively. Ediff is the energy barrier for 
diffusion into the bulk. Ebulk represents the binding energy of hydrogen within 
the bulk interstitial sites (adapted from ref.76). 
 

At low H2 concentrations in the gas phase, the H atoms that have 
dissociated on the surface of Pd diffuse in the bulk and occupy interstitial 
sites in the fcc lattice, where they are sparsely distributed with minimal 
interaction among them, thus forming a dilute solid solution called the α-
phase (Figure 4). At room temperature the maximum solubility for this phase 
is x= 0.017 (expressed in PdHx) and the α lattice parameter of Pd increases 
from 3.887 Å to 3.895 Å due to the lattice expansion (which in turn leads to 
lattice strain) induced by the H atoms39. In this phase, the system follows 
Sieverts’ law77,79, 

 
𝑐𝑐𝐻𝐻 = �𝐾𝐾𝑝𝑝𝐻𝐻2               (2.1) 
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where 𝑐𝑐𝐻𝐻 is the concentration of H in the metal, 𝐾𝐾 is the equilibrium 
(Sievert’s) constant and 𝑝𝑝𝐻𝐻2  is the partial hydrogen pressure. As the H2 
pressure increases, Sieverts’ law ceases to apply, and above a critical pressure 
a new thermodynamic phase within the Pd-H system, called hydride or β-
phase, begins to form due to the now effective attractive H-H interactions 
between interstitial H atoms, and thus marking the change from a dilute solid 
solution, to a system where H is more densely packed. When this β-phase 
starts to nucleate in the α -phase matrix, the system enters the two-phase (α+β) 
coexistence region, where both phases occur at the same time until system has 
completed the first order phase transformation into the hydride. Accordingly, 
at PdH∼0.6 the system is fully converted to the β-phase, where the Pd lattice 
has expanded significantly, and hydrogen atoms occupy ca. 60 % of all 
interstitial sites. In the hydride phase, the lattice parameter has increased to 
4.025 Å39, yielding a total volume expansion of ~10%. Further increase in 𝑝𝑝𝐻𝐻2 
will result in minimal increase of 𝑐𝑐𝐻𝐻. As it is visible in the pressure-
composition schematic (Figure 4) the coexistence of the α- and β-phase 
happens below the critical temperature (Tc = 295 ºC). Above that temperature, 
the phase transition does not exhibit the characteristic plateau (miscibility gap) 
associated with it and is no longer a first-order transition. 
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Figure 4: A schematic of pressure-composition isotherms and the phase 
diagram for the Pd-H system. For a given temperature and at low H2 pressure 
H atoms occupy random octahedral interstitial sites within the Pd host lattice 
and with minimal H-H interaction, thereby forming a dilute solid solution 
called the α-phase. As the pressure increases, the β-phase – the hydride- 
begins to nucleate at a critical pressure due to by then effective attractive H-
H interactions and initiates the first order phase transformation to the hydride 
phase. This transformation causes an overall expansion of the Pd lattice. 
Below the critical temperature of 295 ºC, above which the phase 
transformation no longer is of first order,  an α + β phase coexistence plateau 
exists, called the miscibility gap (adapted from ref.80). 
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First-order phase transitions are usually accompanied by hysteresis81, 
which is also present in the Pd-H system. The presence of hysteresis means 
that the relationship of the H2 pressure and 𝑐𝑐𝐻𝐻 is dependent on whether the 
pressure is increasing or decreasing. Figure 5 shows an isothermal curve 
measured for H2 sorption in Pd nanodisks (including example SEM images of 
nanodisks), during both H2 loading and unloading. Clearly, the H2 pressure 
required for the desorption process (β- to α-phase transition) is lower, than 
that of absorption (α - to β -phase transition). The origin of hysteresis has been 
investigated for many years, with two main theories explaining this effect.  

Figure 5: Experimental curves of a pressure-composition isotherm for Pd 
nanodisks, measured at 30 ºC. The absorption and desorption pathways are 
different leading to the hysteresis gap. The two inset SEM images are an 
example of fabricated nanodisks (Pt in this case) used in this thesis. 
 

The earliest theory suggests an incoherent phase transformation where 
dislocations are created, plastically deforming the lattice and minimizing 
elastic stress. Here β-phase precipitates grow at the expense of the α-phase, 
until the entire system transitions to the β-phase. The energy required for the 
formation of dislocations during the α-to-β and β-to-α phase transitions are 
different, causing the hysteresis gap.82,83.  

A second, more recent theory describes a coherent phase transformation, 
where the lattice is deformed elastically and the lattice parameter between the 
two phases varies smoothly. This continuity minimizes the formation of 
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dislocations or defects but causes significant strain at the phase boundaries84-

86, which introduces a higher energy barrier for the transition between phases. 
This effectively means that, compared to an incoherent phase transformation, 
higher H2 pressure would be required for the α-to-β transition and lower H2 
pressure for the β-to-α transition, leading to a wider hysteresis gap85. 

It is important to emphasize that bulk Pd typically undergoes incoherent 
phase transition, since it is thermodynamically favorable; the lattice mismatch 
between the two phases is significant and therefore the system can relieve the 
strain through plastic deformation. On the other hand, coherent transitions are 
present in nanoscale systems (nanoparticles and thin films) where, below a 
critical size, coherency is favored due to reduced strain energy87.  

As a last point in this context it is also relevant to discuss the changes in 
the kinetics and thermodynamics of hydrogen sorption taking place for 
nanostructured, rather than bulk, Pd. Of particular interest are Pd 
nanoparticles, since they play an important role in the implementation of Pd 
in hydrogen sensors. Pd nanoparticles are found to exhibit size-dependent 
ab/desorption rates due to two reasons: i) decreasing the size increases the 
surface-to-volume ratio (SVR), effectively providing more surface sites for H2 
dissociation and fewer interstitial sites to occupy. ii) The hydrogen diffusion 
path length is shorter for smaller particles, which exponentially reduces the 
ab/desorption times88. Additionally, the surface properties of Pd have been 
reported to affect the kinetics of hydrogenation. Polycrystalline Pd with a high 
amount of grain-boundaries have been shown to greatly enhance hydrogen 
diffusion89,90 and decrease the H2 pressure required for hydride formation due 
to reduced strain barriers91. 

2.2 The concept of alloying 

Since the Bronze Age, the concept of combining two or more elements 
(metallic or non) to create materials with enhanced properties has been 
pivotal to mankind’s societal evolution. In the case of metals, alloying can 
be achieved in many different ways, such as melt-mixing92, powder 
metallurgy93, vapor deposition94 or solid-state diffusion95,96, to name a few. 
The latter method, used in this thesis, involves the annealing of two (or more) 
metals in contact with each other, at high temperatures, where atomic 
diffusion between them leads to the formation of an alloy if that is 
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thermodynamically allowed. However, solid-state diffusion is a slow 
process. At best (near the metals’ melting point) the rate at which atoms 
diffuse is in the μm/s range97, and it only becomes slower at lower 
temperature. Therefore, the key parameters that dictate alloy formation in 
solid-state diffusion are temperature and time. Of course, other factors play 
a role as well, such as the elements’ melting temperatures and diffusion 
coefficients, annealing environment, as well as structural and chemical 
compatibility. In many cases (including this thesis) annealing is performed 
at temperatures significantly below the melting point of the metals. This is 
especially beneficial for the alloying of nanosized systems, since the time 
required to do so is greatly reduced. Even at these relatively low 
temperatures, there is enough thermal energy provided to overcome diffusion 
barriers, increase atomic mobility and, thus, allowing diffusion of atoms 
across the interface of the two metals in contact. Given enough time, the 
atoms from one metal will diffuse into the crystal lattice of the other, forming 
either a homogeneous mixture or an intermetallic compound (Figure 6).  

Figure 6: Schematic illustration of the alloying process of two metals in 
contact. The structure depicted here is an example of a layer-by-layer 
deposition via e-beam physical vapor deposition (PVD) (see Chapter 5 for 
more details). Given a high enough temperature and time, the atoms at the 
metal interface will begin to diffuse across that interface. In the end, 
provided it is thermodynamically favored and any kinetic barriers can be 
surmounted, a homogeneous alloy or an intermetallic compound will be 
formed, dependent on the structural and chemical compatibility between the 
metals. 
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2.3 Hydrogenation of Pd-based alloys 

Based on the discussion in section 2.1, one of the major drawbacks of 
Pd is the presence of a large hysteresis gap during absorption and desorption 
of H2. Therefore, a way to alter the thermodynamics, as well as the kinetics, 
of the Pd-H system is to alloy Pd with other metals. 

Over the last years, there has been a lot of research done on Pd-alloy 
hydride materials (with a focus on thin-films and nanostructures) which have 
advanced the state-of-the-art hydrogen sensing schemes46,47,98-102. In this 
context, a particular system that has attracted considerable attention is Pd-
Au. It has been shown that the introduction of Au atoms into the Pd crystal 
structure not only reduces the hysteresis gap but also improves the kinetics101-

103. The former is attributed to the structural properties of the individual 
elements; Pd and Au both have an fcc structure. The lattice parameter of Au 
is larger (4.078 Å104) than that of Pd (3.887 Å39), and therefore the addition 
of Au atoms leads to an overall expansion of the crystal lattice structure 
(which is linear to the Au content according to Vegard’s law105) which pre-
strains the host’s (Pd) lattice and reduces the energy barrier associated with 
the α-to-β phase transition. This is manifested in both a narrower hysteresis 
gap, where the absorption and desorption curves move to lower and higher 
pressures respectively, as well as a reduced H solubility, with increasing Au 
content101,102. Additionally, as Wadell et al.101 demonstrated, the sensitivity 
(extinction change (ΔExt in %) per 1 mbar of H2 pressure) actually increases 
(with increasing Au content) by a factor of 8, in the 1-10 mbar H2 
concentration regime. More specifically, by measuring absorption isotherms 
at 30 ºC (in vacuum/H2), for different alloy compositions (0-25 at.% Au) the 
reported sensitivity was calculated as 0.0338 %/mbar, showcasing the 
usefulness of such a sensor for early stage H2 leak detection. Finally, the 
presence of Au induces changes in the electronic properties of the Pd host, 
where the energy barrier for surface-to-subsurface H diffusion is reduced 
thus allowing for overall faster kinetics101,106. In terms of hydrogen sensing 
this translates into four key points: i) The addition of Au eliminates 
hysteresis, and the sensor is no longer dependent on the H2 pressure history. 
ii) The response time is reduced allowing for faster H2 detection. iii) A trade-
off exists, where the reduced H solubility results in a smaller dynamic range 
for the sensor, i.e., lower optical contrast (e.g. at 1 bar) compared to Pd. iv) 
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In the more technologically relevant H2 concentration regime, i.e., below the 
4 vol.% (40 mbar) lower flammability limit, PdAu-based sensors exhibit 
enhanced sensitivity compared to pure Pd-based sensors101.  

Another shortcoming of Pd-based sensors, as can be seen in the 
summary of the different H2 sensing technologies in Chapter 1, is their 
susceptibility to CO and SOx poisoning107-109. As an example, CO readily 
adsorbs onto Pd and blocks surface sites that are critical for H2 dissociation 
and consequent absorption. The extent of this effect dependents on factors 
such as temperature, CO pressure and the Pd surface morphology110. 

One way to mitigate CO poisoning is by means of alloying. It has been 
shown that Cu is a great candidate for establishing a CO poisoning resistance 
in PdCu systems111. Here, the reduced CO poisoning effect is attributed to 
the lower availability of higher coordinated Pd sites (due to the presence of 
Cu) and which are the most favorable for CO binding112. 

In the context of hydrogen sensing, and with the aforementioned 
drawbacks of Pd, alloying with copper also affects the thermodynamics. 
From a structural point of view, Cu has a lattice parameter (3.627 Å113) that 
is smaller than Pd, which means that alloying Pd with Cu causes a contraction 
(compared to expansion in PdAu) of the Pd host lattice with increasing Cu 
content. The consequence of that is the narrowing of the hysteresis gap, 
increase in the H2 pressure of the absorption/desorption plateaux, and an 
overall reduced sensitivity to H2 46,114. 

In an attempt to get the best of both worlds, i.e., Au and Cu, Darmadi et 
al.46,47 developed and optimized a ternary Pd65Au25Cu10 alloy, that exhibits 
excellent CO resistance up to 500 ppm CO, hysteresis-free response, as well 
as enhanced sensitivity and kinetics compared to a neat Pd sensor. 

To further discuss the potential of alloying to improve H2 sensor 
performance, the Tantalum-Palladium system, even though not strictly a Pd-
based sensor since Pd is the solute component, is particularly interesting43,115. 
The bulk Ta-H phase diagram shows multiple first order transitions across a 
large hydrogen content range43,70, which leads to substantial hysteresis. 
However, above a critical temperature, i.e. > 61 ºC, things become simpler; 
A large solubility range exists within one thermodynamic phase (α-phase) 
making Ta promising for sensing applications. By alloying Ta with Pd, 
Bannenberg et al.41 (discussed in Chapter 1.2 as a sensor that meets the 1s 
target in 0.1 vol.% H2) recently demonstrated a Ta88Pd12-based thin-film 
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optical H2 sensor, that exhibits a hysteresis-free response at room 
temperature, with an outstanding dynamic range spanning over 7 orders of 
magnitude in H2 pressure. They attribute this performance to both the 
alloying and nanoconfinement of the sensing material. For the former they 
have investigated different Pd contents within the alloy and found the optimal 
concentration (12 at.% Pd), where there is both hysteresis-free response, and 
almost constant sensitivity across the whole sensing range. The latter, i.e. 
nanoconfinement, allows for the suppression of the first-order transitions that 
occurs at T < 61 ºC due to an induced clamping effect of the nanometer sized 
TaPd layer to the support. Therefore, upon hydrogenation the unit cell 
expands in the out-of-plane direction, elastically deforming it across the 
entire H2 pressure range. 

2.4 Platinum-Hydrogen interactions 

Unlike Pd, Pt does not absorb H under ambient conditions but rather 
requires highly elevated temperatures and pressures for stable hydride 
formation116, where it exhibits unique features such as 
superconductivity117,118. However, Pt is still used in many different H2-
related technologies, including sensing17,19,20,24,25,37,38, due to its excellent 
catalytic properties for the desired reactions. H2 and O2 adsorption and 
dissociation occur at ambient conditions119-121 on Pt. Specifically, H2 
dissociation is favored at low-index surfaces119 (e.g. 111) and surface defects, 
such as edge atoms122, where the kinetics of dissociation are enhanced120.  

Pt finds itself in numerous heterogeneous catalytic reactions (where O2 
and/or H2 are involved); from CO oxidation and NO reduction for the 
automotive industry123-127, to hydrodesulfurization128,129 for sulfur removal 
from fuels, to the most important reactions in fuel cell technologies, the 
Oxygen Reduction Reaction (ORR)130 and Hydrogen Oxidation Reaction 
(HOR)131,132. 

In the context of sensing, Pt is present in many different detection 
schemes. For example, in resistance-based sensors, Pt is used either in 
combination with-, or as, the sensing material. In the former case, reports 
show a spillover mechanism, where H2 first catalytically dissociates on the 
surface of Pt, and then migrates to the sensing layer (typically a metal or 
semiconducting oxide), where it causes a change in resistance133,134. In the 
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latter case, i.e., Pt as the sensing element, the prevailing mechanism suggests 
a difference in the electron scattering between O- and H-covered surfaces, 
which can be traced back to the differences in the electronic properties of a 
H- and O-covered Pt surface (discussed in more detail in Chapter 3.1.1 and 
3.2.2). Briefly explained the presence of O on the surface of Pt is 
accompanied by substantial inelastic electron scattering (i.e. diffusive 
scattering) which increases the electrical resistance of the material. Upon H2 
exposure, the O species on the surface will be partially replaced with H, 
whose electron scattering cross section is expected to be lower, leading to a 
decrease in the electrical resistance relative to an O-terminated surface24. 
This relative change is used as the sensing mechanism in  resistive Pt sensors 
operated in an O2 rich environment (i.e. air)24,25,135,136. 

In catalytic and thermocatalytic sensing, Pt-based sensors utilize the 
efficient HOR, a reaction that is highly exothermic and thus leads to a 
significant temperature increase of the sensor (which can be directly 
measured37), and consequently a change in resistance38. 

2.4.1 Platinum as a catalyst for the Hydrogen Oxidation 
Reaction 

Pt constitutes a well-established catalyst material for the HOR in, e.g., 
fuel cells137. In this reaction H, O and OH react to form H2O. As briefly 
mentioned in chapter 2.4, this reaction is also used as a detection mechanism 
in several different sensing technologies. 

H2 and O2 can readily chemisorb and dissociate on the surface of Pt. For 
H2, as aforementioned, the presence of defects, such as grain boundaries or 
steps, greatly influences dissociation rates122, while O2 is found in the 
dissociated state at ambient conditions121,138. Once dissociated, the HOR will 
proceed via the Langmuir-Hinshelwood mechanism, where the adsorbed 
atoms thermally diffuse on the surface and react139. The reaction can take 
place via different routes139-141, 

 
𝐻𝐻(𝑎𝑎𝑎𝑎𝑎𝑎) + 𝑂𝑂(𝑎𝑎𝑎𝑎𝑎𝑎) → 𝑂𝑂𝐻𝐻(𝑎𝑎𝑎𝑎𝑠𝑠)            (2.2) 
𝐻𝐻(𝑎𝑎𝑎𝑎𝑎𝑎) + 𝑂𝑂𝑂𝑂(𝑎𝑎𝑎𝑎𝑎𝑎) → 𝐻𝐻2𝑂𝑂(𝑑𝑑𝑑𝑑𝑑𝑑)            (2.3) 
𝑂𝑂𝑂𝑂(𝑎𝑎𝑎𝑎𝑎𝑎) + 𝑂𝑂𝑂𝑂(𝑎𝑎𝑎𝑎𝑎𝑎) → 𝐻𝐻2𝑂𝑂(𝑑𝑑𝑑𝑑𝑑𝑑) + 𝑂𝑂(𝑎𝑎𝑎𝑎𝑎𝑎)          (2.4) 
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where the subscripts “ads” and “des” refer to adsorbed species on the surface 
and desorbed species in the gas phase, respectively. 

These reactions imply that dissociated H and O atoms react to form H2O, 
and/or an intermediate step takes place, where H first reacts with O forming 
hydroxyl (OH) which further leads to the final product H2O. Regardless, the 
overall reaction is highly exothermic (-241.8 kJ/mol)34 and has been shown 
to occur at room temperature on polycrystalline, defect-rich Pt37. 

 

2.5 The role of humidity in hydrogen sorption 
dynamics 

H2O is at the core of many important H2-related technologies, both as a 
key feedstock (green H2 production) and as a primary product in many 
reactions involving H2. Key examples are H2O electrolysis142, where H2O is 
split into H2 and O2 using electricity, or in fuel cells, where H2O is the main 
product formed at the cathode, as a result of the HOR and ORR. Besides that, 
H2O is present also, in the form of vapor, in the gas feed, since it is not only 
crucial to keep the fuel cell proton exchange membrane from drying out, but 
also to maintain high ionic conductivity143. 

The interaction of metal surfaces with H2O, is crucial in many physico-
chemical phenomena, and extensive investigation has been carried out over 
the last decades to understand the H2O structure and bonding properties on 
surfaces. Structures of H2O can range from clusters, to chains and to two-
dimensional (2D) layers depending on the metal and its surface properties, 
H2O coverage, as well as environmental conditions144,145. 

For example, in the case of Pt and Pd (111) and at low coverages, H2O 
adsorption (in the case of clusters) is more stable on atop sites compared to 
bridge or hollow sites144,146. At higher coverages, bilayers and multilayers 
have been reported on both Pt and Pd, where depending on the surface, H2O 
can adsorb molecularly (Pt(011), Pt(111) and Pd(111)147), or dissociatively 
(Pt(001)144,148,149). 

In the context of hydrogen sensing, H2O (in the form of humidity) can 
significantly impact the H2 sorption dynamics of both hydride-forming and 
catalytic materials. Taking Pd and Pt as an example, they are often used in 
applications in the form of polycrystalline materials with multiple facets, 
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where water adsorption is more complex than previously described. In other 
words, H2O can exist on their surfaces in both molecular and dissociated 
forms, leading to various adsorbed species such as O and OH. These species 
(including adsorbed H2O) not only occupy surface sites that are necessary for 
H₂ dissociation (thereby reducing the H₂ dissociation rate) but also readily 
and catalytically react with adsorbed H to form H2O since both Pd and Pt are 
effective catalysts for that reaction. More specifically for the Pd case, a 
competing reaction occurs, where H is consumed for H2O formation, 
hindering the formation of PdH64. In terms of sensing performance, this leads 
to an increase in the response time and LoD, as well as instabilities in the 
baseline signal. In this thesis, I address the humidity issue in two ways: in 
Paper I we investigate a Pt-based catalytic/nanoplasmonic H2 sensor that 
actually exhibits enhanced response in highly humid environments, 
showcasing a 600 ppm LoD in a wide relative humidity range of 0-80%. In 
Paper III, we address this issue by employing a machine learning technique 
to process the data from a (hydride-forming) PdAu nanoplasmonic sensor 
operating in a wide-humidity range, thus eliminating the negative influence 
of H2O.  
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3 H2 sensing 

In the previous chapter, I discussed the metal-hydrogen interactions, 
both from the perspective of Pd and Pd-based materials for hydride 
formation, and from the perspective of Pt-H2 interactions giving rise to 
important catalytic reactions in the presence of O2. Here, I will delve deeper 
into the induced changes to the materials’ fundamental properties, i.e., 
electronic properties, focusing on the localized surface plasmon resonance 
(LSPR) which is the main feature that is utilized in the H2 sensing technology 
presented in this thesis. Finally, further attention will be given to catalytic 
hydrogen sensing, and more specifically to the role of Pt as a sole, and 
combined with other materials, catalytic/plasmonic sensor. 

3.1 Nanoplasmonic sensing 

Nanoplasmonic sensing is an optical sensing technique, based on the 
LSPR, a feature that is present in metallic nanostructures (will be discussed 
in 3.1.2), and is based on the optical properties of a material which are 
ultimately determined by its electronic structure. Therefore, it is important to 
first understand what happens at a more fundamental level when H2 interacts 
with a metal, and for that reason Pd is the best candidate to be used as an 
example, when it comes to hydride forming materials. 

3.1.1 Electronic structure 

I have already discussed in previous sections, the importance of Pd-
based materials in H2 sensing technologies, due to their unique interaction 
with H2. Pd ([Kr]4d95s1), in its pure metallic form, has a strong d-band 
contribution near the Fermi level (EF)150, where the metallic character of Pd, 
results from the high density of states (DOS) near that. The transition from 
pure Pd to a PdHx induces substantial changes in the electronic structure 
(Figure 7), where the addition of interstitial H atoms in the host metal, which 
carry new electronic states, effectively causes a redistribution of the 
electronic states of the system and a shift of the d-band below the EF

150. With 
increasing H content inside the lattice, the DOS shift increases, until the 
complete formation of the β-phase, where the DOS at the EF are greatly 
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reduced151. In addition to the much lower DOS (at the EF), the presence of H 
atoms inside the fcc lattice causes significant scattering of the conduction 
electrons, due to the induced lattice expansion, and thus increases the 
resistance of the system152,153. This effect is utilized in resistance-based H2 
sensors29-31, as described in Chapter 1. 

Figure 7: The evolution of the density of states (DOS) in pure Pd, PdH0.125 
and PdHx (x > 0.6, β-phase). The dashed line denotes the Fermi level (EF). 
As H is introduced into the Pd host metal, the d-band is filled, and the DOS 
shift to the left, below EF. At x > 0.6 the DOS at the EF is greatly reduced. 
The Pd-H chemical bond results in the formation of the bonding (Hb) and 
antibonding (Ha) states below and above the EF respectively. The colored 
parts represent filled electronic states (adapted from ref.151). 
 
The changes in the electronic properties of Pd give rise to a consequent 
change in the optical properties of PdHx. This is manifested by the dielectric 
function, a material property that describes its interaction with an 
electromagnetic field. The dielectric function 𝜀𝜀∗(𝜆𝜆) = 𝜀𝜀1(𝜆𝜆) + 𝑖𝑖𝜀𝜀2(𝜆𝜆) 
consists of the real part, 𝜀𝜀1(𝜆𝜆), which describes the dispersion properties of 
a material, i.e. how easily/fast it responds to an oscillating external field (e.g. 
light). In metals 𝜀𝜀1(𝜆𝜆) is negative, indicating a strong screening effect of the 
electric field, possible due to the abundance of valence electrons close to the 
EF, and is therefore indicative of their metallic character (reflective 
characteristics in the visible). On the other hand, the imaginary part 𝜀𝜀2(𝜆𝜆) is 
a positive value describing losses, and specifically represents energy 
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dissipation in the form of absorption or scattering. Figure 8 shows how the 
real and imaginary part of 𝜀𝜀∗(𝜆𝜆) change over time, with increasing H-content 
inside the Pd host. Here, the continuous absorption of H results in i) increase 
of 𝜀𝜀1(𝜆𝜆), indicating a “less metallic” character, ii) a decrease in 𝜀𝜀2(𝜆𝜆) which 
corresponds to weaker absorption of the electromagnetic wave. It is therefore 

this change that forms the basis for Pd-based optical H2 sensing. 
Figure 8: The real (ε1) and imaginary (ε2) part of the dielectric function of 
Pd, and its evolution during PdHx formation. As time (and x) increases, ε1 

increases, representing a “less metallic” character. At the same time, ε2 
decreases indicating the reduced absorption/scattering properties of the 
system (adapted from ref.154). 
 

In the context of this thesis, it is important also to delve deeper into the 
electronic structure of the materials used here, i.e., PdAu and Pt. Starting 
with the former, in Chapter 2, I discussed the structural implications of 
alloying Au with Pd, and how it affects the thermodynamics of 
hydrogenation. However, looking at the electronic structure, useful 
information can be extracted regarding both the optical properties of the 
material and the optical contrast induced upon hydrogen absorption. 

Pd and Au have distinctly different electronic structures. Au 
([Xe]4f145d106s1) as a noble metal, has a full d-band located 2-2.5 eV below 
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EF
155,156, which is responsible for strong plasmon peaks in the visible regime, 

due to i) d-sp interband transitions that occur when the material absorbs light 
(specifically at the frequency range where the 5d-band is located) and ii) 
weak interband damping at the NIR region (The importance and relevance 
of plasmons will be discussed in Chapter 3.1.2). On the other hand, as already 
shown in Figure 7, neat Pd has a partially filled d-band, that overlaps the EF. 
Zooming-in closer to energies around the EF (Figure 9), we can see the 
evolution of the DOS, where the increasing Au content (in a Pd host) shifts 
the d-band of Pd below the EF. The reduced solubility of H in a PdAu alloy 
that was discussed in Chapter 2.3, can be explained via the electronic 
structure. In the case of neat Pd, the (partially filled) d-band has many 
available states near EF favorable for the hybridization of H s-orbitals151. 
Since the alloying with Au, shifts the d-band below the EF the number of 
available d-states reduces, thus weakening the Pd-H interactions leading to 
reduced H-solubility (compared to neat Pd), and consequently an overall 
lower optical contrast101,102.  

Figure 9: Density of states (DOS) for Pd, Au and PdAu alloy nanodisks. As 
Au atoms replace Pd atoms in the lattice, the d-band is shifted below the EF. 
The dashed line denotes the Fermi level (EF) (adapted from ref.155). 
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Finally, Pt ([Xe]5d96s1) also has a partially filled d-band similar to Pd, 
where the d-band overlaps (and extends above) the EF (Figure 10), therefore 
enabling strong adsorption of molecules such as H2 and O2, and weakening 
intermolecular bonds leading to dissociation157-159

. 

Figure 10: a) Density of states (DOS) for a clean and a H-covered Pt (111) 
surface. The adsorption of H introduces s-states (hybridized with Pt’s d 
states) increasing the DOS at ~ -7 eV, while the DOS at the EF decreases and 
the d-band center shifts away from the EF. (Adapted from ref.157). b) The DOS 
evolution with increasing coverage of O on a Pt (111) surface. As the 
coverage increases, the d-band broadens, and the center shifts away from 
the EF. New states appear below and above EF, referring to bonding and 
antibonding states of O. The dashed lines denote the Fermi level (EF) 
(adapted from ref 158). 
 

When H2 adsorbs on a Pt surface, the DOS is altered, due to the 
hybridization of the H s-states and Pt’s d-states and 6s orbitals160, leading to 
the emergence of new H s-states at ~ -7eV (Figure 10a). Additionally, a 
reduction of the DOS at the EF (i.e. shift of the d-band center below EF) is a 
result of the chemical Pt-H bond which produces a chemical passivation of 
the surface, i.e. reduced reactivity for further H adsorption157,160-162. 
Similarly, in the case of O (Figure 10b), the increase in O coverage leads to 
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a broadening of the d-band and a shift of the center away from the EF, 
indicating a decrease in the strength of the Pt-O interactions with increasing 
coverage. Finally, new states appear below and above the EF, a result from 
the hybridization of the O s- and p-states with Pt d-states158. 

3.1.2 Localized surface plasmon resonance 

The localized surface plasmon resonance (LSPR) is an optical 
phenomenon that occurs primarily in metallic nanostructures, when the 
conduction electrons couple to an incident electromagnetic field (i.e. light) 
and collectively oscillate at specific frequencies163 (Figure 11a). The key 
features associated with LSPR is that i) it refers to non-propagating 
excitations where the electric field is greatly enhanced at the surface of the 
particle, but quickly falls off with distance and ii) many metals (including the 
historically important metals such as Ag, Au and Cu) experience resonance 
conditions in the visible regime, thus allowing for their use in many 
applications, some of which date back to antiquity, like the Lycurgus 
cup164,165 (Figure 11b). 

Figure 11: a) Schematic depiction of the localized surface plasmon 
resonance (LSPR). Driven by the incident electric field, the conduction 
electrons of the metal sphere will oscillate collectively (resonance). b) The 
Lycurgus Cup, a relic from the late Roman period, showcasing the use of 
metal nanoparticles in glassmaking, exhibiting unique optical properties, 
such as different colors depending on the angle of the incident light. (© The 
Trustees of the British Museum. Adapted and shared under CC 4.0 
license165). 

To understand the resonance conditions giving rise to this phenomenon 
we can first look at the simplest example of a small metal sphere, where the 
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particle-light interactions can be described by the quasi-static 
approximation. Here the diameter d of the sphere is considered much smaller 
than the incident wavelength of light (𝑑𝑑 ≪ 𝜆𝜆). This ensures that the phase of 
the electromagnetic field is constant over the entire particle, allowing us to 
consider the simplified problem of a particle in a static electric field. The 
incident electromagnetic field induces a dipole moment p on the particle, 
which is defined as: 

 
𝒑𝒑 = 𝜀𝜀0𝜀𝜀𝑚𝑚𝛼𝛼𝑬𝑬𝟎𝟎            (3.1) 

 
Where 𝜀𝜀0 is the permittivity of free space, 𝜀𝜀𝑚𝑚 is the dielectric constant of the 
surrounding medium, 𝑬𝑬𝟎𝟎 is the applied field, and 𝛼𝛼 is the polarizability, 
which can be described as, 
 

𝛼𝛼 = 4𝜋𝜋𝑟𝑟3 𝜀𝜀(𝜆𝜆)−𝜺𝜺𝒎𝒎
𝜀𝜀(𝜆𝜆)+2𝜺𝜺𝒎𝒎

            (3.2) 

 
where 𝑟𝑟 is the radius of the sphere and 𝜀𝜀(𝜆𝜆) is the complex dielectric function 
of the material. Polarizability describes how easily the electron cloud of a 
metal nanoparticle can be influenced by an external field, and as is apparent 
from Eq. 4.2 a resonance condition exists when |𝜀𝜀(𝜆𝜆) + 2𝜀𝜀𝑚𝑚| is minimized 
or, in other words, when 
 

Re[𝜀𝜀(𝜆𝜆)] = −2𝜀𝜀𝑚𝑚            (3.3) 
 
Based on that, the scattering (𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠), extinction (𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒), and absorption (𝜎𝜎𝑎𝑎𝑎𝑎𝑎𝑎) 
cross-sections can be expressed analytically (for the case of a small metal 
sphere) using Mie Theory163,166: 
 

𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑘𝑘4

6𝜋𝜋
|𝛼𝛼|2 = 8𝜋𝜋

3
𝑘𝑘4𝑟𝑟6  � 𝜀𝜀(𝜆𝜆)−𝜺𝜺𝒎𝒎

𝜀𝜀(𝜆𝜆)+2𝜺𝜺𝒎𝒎
�
2
          (3.4) 

𝜎𝜎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑘𝑘𝑘𝑘𝑘𝑘(𝛼𝛼) = 4𝜋𝜋𝑘𝑘𝑟𝑟3𝐼𝐼𝐼𝐼 � 𝜀𝜀(𝜆𝜆)−𝜺𝜺𝒎𝒎
𝜀𝜀(𝜆𝜆)+2𝜺𝜺𝒎𝒎

�          (3.5) 

 
The total extinction cross-section represents the sum of absorption and 
scattering and therefore for a particle of volume V, it can be expressed as, 
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𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜎𝜎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 18𝜋𝜋𝜀𝜀𝑚𝑚
3/2𝑉𝑉
𝜆𝜆

 𝜀𝜀2(𝜆𝜆)
[𝜀𝜀1(𝜆𝜆)+2𝜀𝜀𝑚𝑚]2+𝜀𝜀2(𝜆𝜆)2

          (3.6) 

 
where 𝜆𝜆 is the wavelength of light, and 𝜀𝜀1, 𝜀𝜀2 are the real and imaginary parts 
of the dielectric function of the material, respectively. As briefly described 
in Chapter 3.1.1, 𝜀𝜀2 is associated with losses and specifically energy 
dissipation in the form of absorption/scattering. As can be seen from Eq. 4.6, 
the resonance conditions (maximum 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒) are achieved when 𝜀𝜀1 = −2𝜀𝜀𝑚𝑚 , 
leading to the modified Eq. 4.6 at resonance: 
 

𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟 = 18𝜋𝜋𝜀𝜀𝑚𝑚
3/2𝑉𝑉

𝜆𝜆𝑟𝑟𝑒𝑒𝑒𝑒
 1
𝜀𝜀2(𝜆𝜆𝑟𝑟𝑒𝑒𝑒𝑒)

           (3.7) 

 
From Eq. 4.7 it is clear that the size of the extinction cross-section and 

therefore the strength of the particle-light interactions is determined by both 
the material’s properties, i.e., size, shape, 𝜀𝜀2, and the surrounding medium. 
Additionally, materials with inherently small 𝜀𝜀2, such as Au and Ag, scatter 
light more efficiently and therefore are widely used in many plasmonic-
related applications166,167. It is important to remind the reader that while this 
approximation only strictly applies for 𝑑𝑑 ≪ 𝜆𝜆 (𝑑𝑑 < 10𝑛𝑛𝑛𝑛), a good 
approximation can also be provided for larger particles. 
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Figure 12: Normalized extinction cross-section (𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒) for Pd, Au, Pd70Au30, 
Pt fabricated nanodisks, of identical nominal size (210 nm diameter, 25 nm 
height) on fused-silica substrates. The extinction exhibits clear peaks, whose 
widths are determined primarily by the imaginary part of the dielectric 
function of each material (𝜀𝜀2), as well as the size distribution associated with 
the nanodisk fabrication. The position of the peak is determined by the size, 
shape, surrounding medium, as well as the real part of the dielectric function 
(ε1) as described in Eq. 4.6. 
 

In the context of this thesis and looking at the 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 in the far-field, i.e. 
measuring with a spectrometer in the visible regime, the resonance appears 
as a broad peak. This is reasonable by looking again at Eq. 4.7. Even at 
resonance condition the 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 remains a finite number, since 𝜀𝜀2 will always 
be a positive number and there will always be losses associated with the 
material. Figure 12 shows the normalized 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 from samples comprised of 
quasi-random arrays of Pd, Au, Pd70Au30, and Pt nanodisks (i.e. an average 
𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒   of all the light-illuminated nanodisks in the respective array), fabricated 
on fused silica substrates (details regarding the fabrication method and 
measuring technique in Chapter 5 & 6, respectively). The nominal size of 
these disks is the same, i.e. 210 nm in diameter, and 25 nm in height. As 
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depicted, the peaks appear broad, where the width is determined by the 𝜀𝜀2 of 
each material, associated with plasmon damping. Furthermore, a collection 
of small metallic nanostructures, in most fabrication methods (including the 
method used in this thesis), would yield a size distribution that in turn will 
translate to slightly different resonance conditions (due to the volume factor 
in Eq. 4.7) and therefore a broadening of the plasmon peak. 

Figure 13: TDDFT calculations for the imaginary part (𝜀𝜀2) of the dielectric 
function for Pd, Au, Pd70Au30, and Pt. The gradient rectangle represents the 
visible regime. Au has the smallest 𝜀𝜀2 in the visible regime, resulting in 
weaker plasmon damping and therefore efficient light extinction (adapted 
from ref.155). 

 
It is evident from Figure 11, that Au possesses the strongest plasmon 

peak, i.e. the narrowest, of all four, which can be traced back to its low 𝜀𝜀2. 
Figure 13 shows the calculated155 𝜀𝜀2 for all four materials, with Au 
exhibiting the lowest 𝜀𝜀2 in the visible regime, with a minimum at ~2 eV (620 
nm) and sharp rise in 𝜀𝜀2 at higher (lower) energies (wavelengths), associated 
with the position of the d-band in respect to Au’s EF, and the d-sp interband 
transitions that occur, leading to efficient absorption of light in the blue 
region. 
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When it comes to plasmonic sensing in general and H2 sensing in 
particular, by controlling the nanostructures’ size, shape, surrounding 
medium and material composition one can tailor the optical properties in a 
way to optimize optical contrast and achieve better sensor performance. On 
that note, and beyond the description given above, collective light-particle 
interactions in particle ensembles can also be achieved, such as near-field 
enhancement due to coupling effects between ordered, neighboring 
particles.45,168 

3.1.3 Plasmonic H2 sensing 

As described in the previous section, the basis for LSPR sensing stems 
from the strong interaction of light with metal nanoparticles, and the 
dependence of the resonance conditions on both the material’s properties and 
the surrounding medium. Additionally, due the plasmonic effect, a field 
enhancement is achieved in the vicinity of the particle (dependent on the 
material’s dielectric function), which allows for enhanced optical effects and 
therefore ultrasensitive detection169,170. 

In an LSPR-based H2 detection scheme, it is possible to utilize both 
changes in the sensing material, and changes in the surrounding medium. For 
the former, named direct sensing and in the case of a hydride-forming 
material, the absorption of H2 leads to i) changes in the electronic properties 
of the material, and therefore changes in the optical properties. In the case of 
Pd that leads to a decrease in the 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 and consequently a shift of the 
resonance conditions due to changes in the dielectric function. Similarly for 
Pt, the adsorption of O and H lead to changes in the electronic properties of 
the surface and are expressed in different positions of the plasmon peak with 
respect to wavelength. ii) The absorption of H, as described in Chapter 2, 
leads to structural changes in the particle, which are manifested in a change 
of the resonance conditions (through the geometrical volume factor) and 
therefore further shift of the peak. For the latter case, called indirect sensing, 
changes in the surrounding medium can lead to changes of the resonance 
conditions and consequently shift of the plasmon peak. This relationship can 
be derived from the Drude model166, where the peak position is proportional 
to the refractive index of the medium, i.e., 𝜆𝜆𝑟𝑟𝑟𝑟𝑟𝑟 ∝ 𝑛𝑛𝑚𝑚. 
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In most cases this is utilized by placing a reactive (towards specific 
molecules) material, within the plasmonic near-field of an inert plasmonic 
nanoparticle, e.g. Au or Ag. In this way, the plasmonic nanoparticle acts as 
an antenna, which can detect changes in the “active” element. Particularly 
for H2 sensing, a small hydride-forming particle (e.g. Pd) can be placed next 
to a larger Au or Ag particle and thus “sense” the absorption of H. This is 
particularly useful from an application point of view, since on one hand, the 
smaller size of the sensing particle, would both introduce higher surface-to-
volume ratio (more dissociation sites), decrease the absorption time (shorter 
diffusion path) and therefore increase the response speed, but on the other 
hand the small size would dramatically decrease the optical cross-section and 
shift the plasmonic peak outside of the visible range (in the UV). Therefore, 
the use of an antenna nanoparticle, with its plasmonic features in the visible 
regime allows for fast kinetics with high sensitivity. This method has been 
used in various applications such as biosensors171 and gas sensors172 
including H2 detection173,174. 

From a technical perspective, the detection of H2 can be achieved by 
multiple spectral descriptors including the shift of the peak (Δλpeak), the 
change in peak extinction (ΔExtpeak), or the change in the FWΗΜ (Figure 
14). Another descriptor which takes into account a larger portion of the peak 
is the centroid175. The position of the centroid differs from the actual peak 
position since the plasmonic peak is asymmetrical. The centroid is calculated 
by fitting a high-degree polynomial to the data (20th order). This approach 
has been demonstrated to provide the least noise, i.e. highest SNR, due to the 
elimination of external influences, such as intensity variations from the light 
source, or possible changes in lens alignment which are wavelength-
independent disturbances175. It is important to note that these descriptors are 
proportional to the H2 pressure and therefore the hydrogen concentration in 
the hydride forming metal nanoparticle, and that they are universal for any 
to-date studied Pd-based alloy, thus making them highly useful for H2 
concentration prediction/detection102. 
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Figure 14: Schematic illustration of the plasmonic peak before (dark color) 
and after (light color) H-absorption. The different peak descriptors typically 
used as sensor readouts are depicted, such as the shift of the peak (Δλpeak), 
the change in peak extinction (ΔExtpeak), the change in the FWΗΜ (ΔFWHM) 
or the shift of the centroid position (Δλcentroid). The latter expresses the center 
of mass of the peak, and is calculated via fitting of a 20th degree 
polynomial175. 

3.2 Catalytic H2 sensing 

As already discussed in Chapter 1, catalytic H2 sensors are one of the 
most common type of sensors on the market. The operation principle is based 
on the catalytic properties of the sensing element, and specifically on the 
combustible reaction of H2 and O2 on its surface, leading to the release of 
heat. This reaction, which is highly exothermic (described in Chapter 2.4.1) 
leads to an increase in temperature which can be directly observed37, or is 
used to induce a change in resistance (Pellistor-type sensors35) or generate an 
electrical signal (thermoelectric sensors36). In this section I will present the 
use of Platinum in catalytic H2 sensing and introduce the Pt-based dual 
function catalytic/plasmonic H2 sensor concept I have developed as part of 
this thesis. 
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3.2.1 Platinum as a catalytic H2 sensor 

Pt has long been the favored material in catalytic H2 sensors, due to its 
unique ability to effectively catalyze the HOR. Traditionally, Pellistor-type 
sensors consist of a Joule-heated wire (often Pt), and a support material 
(usually a porous ceramic) coated with a catalyst layer (Pt or Pd). The 
catalytic combustion of H2 and O2 results in a temperature increase in the 
wire, causing an increase in resistance13. One of the main drawbacks of 
Pellistor-type sensors is the high-power consumption requirements 
associated with their high temperature of operation. Additionally, due to the 
high temperature requirement these sensors are non-selective to H2 and can 
combust other gases as well. Finally, due to the nature of this detection 
scheme, these sensors can only be operated in an oxygen-containing 
environment. However, in the last years, advances in miniaturization have 
allowed for the fabrication of smaller devices incorporating microfabricated 
heating elements, thus significantly reducing power consumption. As an 
additional advantage, miniaturization of the device in general and the 
microheater in particular leads to a reduction in the thermal response 
time38,176,177. 

Another type of catalytic H2 sensors are thermoelectric sensors based on 
the Seebeck effect, where a change in temperature  between two points 
causes an observable voltage difference13. Unlike the Pellistor-type, these 
sensors do not require an external power source and can operate at 
significantly reduced temperatures compared to Pellistor-based. By primarily 
employing Pt as the catalyst element, they are also highly selective, since 
only H2 that can be oxidized by Pt at low temperatures. 

The catalytic properties of Pt make it an attractive candidate also in other 
types of sensing technologies such in resistance-based sensors24,25,133-136 as 
described in Chapter 2.4. 

3.2.2 Dual function catalytic/plasmonic H2 sensing 

A dual function catalytic/plasmonic H2 sensor utilizes the capabilities of 
a catalytic material in an LSPR-based detection scheme. In the context of this 
thesis, and specifically in Paper I, we employ Pt nanodisks fabricated on a 
fused silica substrate and use them in an optical transmission-based 
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spectroscopy setup. Even though Pt is not one of the “best” plasmonic 
materials in terms of losses and “sharpness” of the plasmonic peak, as 
described in Chapter 3.1.2 and seen in Figure 13, where the 𝜀𝜀2 is large in the 
visible regime (similar to Pd), a broad plasmonic peak is still present (Figure 
12) and can be utilized in LSPR-based H2 sensing. When investigated in an 
oxygen-rich environment (here synthetic air background gas), the HOR 
catalytic activity of Pt is evident, as a blue-shift of the LSPR spectrum is 
observed always in the presence of H2 and found proportional to the applied 
H2 concentrations (Figures 4 &5 in Paper I). Specifically, in dry conditions, 
the blue-shift can be associated with changes on the surface, where the 
initially O-covered Pt surface is i) reduced due to the dissociation and 
reaction of H with O to form H2O and ii) replaced by a partially H-covered 
surface. This relative change of the surface coverage with O- and H-species 
modifies the electronic structure of the Pt surface and consequently alters the 
real part of its dielectric function, 𝜀𝜀1, which is responsible for the resonance 
condition described in the quasi-static approximation (𝜀𝜀1 = −2𝜀𝜀𝑚𝑚). 
Comparing the 2 different states of the Pt surface, i.e. O-covered and H-
covered, we can make the following observations: When O2 dissociatively 
adsorbs on a clean Pt surface it withdraws electrons from the Pt surface, due 
to its high electronegativity. This leads to a reduction in the local (surface) 
electron density, an increase of 𝜀𝜀1 (associated with the “metallic” character 
of the material) and consequently a red-shift of the plasmon resonance. On 
the other hand, H-adsorption and dissociation is accompanied by charge 
donation to the Pt surface, leading to an increase in the local electron density, 
a decrease of 𝜀𝜀1 and hence a blue-shift of the plasmon resonance. 

When measured in humid conditions, the Pt nanoparticle surface is 
initially covered with mono/multilayers of water, as well as -OH groups 
bound to the surface. This presence of adsorbed H2O on the Pt surface (either 
molecularly or dissociatively adsorbed, as described in Chapter 2.5) will 
induce a red-shift of the plasmon resonance compared to a non-water-
covered Pt nanoparticle surface, as derived from the Drude model166 where 
𝜆𝜆𝑟𝑟𝑟𝑟𝑟𝑟 ∝ 𝑛𝑛𝑚𝑚. As a consequence, in these conditions two processes/sensing 
mechanisms are expected to occur at the same time: i) The HOR that takes 
place in the presence of O2 and H2 in humid environment and is highly 
exothermic, leads to a local increase in temperature on the Pt particles, which 
thermally desorbs the H2O layer(s) that initially were present. This 
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desorption leads to a blue-shift of the plasmon peak since the refractive index 
of the Pt nanoparticle surroundings is reduced.  ii) the HOR that occurs in the 
presence of H2 reduces the O-coverage of the surface and occupies a sizable 
fraction of the surface with H, which in concert is responsible for further 
blue-shifting of the peak according to the mechanism explained above for 
dry conditions. Taken together, this explains the increasing sensor response 
magnitude to a given H2 concentration with increasing humidity that we 
observed in Paper I. 
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4 Deep learning for optical sensing 

Even though the use of Artificial Intelligence (AI) has become more 
popularized in recent years, the groundwork for what AI is today began in 
the early 1950s, where both Alan Turing178 and John McCarthy are 
considered to be the fathers of AI. The term was coined by McCarthy, who 
in 1955 held a workshop in Dartmouth College on “Thinking Machines”.  

Over the years, progress in AI, and more specifically in Machine 
Learning (ML) techniques, had been small, until the first breakthrough at the 
end of 1980s. LeCun et al.179 demonstrated one of the first uses of a 
Convolutional Neural Network (CNN) used for handwritten zip-code 
recognition. After that, progress has been exponential; From the 
revolutionizing image classification using a deep CNN (marking the 
beginning of modern Deep Learning (DL)-based techniques) developed by 
Krizhevsky et al. in 2012180, the creation of chatbots and Large Language 
Models (LLMs)181 such as ChatGPT, image generators182 like Dall-E and 
Midjourney, to the use of Deepfake technology in mainstream media and 
art183. 

Besides these well-known applications of AI in society, in recent years, 
the use of AI in experimental and theoretical science has taken tremendous 
steps, transforming the landscape of scientific research. Many fields of 
science and industry are implementing AI-based methods, like in 
autonomous driving184, medical diagnosis185, biology186, astronomy187, 
meteorology188, or material science189,190, to name a few (An excellent 
popular science video titled “The Most Useful Thing AI Has Ever Done” can 
be found in ref.191) 

It’s important to emphasize that the term ‘AI’ is a broad field referring 
to intelligent machines that can perform tasks like humans do. As seen in 
Figure 15, within the context of AI different subfields exist. Machine 
learning (ML) which is the main subset of AI, was first introduced by A. L. 
Samuel in 1959192, defining the field as a way to enable the learning of 
patterns and the consequent decision making from computers, without 
explicit programming. Instead a process called training is used, to handle the 
problem at hand193 (e.g. a game of checkers192). ML has given birth to 
different technologies including brain-inspired computation methods. The 
idea is that an algorithm/program based on that, would contain features 
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similar to how a human brain works, i.e. connecting, artificial neurons and 
synapses. Within the brain-inspired subset, Spiking Neural Networks (SNNs) 
are the ones that most closely mimic the behavior of human brains; here, 
communication within the neurons is based on spike-like pulses, where the 
relationship between both the temporal and spatial parameters are taken into 
account (instead of just the amplitude of the spike). The idea with SNNs, in 
contrast to traditional NNs which are known to be computationally 
demanding, is to provide a much higher energy efficiency, similar to that of 
the human brain194,195. 

Figure 15: Euler diagram of the subsets within the broad field of Artificial 
Intelligence (AI). Machine learning (ML) encompasses brain-inspired 
processes such as Spiking Neural Networks (SNNs) and traditional Neural 
Networks (NNs) which include Deep learning (DL) (adapted from ref.193,196). 

 
Within the NN subset, the DL method utilizes neural networks with 

multiple layers, to learn complex patterns and features from data 
automatically. This process is the foundation of many modern, state-of-the-
art AI, where the simplest (and historically significant) example are CNNs, 
which are designed to process, grid-like data (e.g. images)197. 
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Figure 16: A schematic of a simple neural network. Neurons in the input 
layer transmit the information through the synapses (𝑤𝑤𝑖𝑖𝑖𝑖 × 𝑥𝑥𝑖𝑖), to the middle 
layer often called the hidden layer. The weighted sum from the hidden layer 
is propagated to the neurons in the output layer (𝑦𝑦𝑗𝑗) after being multiplied 
by a non-linear activation function (𝑓𝑓). In more complex NNs multiple hidden 
layers are present, which is the basis for Deep Learning (DL) (adapted from 
ref.193). 
 

Going back to the fundamentals of NN-based technologies, the artificial 
neuron and synapse stand as the basic elements. In a simplified biological 
neural network example, a neuron receives an input signal from another 
neuron through synapses. Above a certain signal threshold, the neuron will 
activate, and the information will be transmitted to the next neuron, again 
through a synapse. The synapse therefore allows for the transferring of 
information from one neuron to another. In a similar way, the artificial 
neurons compute a weighted linear function, by receiving input directly from 
the input data or from other neurons (input layer), and multiplying that with 
a weight, which represents the importance of the input (in terms of neuron 
decision-making). Finally, a bias is applied representing the activation 
threshold, as well as a non-linear function (activation function) used to 
introduce non-linearity into the model and enable the learning of complex 
patterns193. The computation at each layer is the following, 

Input layer
xi

Output layer
yj

Hidden layer
xi×Σ

i=1

n

w + bĳ

Neurons
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𝑦𝑦𝑗𝑗 = 𝑓𝑓 ∙ (∑ 𝑤𝑤𝑖𝑖𝑗𝑗 × 𝑥𝑥𝑖𝑖 + 𝑏𝑏𝑛𝑛
𝑖𝑖=1 )           (4.1) 

 
where 𝑤𝑤𝑖𝑖𝑖𝑖 represents the weights transferred from each neuron in the input 
layer, 𝑥𝑥𝑖𝑖 and 𝑦𝑦𝑖𝑖 are the inputs and outputs respectively, b is the bias (which 
represents the activation threshold) and 𝑓𝑓 is the non-linear activation 
function.193 A schematic of a simple neural network can be seen in Figure 
16. As previously mentioned, in the sphere of NNs (Figure 15) and relevant 
for this thesis, the subset of Deep Learning (DL) exists, which utilizes 
multiple hidden layers for computing. This way the algorithm is capable of 
learning significantly more complex patterns, especially when the 
complexity and size of the initial dataset is large. Networks that fall under 
this category are called Deep Neural Networks (DNNs) and are the topic of 
this thesis. 

4.1 Purpose of deep learning in sensing 

As aforementioned, AI-based technologies in general, and DNNs in 
particular, have already been implemented in many fields of science 
including sensing198. The need for the implementation of deep learning 
approaches for data acquisition/treatment, stems from the fact that often the 
raw data acquired from sensor systems are not only complex but also high in 
volume. A prime example is computer vision-based sensing, such as 
autonomous driving199 or face recognition200. In the former case, multiple 
sensors are deployed on a vehicle, including cameras, LiDARs, GPS units or 
ultrasonic sensors, among others, that continuously collect relevant data (e.g. 
images, satellite position, spatial parameters, etc.). This huge amount of 
information is fed to a DNN-based model (in real-time) capable of processing 
and consequently deciding on actions based on object/pedestrian detection, 
or for collision evasion199. Other important sensor- and DL-based 
applications include wearable health sensors201 or environmental monitoring 
systems202. 

 In the context of hydrogen sensing, and regardless of the detection 
principle, the ability to detect minute quantities of H2, especially in 
chemically complicated environments, where multiple other gas species are 
present and there exists a risk for cross-sensitivity and/or deactivation, is not 
only particularly challenging, but also technologically relevant. That is 
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because many conventional approaches of analysis are limited by the fact 
that i) the H2-induced signal change is so small that is hidden within the 
background noise, and/or ii) the changes in the descriptor(s) used for H2 
detection are particularly complex, especially when the sensor is cross-
sensitive to other species present in the gas phase. The use of DNNs therefore 
has the potential to allow for the identification of these complex patterns, and 
distinction of signal changes from background noise, through the training of 
DL-based models on various environmental conditions (e.g. different gas 
species and concentrations). This is also particularly relevant in 
spectroscopy-based optical sensing, such as plasmonic hydrogen sensing in 
focus in this thesis, where the acquired data, i.e. spectra, contain useful 
information across the entire wavelength range, that are most often collapsed 
into a single descriptor when using conventional data analysis (Figure 17). 
Additionally, DNNs are expected to be able to learn and extract information 
from the relationship between H2 gas concentrations and the temporal 
evolution of the spectral information which is particularly useful for fast and 
accurate predictions. 

Figure 17: Example of the optical response from a Pd nanoplasmonic 
sensor. a) Extinction spectra at different points in time (during a H2 pulse) 
showing the evolution of the optical response. In a standard data analysis 
method, the spectra are usually collapsed into a single descriptor (here the 
extinction at peak position is shown as an example), and the remaining 
spectral information is left unused. b) The sensor’s response to H2 can be 
extracted by tracking the peak extinction value over time in a standard 
analysis method. 
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There are already a few examples of DL approaches used in H2 sensing; 
Cho et al203 investigated the potential of a DNN  used to analyze signals from 
chemical sensors of different sensing elements (Au, Cu, Mo, Ni, Pt, Pd) with 
the goal to identify hidden patterns in the background noise signal, that can 
further enhance the sensing capabilities below the intrinsic LoD. As a test 
case system, they used H2 gas (in N2) and report a signal detection within the 
noise at 10 ppm. Another example involves the work of Lin et al.204, who 
used a CNN for acceleration of the response time in a Pd-based plasmonic 
sensor, measured in the range of 0.03-4 % H2 showing up to 3.7 times 
enhancement of the response speed, 5.3 times reduction in the LoD and a 
maximum factor of 9.3 increase in the signal-to-noise ratio (SNR), however 
in an idealized vacuum/H2 system. 

To further showcase the potential of DL in H2 sensing we have 
investigated both the acceleration of state-of-the-art nanoplasmonic H2 
sensors in technologically relevant environments (Paper II), and its use in 
analyzing data acquired in complex environments, such as high humidity, 
where we achieve both a reduction in the LoD and the elimination of the 
negative influence of H2O on the sensor (Paper III). In the next subsections 
I will present the DL architectures used to achieve that and summarize the 
key results. 

4.2 Acceleration of H2 sensors 

To accelerate the performance of nanoplasmonic H2 sensors, it is 
important to employ an architecture that can consider the entire spectral data 
provided by the sensor, i.e., its light transmission, extinction, reflection or 
scattering spectrum, in an extended timespan. This is possible via the 
combination of two principal architectures: 

• Recurrent Neural Networks (RNNs): An RNN is a type of DL 
architecture that is designed to treat sequential data. Unlike in traditional 
NNs, it contains a built-in memory that allows it to process short time-
series data, where the model uses past information to make decisions. 
RNNs process data one at a time, where the information of one layer is 
passed onto the next. To improve on that and allow for handling of 
long(er) sequences, a new variant of an RNN has been developed, the 
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Long Short-term Memory (LSTM). This architecture builds on the 
standard RNN and eliminates long-term dependency issues via the use 
of gates. These gates basically control which past information to forget, 
and which new information to store and send to the next layer.205  

• Transformers: Initially developed by Vaswani et al.206 in 2017, 
transformers are DL architectures that are designed to handle data in 
parallel, making them significantly more powerful for applications 
involving sequential and time-evolving data, and also much faster than 
sequential RNN architectures. Transformers rely on the concept of self-
attention in order to determine the relationship between sequential data 
points. They do so by computing attention scores, for each input 
sequence, using three parameter matrices that contain an encoded 
representation of the input data207. Simply put, two main elements make 
up a transformer: the encoder, that processes the input data (sequence) 
and extracts meaningful information, such as the relationship between 
data points, and the decoder that ultimately collects the encoder’s output 
and produces the final prediction. Within those two elements, a stack of 
identical layers exist, where the self-attention mechanism is at its 
core.207,208 

The architecture used in Paper II, is a Long Short term Transformer (LSTR) 
which combines the strengths of a transformer and an LSTM model, i.e., the 
capabilities of parallel processing and long-range sequences handling. One 
of the main features of this architecture is the so called Local-Global 
attention mechanism, where the attention is divided in two components; local 
attention is focused on analyzing fine details in short time windows while 
global attention takes into account long-range dependencies. In the context 
of a nanoplasmonic H2 sensor, which is presented in this thesis, this is 
important for several reasons: 

i) The intrinsic noise in the raw data associated with both the light source 
and the spectrometer, is in many cases comparable to the magnitude of the 
signal change caused by the presence of H2. In the case of distinct H2 pulses 
of decreasing concentration, the LoD is limited by the noise level, while also 
in cases of a simulated slow and gradually increasing H2 leak, the time of 
detection and LoD are determined by the SNR. To overcome this, the 
selection of an LSTR architecture is crucial, since their ability to model long 
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data sequences allows it to differentiate trends in the extinction spectrum 
associated with the presence of H2, from noise, and thus accurately predict 
the H2 concentration.  

ii) For a robust performance of the LSTR model, preprocessing 
techniques are used for the input extinction spectra, that are then fed to the 
LSTR model. 

iii) Due to the nature of the application, i.e., a H2 sensor developed for 
safety applications, it is important to provide robust and reliable predictions, 
as well as information relating to the uncertainty of those. Therefore, 
combining multiple LSTR models as an ensemble, not only yields rapid H2 
concentration predictions, but also provides information on the computed 
mean and standard deviation of the ensemble’s prediction. 

The model presented in Paper II is therefore named Long Short-term 
Transformer Ensemble Model for Accelerated Sensing (LEMAS) and is 
shown to excel in two distinct ways: i) The model is able to achieve up to a 
40-fold improvement in the response time, compared to a standard analysis, 
for measurements in the 0.06-1.97 vol.% H2 range (in Ar), while also 
providing a prediction on its accuracy due to the ensemble feature. Therefore, 
LEMAS can provide an additional metric, the LEMAS settling time 𝑡𝑡𝑠𝑠𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿, 
which refers to the first time where the predicted H2 concentration is within 
±10% of the target value, and the relative standard deviation is smaller than 
10%. This metric is used to complement the predicted response time, 𝑡𝑡90𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿, 
and is particularly useful in cases of over- or underprediction. Additionally, 
and quite interestingly, the predicted response time from LEMAS is H2 
concentration independent, a striking difference from the standard analysis 
method, where the response time increases with decreasing H2 concentration. 
This effect is related to the intrinsic kinetics of the sensing material which is 
highly dependent on H2 pressure, where at low H2 concentrations (within the 
α-phase), the response time is dependent on the diffusion rate which in turn 
is determined by the amount of H atoms that dissociate and diffuse into the 
material, per unit time. Therefore, with decreasing H2 concentration, less H2 
dissociation and diffusion events take place leading to increased response 
times209. ii) in cases of simulated H2 leaks, LEMAS can predict both the 
presence and amount of H2 much faster, primarily due to the considerably 
lower noise that LEMAS predictions have, compared to the standard 
analysis. This way LEMAS gives a lower LoD (defined here as the smallest 
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H2 concentration required to discern but not quantify the presence of H2), 
especially at low leak rates, and an overall lower limit of quantification 
(LoQ), which refers to the minimum amount of H2 required to give an 
accurate prediction of the concentration. 

4.3 Reducing the LoD in high humidity 

As already described in previous chapters, humidity plays a significant 
role in H2-related technologies including sensing. Many applications where 
a sensor needs to be deployed, are characterized by complex environmental 
conditions, such as high humidity (e.g. gas feed in fuel cells). Additionally, 
and more specifically in the context of hydride-based H2 sensors, humidity 
can significantly impact the performance of hydride-forming sensors and 
consequently affect important metrics, such as the LoD, response time or 
baseline signal stability. 

In Paper III we investigate this issue by first presenting the effect of 
humidity (in synthetic air) on a PdAu nanoplasmonic H2 sensor, where the 
response magnitude decreases with increasing relative humidity (RH), 
highlighted by the almost complete deactivation at 80% RH and 30 ºC. In 
addition to that, the presence of H2O on the surface of the particles not only 
occupies surface sites favorable for H2 dissociation, but also partially 
dissociates forming OH groups. This results in an important competing 
effect, as discussed in chapter 2.5, where dissociated H atoms on Pd-based 
sensors are both absorbed into the lattice, and catalytically react with 
adsorbed O and OH species to form H2O. The sensor therefore exhibits a 
combined effect of a spectral red-shift associated with hydride formation, 
and a spectral blue-shift associated with the HOR. The equilibrium of this 
effect is shifted towards the latter in cases of high RH, and especially for low 
H2 concentration, where all the dissociated H atoms are consumed for the 
HOR. In terms of sensor performance this translates to ambiguous results at 
low concentrations, effectively increasing the LoD above the desired 0.1 
vol.% H2, even at elevated temperatures where the negative effect of H2O is 
less pronounced. 

To mitigate this effect, we employed a Deep Dense Neural Network 
(DDNN) architecture, a specific type of DNN where every neuron in one 
layer is fully connected to every neuron in the next layer. In the context of 
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this work, each neuron in the input layer represents each input data of the 
extinction spectrum (i.e., each extinction value calculated from each raw 
intensity data acquired from the spectrometer), thus incorporating the entire 
spectral information. To handle the high sensitivity to noise and drifts 
associated with that, we include batch normalization layers210, a technique 
used in DL, to improve the stability, as well as speed up, the training of the 
model, by normalizing the weighted inputs received from neurons. 
Additionally dropout layers211 are implemented, a regularization technique 
that helps prevent overfitting, by randomly resetting network weights during 
training. This ensures that instead of relying on specific neurons, the network 
is able to learn more robust correlations resistant to random variability. By 
employing the DDNN-based model we were able to achieve as low as 600 
ppm LoD in 80% RH (in synthetic air) at 80 ºC operating temperature, thus 
meeting the DoE performance target for 0.1 vol.% H2 in humid air. 

As the final aspect of the sensor’s evaluation, we also investigated the 
long-term performance and stability, under constant high humidity. Here the 
DDNN architecture was replaced by a Transformer (previously described in 
chapter 4.2), since it is tailored to handle longer sequences. Another aspect 
of this investigation is also to understand the model’s predictive accuracy 
outside of the conditions used for training. We reveal that the Transformer 
model’s performance deteriorates when used in conditions different than 
what it was initially trained for, however an issue that can easily be mitigated 
by incorporating new data into the training (in this context a wider range of 
H2 concentrations/RHs). The re-trained Transformer model is therefore able 
to achieve 100 ppm LoD for H2 at 80% RH in synthetic air, thus exceeding 
the DoE target of 0.1 vol.% H2 by one order of magnitude, and showcasing 
the opportunities provided by employing a NN-based data analysis in a H2 
sensor, regardless of the underlying sensing mechanism. 
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5 Nanofabrication by Hole-Mask Colloidal 
Lithography 

Figure 18: Schematic illustration of the steps followed during the hole-mask 
colloidal lithography (HCL) process: a) substrate cleaning, b) PMMA 
deposition via spin-coating, c) applying a positively charged PDDA coating, 
d) PS bead electrostatic self-assembly, e) Cr deposition via e-beam 
evaporation, f) tape-stripping to create exposed areas at the former positions 
of the PS beads, g) O2 plasma etch through the exposed areas to create holes. 
The final mask is shown in h). 
 

The samples used in all appended papers, were fabricated using hole-
mask colloidal lithography (HCL), initially developed by Fredriksson et 
al.212. A schematic illustration of the nanofabrication process is presented in 
Figure 18. HCL is used to create quasi-random arrays of nanostructures, 
where one of its main advantages is the scalability aspect. Due to the use of 
a polystyrene (PS) beads solution from which the PS beads electrostatically 
self-assemble on the surface, which is the basis for the mask, substrates 
ranging from a few cm to large scale wafers take the same time to fabricate, 
allowing for high throughput. This also makes it an attractive and cost-
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effective method of producing masks that can later be used to fabricate 
nanostructures of different materials. All of the nanofabrication took place at 
Chalmers’ cleanroom facilities (MyFab). 

a) Substrate cleaning: In this thesis, I have used fused silica or Si 
substrates (10×10×0.5 mm3). The fused silica substrates are used for 
optical transmission measurements, while the Si substrates are used for 
scanning electron microscopy (SEM) imaging, due to their higher 
conductivity, which eliminates charging effects that occur when 
imaging insulating substrates (see Chapter 6.1 for further details). The 
substrates are initially cleaned in an ultrasonicator in 2 steps; first for 5 
minutes in acetone, followed by 5 minutes in isopropanol (IPA). The 
substrates are then blown-dried using N2 gas. The purpose of the 
cleaning process is to remove dust and organic compounds that could 
have been accumulated during pre-processing (e.g. dicing).  

b) PMMA deposition: Polymethyl methacrylate (PMMA) is deposited as a 
sacrificial layer, via spin coating, where I used an anisole-diluted 
PMMA (4 wt.%, Mw = 950 000, Microlithography Chemicals Corp.) 
solution. The substrate is placed on the spinning chuck and a few drops 
of the solution are applied. The final thickness is determined both by the 
solution itself (i.e. viscosity, concentration) and by the spinning speed. 
In this case, ~260 nm of PMMA layer is acquired by spinning at 2000 
rpm for 60 seconds. The next step is to soft-bake the coated substrate at 
170 ºC for 3 minutes, in order to evaporate any remaining solvent. 
Finally, the coated substrate is subjected to a short (5 seconds) oxygen 
plasma treatment (50W, 250 mTorr, 10 sccm) to reduce surface 
hydrophobicity. 

c) PDDA coating. The next step is to deposit a solution of positively 
charged Poly(diallyldimethylammonium chloride) (PDDA). To acquire 
a very thin layer, PDDA (Mw = 100 000 – 200 000, Sigma Aldrich) is 
diluted in H2O, achieving a concentration of 0.2 wt.%. in H2O. The 
solution is drop-cast onto the PMMA layer, using a pipette and is then 
incubated for 1 minutes, followed by washing in Milli-Q water. Finally, 
the substrate is blow-dried with N2 ensuring the formation of a thin 
PDDA layer. 
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d) PS deposition. A negatively charged PS bead solution (0.2 wt.% in H2O) 
is drop-casted onto the positively charged PDDA layer. This ensures 
adhesion of the PS beads to the surface due to electrostatic attraction. 
On the other hand, the PS beads repel each other, and thus 
electrostatically self-assemble into a quasi-random sparse monolayer, 
with short-range ordering. To allow that, the drop-cast solution is 
incubated for 2 minutes followed by a 10 second rinse in Milli-Q water 
and finally blow-dried in an N2 gas stream. The surface coverage of the 
PS beads can be controlled by adjusting the beads concentration in the 
solution. In this thesis (where we exclusively used a 0.2 wt.% PS bead 
solution) the surface coverage on the sensor chips is 13-14%. Figure 19 
depicts a side-view SEM image of PS beads (140 nm) self-assembled 
onto a surface where in some cases, agglomerates (e.g. bead dimers) can 
also occur, highlighted in the figure by the red boxes, and which will be 
transferred to the final mask. 

Figure 19: A side-view SEM image depicting PS beads (140 nm), self-
assembled monolayer onto a surface. In some cases, agglomerates can also 
occur (red boxes) which will be then transferred in the final mask. 
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e) Cr evaporation. A thin layer of Cr (15 nm) is deposited onto the sample, 
via e-beam physical vapor deposition (PVD). 

f) Tape stripping. The nanobeads are removed via tape-stripping, which 
introduces holes in the areas under the beads, which were not covered 
by Cr. The shape of the hole is directly connected to the beads cross-
section. In other words, spherical beads would yield a circular hole 
while potential agglomerates (as described in d)) would yield irregular 
shaped holes. In both cases the hole diameter is equivalent to the 
diameter of the beads used. 

g) O2 plasma etch. The sample is exposed to 5 minutes of O2 plasma 
treatment (50 W, 250 mTorr, 10 sccm), which will etch the exposed 
PMMA while leaving the areas covered by Cr intact. Note that 5 minutes 
is more than enough to completely etch down to the substrate (i.e.  ~260 
nm PMMA), but also create an undercut, that will be beneficial for the 
lift-off process (described below). 

h) Hole-mask ready. The mask is now ready, where the final structure 
consists of undercut holes that reach down to the substrate. 

Once the mask is ready it can now be used to create the nanodisks used 
throughout this thesis. Using e-beam PVD, we can easily select the desired 
material to deposit, i.e., Pd, Pt, Au in this thesis. Figure 20 shows a schematic 
of the material deposition process through the mask. In the case of only 1 
element (Paper I, Pt) the material is deposited through the mask (Figure 
20a) and the mask is lifted off by immersing the sample in acetone that 
dissolves the PMMA sacrificial layer (Figure 20c). This yields a surface 
covered with nanodisks where their dimensions are determined both by the 
initial PS beads’ size (disk diameter) and the metal deposition rate (disk 
height). 
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Figure 20: Schematic illustration of the material deposition process. In the 
case of only 1 element (e.g. Pt), the material is deposited via e-beam PVD, 
a), while in the case of multi-element nanodisks (e.g. PdAu) a second 
deposition occurs, forming a layered structure, b). Finally, the mask is lifted-
off in a solvent, leaving a surface with nanodisks, whose diameter depend on 
the initial PS beads’ size, and height determined by the PVD process, c). 
 

As depicted in the figure, during material deposition the holes gradually 
shrink, a consequence of material accumulation on the surface of the mask 
and along the rim of the hole. Therefore, the final structure resembles a 
truncated cone. In the case of 2 elements (Paper II & III, PdAu) Pd is 
deposited first, followed by an immediate second deposition of Au (Figure 
20b), thus forming a layered structure. Finally, the mask is lifted-off in the 
same way as described previously (Figure 20c). 

Since the purpose of the layered structure is to ultimately form an alloy, 
the alloy composition (in at.%) can be controlled by i) adjusting the ratio 
(thicknesses) of the Pd and Au layers, and ii) taking into account the shape 
of the structures where, as described, are in the form of truncated cones. The 
composition (number of atoms) can be calculated as, 

𝑛𝑛 =  𝜌𝜌 ∙𝑉𝑉
𝑀𝑀
𝑁𝑁𝐴𝐴            (5.1) 

where 𝑛𝑛 is the number of atoms, 𝜌𝜌, 𝑉𝑉, 𝑀𝑀 are the density,volume and molar 
mass of the material respectively, and 𝑁𝑁𝐴𝐴 is the Avogadro number101. 
Knowing the number of atoms (i.e., each material’s at.% that I want to 
fabricate) and considering the diameter, total height, and angle 𝛼𝛼 between 
the cone’s slant height and its central axis (where in this fabrication process 
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has been measured to be ~60º 101 ), I can calculate the height of each layer. 
Figure 21 shows the top and side view of the final result for Pt nanodisks, 
fabricated using HCL. 

Figure 21: a) top-view and b) side view of Pt nanodisks fabricated onto a Si 
substrate using the HCL process. Images taken with an SEM, using the signal 
from secondary electrons in both cases (see Chapter 6.1 for details). 
 

In the case of a layered structure like Pd and Au, the process continues 
with a final thermal annealing process, which increases atomic mobility and 
induces homogenous alloy formation if it is thermodynamically favorable 
(described in Chapter 2.2). In Paper II & III the PdAu layers were annealed 
in a reducing atmosphere (2% H2 in Ar) dealing with oxygen that leaks into 
the annealing reactor and thus avoiding the formation of an oxide layer. The 
samples were annealed at 500 ºC for 18 hours, with a gas flow rate of 200 
ml/min. 
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6 H2 sensing setups & material 
characterization 

In this chapter, I will present the techniques used for characterization as 
well as H2 sensing performance experiments, in the appended papers. SEM 
was used to image the particles and acquire statistics regarding their size 
distribution (Paper I, II, III), energy dispersive X-ray spectroscopy (EDX) 
was performed on PdAu samples to collect information regarding the alloy 
composition (Paper II, III), and transmission electron microscopy (TEM) 
imaging was performed on the Pt samples (Paper I) to investigate structural 
changes that occur after exposure to H2. In Paper I, quadruple mass 
spectrometry (QMS) was employed to investigate the HOR on the Pt surface, 
while in Paper II, QMS was used to identify trace amounts of contaminants 
present in the supplied gases. Regarding the H2 sensor performance 
measurements, the atmospheric pressure flow reactor (X1) was used in 
Paper I, III to investigate the performance of the respective sensors in humid 
environments. Finally, in Paper II, the fast-switch mini reactor (FSM) was 
used to assess the performance of the sensor and collect the data used in the 
LEMAS model, since it is most suited for kinetics measurements. 

6.1 Scanning Electron Microscopy & Energy 
Dispersive X-Ray Spectroscopy 

Scanning electron microscopy (SEM) is a powerful technique used to 
obtain high resolution images of structures at the micro- and nanoscale. 
Figure 22 shows a simplified schematic illustration of the key components 
of an SEM, alongside an inset showing the interaction volume, i.e. the 
volume at which the electron beam interacts with the sample.  

An electron source (gun) emits a beam of high-energy electrons 
(standard acceleration voltage is 0.1 – 30 kV) which is then focused and 
directed towards the sample using a series of electromagnetic lenses; the 
condenser and objective lenses. The purpose of the lenses is to reduce the 
beam size, (typical beam size from a tungsten-based electron gun is 50 μm) 
down to a few nanometers (depending on the features of interest), in order to 
acquire useful images213. The focused beam scans the surface of the sample 
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in a raster pattern where the impinging electron beam produces various 
signals, such as the emission of x-rays, visible photons and electrons.  

Figure 22: Simplified illustration of the key components in a scanning 
electron microscope (SEM). A high energy electron beam travels from the 
electron source (gun) to the sample, where it is focused via the condenser 
and objective lenses. Different detectors are used to collect different signals 
(e.g. x-rays, elastically and inelastically scattered electrons) that derive from 
the interaction of the beam with the sample. The inset shows the interaction 
volume, i.e. the volume at which the beam interacts with the sample and 
causes the emission of different types of the aforementioned signals (adapted 
from ref.213). 
 

Three main signals are depicted in the schematic via the three different 
detectors used to collect them. i) The back-scattered electrons (BSE) are high 
energy electrons that originate from a high depth within the sample (~ 1 μm 
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within the surface). These electrons strongly interact with the material via 
elastic scattering and are typically used to acquire compositional information 
by utilizing the optical contrast between different materials with different 
atomic numbers (Z). ii) Secondary electrons (SE) are ejected from the surface 
of the sample (~ 100 nm within the surface and correspond to inelastic 
scattering of loosely bound outer shell electrons of the specimen’s surface 
atoms. These electrons are significantly lower in energy compared to BSE 
and carry information of the surface structure and topography. iii) When the 
electron beam interacts with the specimen, characteristic X-rays are 
produced. This is a result of the interaction of the beam with inner shell 
electrons, which upon impingement of the high energy electron beam, are 
ejected. The vacancy that is created is immediately filled by an outer-shell 
electron, which in turn releases energy in the form of an X-ray photon. The 
emitted X-rays are produced from a volume that extends to ~5 μm deep 
within the sample, carry energies that are characteristic of specific elements 
and therefore can be used to identify the elemental composition of the 
sample213. 

These characteristic X-rays are used in energy dispersive X-ray 
spectroscopy (EDX), which is an analytical technique used for elemental 
composition characterization of a material. This is done by combining an 
SEM with a detector that collects the emitted X-rays (SEM/EDX) (Figure 
22) thus providing a way for both imaging and compositional analysis. In the 
context of this thesis, SEM using the SE detector was used to image Pt and 
PdAu nanodisks, while EDX was used to verify the Pd70Au30 composition 
after alloying. 

From a practical perspective there are several conditions for acquiring a 
good image: i) conductive material. The sample should be sufficiently 
conductive to transfer the excessive charge that arrives with the electron 
beam, to the ground. That is a particular issue when imaging insulating 
samples, which causes the accumulation of negative charge known as charge 
buildup. The consequences of this are reduced image quality, irregular 
contrast, beam shift or image distortion. To avoid this issue, when making a 
sensor device, I simultaneously fabricated the nanostructures on a fused silica 
(used for transmission measurements) and Si (used for SEM) substrates. ii) 
acceleration voltage. The acceleration voltage determines how deep the 
electron beam will ‘penetrate’ and therefore how broad the interaction 
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volume will be. High acceleration voltage broadens the interaction volume 
and therefore reduces surface sensitivity (obscuring of fine surface details). 
In this thesis I have used acceleration voltages that range from 10-15 kV. iii) 
working distance. The working distance is directly connected to the depth of 
focus where, depending on the imaging conditions, different working 
distances can be suitable. For example, when imaging at an angle (Figure 
21b), a larger working distance is more suitable while in the case of imaging 
at a normal angle (Figure 21a), a short working distance can yield higher 
resolution images. iv) chamber pressure. The pressure inside the chamber 
should be sufficiently low to minimize electron scattering from molecules. 

6.2 Transmission Electron Microscopy 

When finer features need to be observed (in the context of this thesis the 
nanodisk surface morphology and grain boundaries), transmission electron 
microscopy (TEM) is used instead (Figure 23), which can provide structural 
information with atomic resolution. The operating principle of TEM is very 
similar to SEM with a few key differences, one of which is that the electron 
beam emitted by a TEM is significantly higher in energy and typically ranges 
between 60-300 kV. The reason is that, as the name suggests, electrons need 
to be transmitted through the specimen, where the electrons impinge onto a 
fluorescent screen, and the image is formed. The energy of the electrons 
hitting the fluorescent screen is directly connected to the thickness of the 
specimen, as well as the local mass and electron density, and is therefore 
translated into a contrast difference in the final image. To allow for the 
electrons to pass through, TEM requires very thin samples (~50-100 nm) 
making sample preparation more complex. We have used TEM in Paper I, 
where I have fabricated Pt nanodisks via HCL, onto a thin SiN TEM 
membrane.  
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Figure 23: Simplified illustration of the key components in a transmission 
electron microscope (TEM). Note that in contrast to an SEM, the sample is 
placed above a series of lenses (objective and projection), and the high 
energy electron beam (60 - 300 kV) passes through the sample, before 
reaching the fluorescent screen where the image is depicted (adapted from 
ref.214). 

6.3 Quadruple Mass Spectrometry 

Quadruple mass spectrometry (QMS) is a mass analysis technique that 
is extensively used in catalysis, and specifically to study products from 
catalytic reactions on surfaces, both qualitatively and quantitatively. The 
basic operating principle of a QMS is to ionize molecules and separate them 
based on their mass-to-charge ratio (m/z), which is accomplished by using 
four parallel cylindrical rods that form a dynamic electric field, where both 
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DC and RF voltages are applied. This way a selective transmission of ions is 
possible by controlling the applied voltages. The electric field that is 
generated will determine which ionized molecules will have a stable 
trajectory and consequently reach the detector. Figure 24 shows a simplified 
illustration of a QMS. Here, neutral, gas-phase molecules desorb from the 
sample surface and continue towards the detector. First, they pass through an 
ionization filament which is heated up to a high enough temperature 
(typically 2000-2500 K for tungsten or rhenium) where it starts emitting free 
electrons. The electrons are then accelerated via an applied potential and 
collide with neutral molecules from which they eject an electron and thus 
form ionized molecules. When the ions enter the quadrupole, they will 
experience a complex oscillatory motion that is determined by the combined 
DC and RF fields. Their trajectory is then determined by the ion mass, where 
heavier ions are less affected by high-frequency oscillations, and their 
charge, where higher charge leads to stronger field interactions215. 

Figure 24: Simplified illustration of the quadruple mass spectrometry (QMS) 
principle. Neutral gas-phase molecules pass through a filament that causes 
ionization. The ions pass through electrostatic lenses and slits (not shown), 
that aim at focusing and restricting the ion beam. Ions with a stable 
trajectory will reach the detector while others will be deflected from the flight 
path. A stable trajectory is determined by the applied DC and RF fields, and 
the ion mass and ion charge (adapted from refs215,216.) 
 

The QMS (here we used the OmniStar GSD320, Pfeiffer Vacuum 
GmbH) can be operated in a scanning mode, where the instrument scans 
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different voltages in a stepwise manner and therefore collects all ions that 
have a stable trajectory for a given voltage, forming a mass spectrum. This 
is useful for determining molecules present on the surface or in the gas stream 
(particularly in the context of this thesis), as we did for Paper II. 
Additionally, the QMS can be operated in selected ion monitoring (SIM) 
mode, where it monitors only specific pre-selected m/z values. In Paper I 
we have used SIM to monitor the signal from H2O produced via the HOR 
and desorbed in the gas phase.  

6.4 Humidified flow reactor 

Figure 25: Schematic illustration of the humidified flow (X1) reactor setup. 
The humidified gas mixture and flow rate are controlled by a series of mass 
(or liquid) flow controllers (M(L)FCs) and are mixed in a controlled 
evaporator mixer (CEM), forming humidified gas. The sample is positioned 
inside a heated quartz tube with two optically transparent viewports allowing 
for transmission measurements. The humidity is measured using a humidity 
probe positioned close to the gas inlet. 
 

The humidified flow (X1) reactor (Insplorion AB) can accommodate 
hydrogenation experiments in humid environments, and has been used 
extensively in this thesis, specifically in Paper I & III. In both papers it was 
used to perform sensor performance measurements and the long-term 
stability investigation, while in Paper I we used it for humidity titration 
measurements. The setup consists of a quartz tube (effective volume ≈190 
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mL) with optical access for transmittance measurements (Figure 25). It is 
equipped with mass flow controllers (MFCs, Bronkhorst High-Tech B.V.) 
that control the flow rate and gas composition. A liquid flow controller (LFC, 
Bronkhorst High-Tech B.V.) is also incorporated to control the flow rate of 
H2O. Gases and H2O are introduced into a controlled evaporator mixer 
(CEM, Bronkhorst High-Tech B.V.) where they mix forming humidified gas. 
In all measurements the water supplied from the LFC (into the CEM for 
humidifying the gas) is referenced to RH values at 30 ºC, 1.013 bar, 200 
ml/min total gas flow rate. (see Paper I & III, Methods for more details). 
The humidity level was measured by a calibrated humidity and temperature 
probe (HMP7, Vaisala) positioned at the chamber inlet. The reactor 
temperature was controlled using a closed-loop temperature control system 
(Eurotherm 3216) in a feedback loop manner, where the sample surface 
temperature inside the chamber (measured via a K-type thermocouple) was 
continuously used as the input. The chamber can accommodate up to two 
samples, which are illuminated using an unpolarized halogen white light 
source (AvaLight-HAL, Avantes) coupled through a bifurcated optical fiber 
(FCB-UV600-2, Avantes BV) equipped with collimated lenses. The 
transmitted light from each sample is collected and analyzed by a dual 
channel fiber-coupled fixed-grating spectrometer (AvaSpec-ULS2048CL-2-
EVO, Avantes BV). 
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6.5  Fast-switch mini reactor 

Figure 26: Schematic illustration of the fast-switch mini (FSM) reactor. 
Similar to X1, the gases are controlled via MFCs and are then introduced 
into the reactor directly or via two 3-way valves (optional). The purpose of 
the 3-way valves is to negate the inherent delay associated with MFCs and 
pre-mix the desired H2 gas concentration. The sample is placed inside a 
small (1.5 mL) custom-built reactor, with two optically transparent 
viewports allowing for transmission measurements (adapted from ref.80). 
 

The fast-switch mini (FSM) reactor is a custom built setup designed to 
perform kinetics experiments, i.e. to temporally resolve the interactions of 
our sensors with hydrogen (Figure 26). Unlike X1, the volume of this 
chamber is significantly smaller (1.5 mL) allowing for faster exchange of 
gases. This is important when investigating sensors with ultra-fast response 
time, where the limitation is usually not the intrinsic response time but the 
experimental setup, i.e. sensors placed in large reactors, yield slower 
response, due to the gas exchange constant. As an example, the gas exchange 
constant can be calculated as, 

𝜏𝜏 = 𝑉𝑉
𝑞𝑞
             (6.1) 

where V is the volume of the reactor (here 1.5 mL) and q is the gas flow rate 
(typical is 300 ml/min or 5 ml/s). Adding these values yields a gas exchange 
constant of 300 ms. To further push the exchange constant to lower values, a 
higher flow rate can be selected (possible up to 2000 ml/min in FSM). 
Additionally, since MFCs inherently have a delay of ~ 2 seconds (from when 
they receive a signal), they can cause ambiguity during analysis of the 
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response time. For this reason, we have introduced two additional 3-way 
valves as an option. These valves aim at premixing the desired gas 
concentration, before introducing the premixed gas into the reactor when 
needed. This is accomplished by operating them in an alternating manner 
(switching); when one is supplying gas into the reactor, the other is directing 
the gas to the exhaust. The FSM reactor has been used in Paper II, to perform 
hydrogenation measurements on a PdAu sensor, where we used the spectral 
data to further push the response time via the LEMAS model. In this case, the 
3-way valves were not used due to technical issues associated with them at 
the time, which however did not pose an issue, since the inherent response 
time was higher than the gas exchange constant (including MFCs delay) for 
the measured H2 concentration range. 
Moving to the technical specification, the custom-built reactor is composed 
of a customized DN 16 CF spacer flange (Pfeiffer Vacuum GmbH), equipped 
with a gas in- and outlet, and two fused-silica viewports (1.33 in. CF Flage, 
Accu-Glass) The sample inside the chamber is illuminated via an unpolarized 
halogen white light source (AvaLight-HAL, Avantes BV) and an optical 
fiber equipped with a collimating lens. The transmitted light is collected and 
analyzed by using a fiber-coupled fixed-grating spectrometer (SensLine 
AvaSpec-HS1024TEC, Avantes BV). The temperature is controlled with a 
heating coil wrapped around the chamber and a temperature controller 
(Eurotherm 3216) in a feedback loop manner, where the sample surface 
temperature inside the chamber is continuously used as the input. 
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7 Conclusions & outlook 

One of the main goals of this thesis was to shed light onto, and attempt 
to address, the humidity challenge introduced in Chapter 1. Taking advantage 
of our knowledge and expertise in nanoplasmonic optical sensing, and 
inspired by other work37, we demonstrate in Paper I a Pt-based H2 sensor 
that can operate in a wide RH range of 0-80% and that can detect H2 
concentrations as low as 600 ppm in air, at T≥ 50 ºC. Furthermore, our 
findings reveal that the LoD improves with increasing humidity, a unique 
feature that, to the best of our knowledge, has not been reported in previous 
studies, where the presence of humidity across the board lowers the LoD of 
H2 sensors, as well as decelerates them. Finally, it is important to emphasize 
that the sensor most likely can operate effectively at RH levels higher that 
80%, since I was limited to this upper limit by the experimental setup used. 

As a retrospective, it is evident that the main driving force behind the 
accelerating progress in H2 sensing has been primarily the growing ability to 
design complex nanoarchitectures and deepen our understanding of 
nanoscale phenomena. However, to further push the performance of H2 
sensors, materials engineering is not expected to be the sole solution and may 
not carry us all the way. Hence, as a complement, building on the rapid 
advancements in machine learning and artificial intelligence, it is crucial to 
also consider implementing these techniques. Such methods can greatly 
enhance the treatment of sensor output data (particularly in nanoplasmonic 
sensors, by utilizing the entire spectral response and not just a single 
descriptor), thereby dramatically improving sensor performance, and 
potentially mitigating the influence of undesirable factors. For this reason, 
part of my thesis has been focused on collaborating with experts in this field, 
in order to push the performance of the existing, state-of-the-art 
nanoplasmonic H2 sensors in two distinct different ways: 

In Paper II we demonstrate the use of a tailored Long short-term 
transformer Ensemble Model for Accelerated Sensing (LEMAS) and 
showcase the acceleration of a PdAu alloy nanoplasmonic sensor by a factor 
of 40 (compared to the standard data treatment) and eliminate the dependance 
of the response time on H2 concentration. This is realized by predicting the 
thermodynamic sensor saturation level to a specific H2 concentration before 
that is physically reached by the hardware. 
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In Paper III we employ a Deep Dense Neural Network (DDNN) and 
Transformer model to process data from a PdAu nanoplasmonic sensor 
operating under varying relative humidity levels (0-80% RH). This treatment 
effectively eliminates the negative influence of H2O in the sensor’s response, 
enabling robust and reproducible sensor performance with a limit of 
detection of 100 ppm even at the highest measured RH. 

Reflecting back to the time I’ve spent as a doctoral candidate, and in the 
context of the work presented here, I am very happy with what we have 
achieved so far, and I am very excited for what is yet to come. Of course, the 
road was not always paved with gold and many technical issues concerning 
our experimental setups have delayed parts of my projects. Therefore, I wish 
that I would have acquainted myself with the “nitty-gritty” of the 
experimental setups (that I use primarily) much earlier in the PhD so I would 
be able to tackle any issues in due time. 

Looking forward to the remaining of my PhD journey, I believe that 
further implementation of advanced AI-based methods in data analysis, 
combined with materials engineering may indeed be the key for addressing 
the important challenges present in the H2 sensing community. Since a single 
material sensor device is not expected to be capable of meeting all of the 
performance targets, we have initiated efforts into bi- or multiplexing of 
different materials in a single sensing platform, capable of handling highly 
complex environments (including H2O, NOx, CO, CO2), where the use of 
AI-based data analysis can bring us closer to a “master” H2 sensor, capable 
of high-performance operation under most environmental conditions. 

Going also back to the fundamentals, the search for new materials that 
can challenge the current state-of-the-art H2 sensors, is something I am very 
interested in pursuing. Combining that with more advanced nanofabrication 
techniques, such as electron beam lithography, we can take advantage of 
unique plasmonic properties (e.g. field enhancement via a plasmonic 
metasurface) and possibly push metrics such as the limit of detection, to the 
low part-per-billion (ppb) regime. 
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