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Abstract
Road transport accounted for 20% of global total greenhouse gas emissions in 2020, of which 30% come from road freight 
transport (RFT). Modeling the modern challenges in RFT requires the integration of different freight modeling improve-
ments in, e.g., traffic, demand, and energy modeling. Recent developments in 'Big Data' (i.e., vast quantities of structured 
and unstructured data) can provide useful information such as individual behaviors and activities in addition to aggregated 
patterns using conventional datasets. This paper summarizes the state of the art in analyzing Big Data sources concerning 
RFT by identifying key challenges and the current knowledge gaps. Various challenges, including organizational, privacy, 
technical expertise, and legal challenges, hinder the access and utilization of Big Data for RFT applications. We note that 
the environment for sharing data is still in its infancy. Improving access and use of Big Data will require political support to 
ensure all involved parties that their data will be safe and contribute positively toward a common goal, such as a more sustain-
able economy. We identify promising areas for future opportunities and research, including data collection and preparation, 
data analytics and utilization, and applications to support decision-making.

Keywords Big data · Big data analytics · Road freight transport · Transport modeling

Introduction

The road freight transport (RFT) sector faces challenges in 
reducing costs and incorporating sustainability measures 
into operations (Kumar et al. 2019). The demand for freight 
has increased drastically and causes severe traffic congestion, 
carbon emissions, and reduced air quality (Chankaew et al. 
2018). Road transport alone accounts for 20% of global total 
greenhouse gas (GHG) emissions (Santos 2017); 30% of 
this comes from RFT (Ge and Friedrich 2020). Inefficiency 
(e.g., between 40 and 60% empty trips), redundant trips, 
lack of synchronization between transport modes, and the 
ability to deal with disruption and risks (Kumar et al. 2019) 

are challenges that the road freight sector faces. In addi-
tion, new societal challenges toward energy transition, such 
as electric vehicle operations and charging infrastructure 
allocation, require new data, modeling types, and analytics 
(Wang and Sarkis, 2021). The abovementioned challenges 
mainly concern traffic, demand, and energy modeling fields.

Emerging data sources from the drastic take-off of the 
internet of things (IoT) and information communication 
technology (ICT) have generated massive quantities of data 
and the opportunities to create new insights, business value, 
and novel revenue streams. These emerging data sources, 
commonly called Big Data (Tiwari et al. 2018), raise vari-
ous challenges in analysis and management. Big Data pro-
vides many opportunities to gain insights into RFT opera-
tion, planning, and infrastructure development. However, 
despite existing and future promising applications of Big 
Data, its critical challenges have not been systematically 
reviewed. These challenges might hinder further successful 
applications and value generation. Reviews on Big Data in 
freight have been narrower and focused on specific applica-
tions (Katrakazas et al. 2019). For example, Chung (2021) 
reported contributions made in the applications of Big Data 
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in improving logistics operations and transportation network 
efficiency. Tiwari et al. (2018) reviewed the importance and 
impact of Big Data and its application in supply chain man-
agement. Borgi et al. (2017) presented a survey on Big Data 
opportunities in improving transport and logistics opera-
tional efficiency. They present some prominent use cases 
with Big Data and identify future research challenges.

The premise of this paper is that new digital technolo-
gies in road freight offer new opportunities for analysis and 
management of freight transport. Digital technologies gen-
erate unprecedentedly large and highly detailed (spatially 
and temporally) data at individual and aggregated levels. 
This paper reviews the opportunities and challenges of Big 
Data analysis in RFT presented in the literature. To identify 
relevant articles, we searched the Google Scholar database 
with a combination of the following keywords: road freight, 
commercial vehicle, Big Data, and Big Data analytics within 
the scope of "traffic modeling," "demand modeling," and 
"energy modeling." The search results in around 980 manu-
scripts. The query was further adjusted to search the indexed 
articles' titles, abstracts, and keywords by devising the fol-
lowing inclusion and exclusion criteria. First, we considered 
manuscripts written in English in peer-reviewed journal arti-
cles, books, conference proceedings, and technical reports 
of credible institutions such as the EU commission. Then, 
we included only manuscripts that elaborated on Big Data's 
surveys, applications, technical architecture, and implemen-
tation in RFT. After further screening, 98 manuscripts were 
included and subsequently reviewed individually.

This review paper contributes to the literature on Big 
Data in RFT applications in two ways: i) it provides an over-
view of Big Data applications in RFT modeling, specifically 
concerning traffic, demand, and energy; (ii) it identifies chal-
lenges and gaps that currently exist and hinder the broader 
use or adoption of Big Data applications in RFT modeling. 
The paper is organized as follows. “Definition and types of 
Big Data in road freight applications” provides the defini-
tion and a review of Big Data and types of Big Data in RFT 
applications. “Big Data analytics and applications in RFT 
modeling” reviews Big Data analytics and their categories 
and applications in RFT modeling. We discuss the current 
organizational, technical, legal, and political challenges 
toward a broader usage of Big Data in RFT in “Challenges 
in using Big Data in freight modeling”. We provide sugges-
tions to address these challenges and future opportunities in 
“Future Opportunities”. Finally, we finish with a discussion 
and conclusions in.

Definition and Types of Big Data in Road Freight 
Applications

The study of Big Data is evolving continuously, including 
more than just large volumes of data. The main attributes 

of Big Data include the "5 V" concept: volume, velocity, 
variety, verification/veracity, and value (Tiwari et al. 2018). 
Volume refers to the quantities of data produced. Velocity 
refers to the speed of data collection, transfer, and storage; 
and the extraction speed of discovering useful knowledge 
and decision-making models (Hee et  al. 2018). Variety 
focuses on the variety of data produced by detectors, sen-
sors, and even social media (Zhu et al. 2018). Verification/
veracity refers to uncertainty regarding the quality inherent 
in traffic and other transportation data, such as inaccurate or 
incomplete data (Neilson et al. 2019). Finally, value refers 
to revealing underexploited revenue sources from Big Data 
to support decision-making (Nguyen et al. 2018).

Big data in the freight transport system comes from many 
sources on the road and inside the vehicle, see Table 1. 
Milne and Watling (2019) described the characteristics of 
data sources that fit the Big Data concept from a transport 
perspective as i) continuous monitoring with a high temporal 
sampling rate and without gaps, ii) data may not be owned 
by the data analyzer, iii) data collection may not have been 
designed for transport applications and iv) there may be an 
ability to link multiple contemporaneous data sources.

The RFT Big Data applications utilize many data sources 
that differ in their data collection methods, source, or entity 
that collects the data, and their resolution and collected 
information. For example, current roadside sensors, owned 
mainly by local transport authorities, are not new to trans-
port professionals. These data sources already generate valu-
able information for traffic modeling, such as the speed of 
vehicles, vehicle types, and congestion (Neilson et al. 2019; 
Verendel and Yeh 2019).

The private sector collects most vehicle-level data from 
vehicle tracking devices. For example, many private freight 
entities have records of their businesses, e.g., global posi-
tioning systems (GPS) measurements of vehicles. However, 
they are usually not shared externally due to data privacy, 
monetary value, and commercial secrecy concerns. This data 
type has a high spatial and temporal resolution (often with 
a spatial and temporal resolution of less than one meter and 
one second, respectively). The data are sampled for every 
vehicle and contains important information for demand and 
energy modeling, such as visited locations, trip chains, and 
vehicle energy consumption.

Other data types are not explicitly collected for trans-
port applications nor by transport entities. However, they 
could be converted to relevant transport information. An 
example is data from aerial sensors that initially come from 
imprints of some physical phenomenon, such as sound or 
light, acquired by a specific sensor and converted into a digi-
tal signal. Sensing devices may include microphones, cam-
eras, thermal sensors, etc. These can be video streams from 
in-vehicle, surveillance, or roadside cameras (e.g., CCTV 
cameras for road traffic monitoring), motion (accelerometer 
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data), or electromagnetic reflectance of objects (Borgi et al. 
2017).

Many untapped Big Data types are collected from com-
munication media devices, such as text data from call center 
applications, semi-structured data from various business-to-
business processes, and geospatial data in logistics (Misra 
and Bera 2018). The current Big Data analytics techniques 
open doors to utilize unstructured data, e.g., text and human 
language, and semi-structured data, e.g., XML, RSS feeds, 
and social media. The unstructured data can be joined with 
structured data, which previously held unchallenged hegem-
ony in analytics, to gain additional insights. For instance, 
social media data from Twitter and Facebook posts are 
exploited for new insights derived from freight transport 
applications (Singh et al. 2018; Wang and Sarkis, 2021).

Both data from the analog and communication devices 
have a range of spatial and temporal resolutions and sam-
pling rates. These resolutions depend on the ability of the 
data provider to deliver details without revealing the busi-
ness's or user's personal information. It also depends on the 
data collection method, such as cell towers, phone sightings, 
or phone apps, when tracking drivers' movements.

Another data type is the shipment data reported from 
warehouses, workers, or drivers by scanning barcodes or via 
radio frequency identification. This data can add historical 
context to other collected data or supplementary information 
(Jensen et al. 2004). The sampling rate of this data depends 
on the delivery to depos or change to transport mode.

Big Data Analytics and Applications in RFT Modeling

Big Data analytics applies advanced techniques, including 
artificial intelligence (AI), agent-based modeling, and opti-
mization of big datasets to convert them into new knowledge 
(Tiwari et al. 2018; Zhu et al. 2018). Its principal function 
is to examine and analyze large amounts of structured and 
unstructured data or to fuse different data types to uncover 
hidden patterns such as correlations, trends, and other valu-
able information and create new knowledge.

Based on the application's aim, Big Data analytics tech-
niques in freight transport can be categorized into descrip-
tive, predictive, and prescriptive analytics, see Table 2. 
Descriptive analytics answer what happened in the past or 
happens in the present. For instance, descriptive real-time 
information about the location and quantities of goods pro-
vides managers with information to adjust delivery sched-
ules, place replenishment orders and emergency orders, 
change transportation modes, etc. Predictive analytics make 
forecasts based on past trends and answer the question of 
what will happen given certain assumptions (Blackburn 
et al. 2015; Mesgarpour and Dickinson 2014). Prescrip-
tive analytics derive decision recommendations based on 
descriptive, predictive analytics, and mathematical models. Ta
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It answers the question of what should be done to achieve 
specific goals (Souza 2014; Wang et al. 2016). Predictive 
and prescriptive analytics are vital in helping freight-related 
entities make effective decisions on the organization's stra-
tegic direction (Munizaga 2019). They can be applied to 
address problems related to the changes in organizational 
culture, sourcing decisions, and the development of products 
or services.

Here, we further elaborate on these analytical categories, 
showing their importance to RFT with examples of relevant 
applications. We also discuss potential issues for some of 
these applications.

Descriptive Applications

Descriptive analytics are helpful in illustrating the current 
status quote, such as total stock in inventory, average money 
spent per customer, year-to-year changes in sales (Tiwari 
et al. 2018), and total energy consumption. In RFT, two 
major descriptive applications are origin–destination (OD) 
matrix extraction and trip chaining in modeling freight 
demand. Trip chains provide new perspectives for analyzing 
freight systems (Duan et al. 2020). A trip chain for a vehicle 
denotes a set of trips between 'significant' locations (e.g., 
depos, shops, etc.) before ending its journey. A complete 
trip chain determines the travel patterns of a higher spatial 
and temporal resolution table of the OD matrix. It captures 
the behavior of freight vehicles, including the locations of 
vehicles' activities, the duration of activities, the frequency 
of visiting these locations, and the sequence in which they 
are visited (Joubert and Meintjes 2015). For example, trade-
offs between customer demand and logistics costs and long 
operational hours in goods shipments often demand multiple 
tours by a single commercial vehicle in its daily operation 
(Ruan et al. 2012).

Both OD matrix and trip chain applications require 
large amounts of data and both can be combined with aux-
iliary sources. Ma et al. (2011) developed a performance 
measures program to monitor the travel generated by 2500 
trucks in Washington, USA, for more than a year. The 
trucks responded to shippers' business needs by picking 
up goods and dropping them off at their destinations. The 
program extracts OD pairs from the GPS readings of the 
individual truck to quantify truck travel characteristics and 
performance. However, they also raise important data and 
analytics issues, including the lack of representativeness for 
the entire fleet, data being expensive to acquire, potential 
privacy issues, and the need for anonymization. Moreover, 
truck GPS data from different vendors use different formats 
and communication methods. One of the largest uncertain-
ties comes from the arbitrary thresholds (e.g., durations to 
identify stops) used to determine the depos for the OD iden-
tification due to the lack of other data sources, such as travel 

diaries that could identify or verify stop locations (Gingerich 
et al. 2016).

Romano Alho et al. (2019) demonstrated the importance 
of carefully selecting and disclosing the methods for data 
processing by illustrating that the predictions of tours, tour 
types, and tour chains are highly dependent on assumptions. 
They implement high-resolution tour-chain algorithms for a 
large-scale GPS-based survey and use stop-level data from 
a driver survey conducted from 2017 to 2019 in Singapore. 
The GPS data on its own is not enough to identify the fleet's 
stops and activity types. The integration of stop-level and 
point of interest (POI) data offers a different way to deter-
mine the base locations. Like other studies, they use arbi-
trary thresholds, e.g., durations, to identify depos or stops, 
activities, and chaining of trips, i.e., tours.

Duan et al. (2020) proposed a multiscale depot-identi-
fied method based on the density-based spatial clustering of 
applications with noise algorithms using large-scale vehi-
cle trajectory datasets from GPS equipment, POI, and other 
spatial data. They extract the travel patterns of 1852 freight 
vehicles over one month collected from multiple provinces 
in China. The study implements data mining algorithms to 
identify the base depots and trip ends for multiday freight 
trip chains. The multi-features of the trip chain quantitatively 
describe each vehicle, including the number of average trip 
chains, the number of average stops per trip chain, the aver-
age dwell time per stop, and the average travel time per trip. 
The results show that some travel patterns are limited to spe-
cific vehicle types. The study reports that limitations include 
temporal resolution, small quantity, and noncomplete trip 
chains in some cases. They also note that traditional travel 
surveys and diaries can be combined with ground-truth data 
and land use structures to validate the accuracy of the results 
and reduce errors.

Predictive Applications

Many freight professionals are keen to improve demand 
forecasting and production planning with Big Data (Chase 
2013). Predictive analytics make predictions for decision 
support by exploring data patterns, such as signaling demand 
changes, determining optimal prices, and tracing consumer 
loyalty data. These improvements help detect new market 
trends and determine the root causes of failures, issues, and 
defects (Tiwari et al. 2018). Forecasting involves identify-
ing relevant information and sources and selecting appro-
priate methods for computing the projected demand. Given 
the volatile, uncertain, complex, and ambiguous business 
environment, greater research attention is needed in demand 
forecasting.

Predictive analytics explore data patterns to make deci-
sion-support predictions (Tiwari et al. 2018). Regression, 
time-series analysis, and machine-learning techniques are 
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commonly used in forecasting demand and energy (Borgi 
et al. 2017; Seyedan and Mafakheri 2020). Forecasting 
demand includes studying customer behavior, purchasing 
patterns, and identifying trends in sales activities that are 
associated with the demand. Transport demand forecast-
ing is critical to managing supply chains, as tactical and 
operational decisions on production planning, inventory 
levels, logistics, and scheduling are based on anticipated 
demand development. Blackburn et al. (2015) presented a 
time series model that considers historical and business-
related Big Data, such as economic or industry-related 
information. The study utilizes different data sources, 
e.g., national statistics institutions and national input–out-
put tables, to describe the links between supply and cus-
tomer industry and expected trends. The study shows that 
integrating different information sources improves predic-
tions and substantially decreases uncertainty. The study 
also notes important issues that impact the predictive 
analytics application: the availability of data, adequate 
analytical methods, expertise from various functions, and 
top management support. Furthermore, the accuracy is 
sensitive to the prediction model.

Electric vehicles (EVs) in freight can reduce fossil fuel 
consumption and lower GHG emissions. One significant 
challenge in their development is measuring the vehicles' 
energy demand for electricity. Most existing energy con-
sumption data use laboratory-based engine dynamom-
eter tests based on steady-state modal tests (Christopher 
Frey and Kim 2006; Rosero et al. 2021). Such tests may 
not represent real-world duty cycles and conditions, 
especially when driving in urban areas (Lárusdóttir and 
Ulfarsson 2015). Some studies implement a vehicle 
energy simulator to estimate fuel consumption (Wang and 
Rakha 2018). However, it is time-consuming to construct 
numerous input profiles through a graphical user inter-
face. Overall, operating conditions can be categorized 
based on (i) the vehicle design; (ii) driver characteristics; 
(iii) travel conditions; (iv) traffic flow conditions (e.g., 
congestion); (v) road conditions; (vi) ambient conditions 
and (viii) regenerative braking (Bucher and Bradley 2018; 
Dias et al. 2019; Nicolaides et al. 2019). For instance, 
a number of studies (Cicconi et al. 2016; Kretzschmar 
et al. 2016; Rosero et al. 2021; Xu et al. 2015)use GPS 
measurements to model energy consumption for each 
vehicle as a function of operating conditions (e.g., travel 
conditions and driver characteristics) (Kretzschmar et al. 
2016; Xu et al. 2015). Several operational factors or con-
ditions can influence energy consumption prediction in 
actual traffic conditions. Energy consumption could be 
estimated more accurately from GPS measurements, port-
able emissions, and vehicle energy measurements.

Prescriptive Applications

Prescriptive analytics define goals such as strategic busi-
ness or environmental targets within a specified time frame 
(Franzen et al. 2019). Prescriptive analysis drives decisions 
based on descriptive and predictive analytics using math-
ematical optimization, simulation, or multi-criteria decision-
making techniques (Tiwari et al. 2018).

In energy applications, a growing prescriptive analy-
sis application is the planning of charging infrastructure, 
i.e., the deployment of charging facilities (e.g., stationary 
chargers) according to current and predicted demand (Kavi-
anipour et al. 2021). Arias and Bae (2016) provided a simu-
lation model to estimate electric vehicle charging demand 
using real-world traffic distribution data and weather condi-
tions in South Korea. The model includes classifying traffic 
patterns, pointing out influential factors such as charging 
starting time, charger power type, and the initial state of 
charge, and establishing classification criteria. Recent prom-
inent examples are electric truck charging location place-
ment studies in the EU by (ACEA and T&E, 2021; Plötz 
et al. 2021). Both decide the locations of future charging 
infrastructure by matching the existing truck stop’s locations 
extracted from the on-board GPS measurements. Individual 
locations of each truck are clustered over many trucks and 
certain observation periods, i.e., 1 year. The most populated 
truck stops, i.e., those where most trucks stop or where many 
trucks stop frequently, could serve as ideal locations for con-
structing truck charging infrastructure.

The new connected vehicle technology is also an excel-
lent example of new perspective applications in RFT. A 
connected vehicle uses GPS, communication technologies, 
and sensors to communicate with devices within the vehi-
cle, other vehicles, and transportation networks. The vehicle 
needs to allocate its and other vehicle's positions, predict 
their movements, and plan movements accordingly (Dimo-
kas et al. 2021). The potential of connected vehicles extends 
beyond providing personalized services to drivers, offering 
an excellent opportunity to improve traffic safety and trans-
portation systems' sustainability by automatically sharing 
relevant information with nearby vehicles and transportation 
networks (Neilson et al. 2019).

The digital twin approach replicating a real road transport 
network operation through data and simulation also opens a 
new perspective toward fleets' decarbonization planning and 
forecasting costs. Such an approach can alleviate the risks 
of costly mistakes in planning and initial piloting during a 
fleet transitioning phase and further operational optimiza-
tion and infrastructure planning (Vehviläinen et al. 2022). 
VTT Smart eFleet toolbox recreates the transport network 
by utilizing validated vehicle models and reconstruction 
of the road infrastructure. The road infrastructure includes 
practicalities (such as road curvature, elevation, and traffic), 
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positioning and capacity of the charging/refueling infrastruc-
ture, and environmental considerations such as seasonal 
temperature. The approach has been used in planning and 
evaluating various fleet deployment scenarios, including 
techno-economical evaluations, roadmaps for fleet decar-
bonization, and planning future policy measures. For exam-
ple, Pihlatie et al. (2021) prescribed possible pathways for 
the growth of zero-emission transport in Finland, including 
the freight and logistics segment. In supporting the plan-
ning of governmental policy measures to speed up company 
adoption of vehicles with low-carbon energy sources, the 
analysis utilizes VTT Smart eFleet toolbox to calculate the 
total cost of ownership (TCO) of heavy-duty commercial 
vehicles for 15 years. Further, the digital twin simulation 
coupled with a system dynamics model allows to create sce-
narios for future demand of vehicles with different propul-
sion technology. When estimating TCO estimates, it takes 
into account uncertainties arising from the development of 
refueling infrastructure.

Challenges in Using Big Data in Freight Modeling

This section discusses several critical challenges of applying 
Big Data in RFT research, analysis, and logistics operations 
management. These challenges could potentially hinder the 
access and broader utilization of Big Data in this sector. It 
has been argued that data sharing can improve freight com-
munication, operation efficiency, system resilience, and 
technological advancement, and reduce costs and green-
house emissions (Westervelt et al., 2022). The challenges 
are broken into organizational, technical, legal, and political 
challenges, discussed in greater detail below, and illustrated 
in Fig. 1.

Organizational

Senior managers' lack of interest in data and data-driven 
decision-making is one of the main organizational chal-
lenges. Top managers who champion data analytics have 
seen the most success in their data collection programs and 
conduct analyses based on demand and performance data. 
Lack of support from top managers can make investments 
and hiring decisions to help gain efficiencies in Big Data-
based projects and ICT difficult. Having the right techni-
cal expertise is essential to ensure project success after the 
proper procedures and equipment are in place. Personnel 
working in transport applications can benefit from advanced 
training in Big Data methods. Otherwise, errors can occur 
when decisions are based on poorly executed analyses by 
non-technical experts that fail to follow the essential due 
diligence described in the Technical Challenges (“Techni-
cal”) (Sánchez-Martínez and Munizaga 2016).

Technical

Data analytics must be robust, accessible, and provide inter-
pretable results to provide meaningful opportunities and 
solutions to the industry. Credible data analysis and mod-
eling tools are needed to utilize Big Data to harvest, clean 
effectively, and consolidate the data into a useful format for 
extracting insights. Poor technical analysis can affect the 
quality, comprehensiveness, collection, and analysis of Big 
Data (Mehmood et al. 2017). Technical standards are nec-
essary for coordinating, managing, and governing the data 
(Neilson et al. 2019).

Technical challenges can be categorized based on the 
institution implementing Big Data applications: "prevent-
able challenges" and "external challenges" (Kaplan and 

Fig. 1  Challenges in using Big Data in road freight modeling
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Mikes 2012). Preventable challenges are internal risks that 
should be actively controlled and avoided. Preventable chal-
lenges can include data sharing, ownership, data cleaning, 
and meeting compliance standards (Rigby 2011). In contrast, 
external challenges are beyond the practitioners' control, 
such as the volume of unstructured data or whether there is 
a sufficient pool of skilled data scientists to enable Big Data 
processing capabilities (Mehmood et al. 2017). See below 
for these risks and challenges in greater detail.

Preventable Technical Challenges

Data Collection

Due to the frequent movement of vehicles of all types, data 
collected in freight may be inaccurate, incomplete, or unre-
liable in particular locations or at certain times (Alho et al. 
2018; Ma et al. 2011). One possible way to tackle the chal-
lenge is by investing in new data collection technologies and 
improving data collection capability. With the development 
of IoT, new sensor techniques will continue to improve data 
collection and quality. Data capturing automation that mini-
mizes manual data entry is also essential to quality improve-
ment (Zhu et al. 2018).

Storage

The data volume has jumped from terabyte to petabyte level, 
and the growth in data storage capacity lags data growth. 
Especially in transport, various data types, e.g., GPS meas-
urements, are continuously produced from the various sen-
sors. Traditional data storage infrastructure and database 
tools have been unable to cope with the increasingly large 
and complex mass data. Therefore, designing a data storage 
architecture that enables the proposed analyses has become 
a key challenge (Zhu et al. 2018).

Different data types, such as digital images, videos, statis-
tical tables, time series, and social media data, have different 
formats (e.g., JSON, XML, PDF). This variety of formats 
presents a challenge in data storage as one type of data-
base may not be optimal for storing and managing all kinds 
of data. A conventional relational database is not effective 
when retrieving or searching unstructured and heterogeneous 
data such as signal data generated by a sensor, free text data 
collected through social media, image data generated by sat-
ellite, and video data streamed by closed-circuit television. 
In addition, certain data types may require a specific type of 
database. Movement data, such as GPS locations and time 
stamps, can be stored and managed efficiently using parallel 
and distributed moving object databases.

Using a single type of data storage can limit the system's 
ability to meet different user expectations. Some data storage 
platforms are designed for large batches of data processing, 

whereas others are optimized for real-time data processing. 
If a Big Data system only supports one type of data storage, 
the system will not be able to satisfy different user require-
ments for data processing. The system can meet the need 
for timely data processing using various platforms, such as 
vehicle tracking using in-memory data storage. In contrast, 
batch processing can be performed efficiently using HBase 
and Hadoop1 (Neilson et al. 2019).

Various data exchange concepts for freight and logistics 
have been recently developed as part of EU-funded projects, 
such as (AEOLIX 2022; FENIX 2022). Their applicability is 
still limited to the extent of case-specific piloting activities 
that eventually need to be scaled up to a universal solution. 
Another example of EU-wide data exchange is the federated 
data spaces, such as Gaia-X (Gaia-X, 2022). This initiative 
aims to bring together different companies, research institu-
tions, industry associations, and government administrations 
to build digital infrastructure and data spaces to serve vari-
ous industries and co-create Europe's future digital infra-
structure. The concept includes the development of a soft-
ware framework for control and governance that implements 
a standard set of policies and rules that apply to any existing 
cloud/edge technology stack, with the final goal of achieving 
transparency, controllability, portability, and interoperability 
across data and services.

Dimensionality

High dimensionality combined with a large sample size 
from freight transport creates high computational cost and 
algorithmic instability. It introduces unique computational 
and statistical challenges, including scalability and storage 
bottleneck, noise accumulation, spurious correlation, inci-
dental endogeneity, and measurement errors. These chal-
lenges require a new computational and statistical paradigm 
(Fan et al. 2014). The applications include transport data 
preprocessing, state recognition, real-time control, dynamic 
route guidance, and real-time scheduling. The data process-
ing system must be able to process more complicated and 
increasingly expanding data (Zhu et al. 2018). Moreover, 
the system's timeliness, reliability, and robustness must be 
tested thoroughly, as transport problems can be hard to pre-
dict (Neilson et al. 2019).

Heterogeneity and Standardization

The massive samples in Big Data are typically aggregated 
from multiple sources, e.g., public and governmental 

1 HBase and Hadoop are software that facilitate using a network of 
many computers to solve problems involving massive amounts of 
data and computation.
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organizations (Hee et al. 2018), at different times using var-
ious technologies. Such massive samples create issues of 
heterogeneity, experimental variations, and statistical biases 
and require developing more adaptive and robust procedures 
(Fan et al. 2014).

Other challenges include the lack of hardware and soft-
ware standards, dealing with unusual events when analyzing 
average transportation performance, and recognizing statisti-
cal biases when interpreting data (Hee et al. 2018). Storing 
identified trips and whole schedules in a standard format pre-
sents an opportunity similar to those used for public trans-
portation, such as general transit feed specification (GTFS) 
or network timetable exchange (NeTEx). Both formats could 
likely be adjusted for storing freight transportation data and 
could make data analytics more accessible through libraries 
and tools that typically emerge once a data format is stand-
ardized and widespread.

Another application that might benefit from standardiza-
tion is the high-level data on freight flows. Bronzini and 
Singuluri (2009) proposed a scheme that investigates the 
feasibility of implementing a freight data exchange network 
with their project's partners to provide timely access to 
higher quality freight data. The scheme includes highway 
performance monitoring system data, commodity flow data, 
emissions data, vehicle classification count, and speed data.

Data Privacy

In the era of Big Data, privacy is the most challenging and 
concerning problem (Zhu et al. 2018). Worries and legal 
constraints about privacy surveillance and data misuse 
challenges hinder data publication and use (Mehmood et al. 
2017), especially in the case of data and origins and destina-
tions of trips or fare transaction data. Big Data projects can 
capture large amounts of personal or commercially sensitive 
data. Companies are rightly concerned about personal data 
collection and usage (Hee et al. 2018; Sánchez-Martínez 
and Munizaga 2016). Personal privacy may be compromised 
during data transmission, storage, and use. The perceived 
legitimacy of institutions collecting and analyzing personal 
data is important to secure personal participation. In freight 
transport, logistics and other freight-related companies are 
reluctant to reveal their private information to rivals and 
publish information about their partner's activities that might 
risk future business.

The distributed nature of data storage and processing plat-
forms, such as Hadoop and Cassandra, results in different 
security concerns (Neilson et al. 2019). Safeguarding Big 
Data is a complex task that requires appropriate authentica-
tion, access control, and encryption measures. Challenges 
in freight Big Data security currently being researched 
include the secure use of cloud-based services for devices 

and networks, identifying internal and external threats, and 
the standardization of data security.

There is tension between the security and accessibility 
of data. To prevent unauthorized disclosure of personal 
private information, governments with related institu-
tions (e.g., General Data Protection Regulation (GDPR) in 
the EU) could develop complete data privacy laws which 
include what data can be published, the scope of the data 
publishing, and use, the basic principles of data distribu-
tion, and data availability (Zhu et al. 2018). Care must be 
taken to safeguard this information and make it available 
only in anonymized or aggregated forms to prevent its mis-
use (Sánchez-Martínez and Munizaga 2016).

Randomization or generalization are common approaches 
to anonymize datasets. Randomization is the process that 
adds certain imprecision to a certain degree to the original 
data, shifts the values of attributes in a table so that artificial 
linking occurs, or groups attributes of an individual with 
others. Other approach is be to generate synthetic data by 
randomly sampling from the "real" data such that a data set 
with similar properties is obtained but does not contain the 
actual observations (thus protecting privacy and business 
interests). Another approach is to share a limited sample of 
the data set that allows analyzers, e.g., private companies 
and researchers, to develop and validate models that may be 
later generally applied to the full dataset within companies. 
However, even with such methods, the results could contain 
sensitive information; thus, robust data management plans 
and iterative approaches to ensure data safety are needed.

Validation

Inferring information from Big Data could be hard to vali-
date. For instance, unlike travel diaries in which visited 
locations and trip purposes are reported, passively generated 
datasets such as GPS data often lack ground-truth data such 
as the stop locations of each truck to be validated against, as 
discussed in “Predictive applications”. Even though a high 
level of accuracy is observed at the aggregate level, the 
inferred results at the individual level can have a significant 
number of errors (Chen et al. 2016).

The challenge of managing data collection from multiple 
sources also represents an opportunity to manage and deal 
with uncertainty in transportation data. For example, when 
there is conflicting information from GPS or roadside sen-
sors, it may be possible to resolve it by checking the same 
information available on video or smartphone data (Zhu 
et al. 2018).

There is a trade-off between maintaining data quality, pro-
cessing data as quickly as possible, and validating the data/
results. For instance, data reliability is important, because 
it determines accuracy and precision. GPS signal interfer-
ence from high buildings, a malfunction of the GPS devices, 
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or human errors (e.g., drivers forgetting to log the end of 
a trip) can lead to inaccuracies in location and time data. 
Such inaccuracies in data need to be resolved or minimized 
by validating them before performing other analytics on the 
data (Neilson et al. 2019).

External Technical Challenges

Data Ownership and Accessibility

One of the critical challenges is ownership, which connects 
to the commercial sensitivity of the data (Hee et al. 2018; 
Sánchez-Martínez and Munizaga 2016). Operators or agen-
cies may hesitate to share data because competitors might 
use it. Also, when a private data collector owns data, data 
are not publicly available, mainly due to the data's monetary 
value. In most cases, data analyzers, e.g., private companies, 
researchers, and other governmental institutions, must sign 
a non-disclosure agreement that might inhibit the full use 
and publication of the research (Alho et al. 2018; Ma et al. 
2011).

A government agency often manages data collected from 
traffic sensors and signals. The one in charge of freight 
transportation is usually in a different division of the same 
agency. Communication, cooperation, data storing, data for-
mats, and data sharing between agencies in charge of signals 
and traffic and those in charge of freight transport planning 
are uncommon, making it hard to utilize data effectively.

Data Quality

Data quality refers to accuracy, completeness, reliability, 
and consistency. Poor data quality due to sensor failures or 
mistakes in manual data entry can add a burdensome prereq-
uisite to data cleaning before helpful analysis can be carried 
out (Sánchez-Martínez and Munizaga 2016). Data quality 
can be compromised because of sensor malfunctioning or 
interferences, resulting in missing or conflicting data (Fan 
et al. 2014). There is a trade-off between opening up data 
quickly and making high-quality data available, creating one 
more challenge for open data (Zhu et al. 2018).

Freight data inherently contains a lot of noise and uncer-
tainty. Big Data analysis has the potential to unveil hidden 
patterns associated with small subpopulations and weak 
commonalities across the whole population. But high dimen-
sionality can also bring problems, including noise accumula-
tion and spurious correlations. Spurious correlations refer 
to the fact that many uncorrelated random variables may 
have high sample correlations in high dimensions, causing 
false scientific discoveries and wrong statistical inferences. 
These problems can be preventable using the right tools and 
rigorous validations (“Preventable technical challenges”).

Representativeness

A critical issue that has not been sufficiently addressed in 
Big Data applications is the representativeness of the data 
and the conclusions drawn from these data without careful 
caveats (Chen et al. 2016). For example, using GPS meas-
urements from selected companies to provide policy advice 
on the whole freight movement could be misleading. Practi-
cal solutions include automatic data capturing and utilizing 
AI to verify the data. According to the application, samples 
should also be chosen more carefully to avoid biases. Lastly, 
transportation departments could expand data management 
processes to ensure accurate data (Zhu et al. 2018).

Legal

The main legal challenge is related to privacy. To ensure 
data privacy, the EU initiated a data protection agreement 
called GDPR between states to harmonize data privacy laws 
across Europe (GDPR 2021). This agreement replaces cur-
rent data protection laws, changing how EU organizations 
collect, share, and use their data to protect users' privacy 
(Richard Thomas 2018). However, it forbids the usage for 
purposes other than explicitly mentioned in the agreement 
and sharing data with third parties unless additional indi-
vidual data-access agreements and data management plans 
are to be negotiated and signed by all involved parties. This 
requirement to protect all parties from liability also forms 
a significant obstacle in data collaboration and exchange.

Political

Most data are gathered by private companies or by govern-
mental institutions. It is hard to share data with third parties 
due to privacy issues, including other private companies, 
governmental institutions, or researchers. The environment 
for sharing data is still in its infancy, which requires political 
oversight to ensure the entities involved in data sharing that 
their data will be safe and contribute meaningfully toward 
sustainable freight transport ecosystems and the economy. 
An example was a push in 2009 by the US federal insti-
tutions to share selected and aggregated data in open data 
repositories where everyone could access and utilize them. 
Among many other advantages, these data sources are avail-
able to companies and startups in their work to generate 
economic revenue and evaluate governmental policies (Peled 
2011).

Clear and transparent key performance indicators and 
good data analysis can aid sound decision-making and iden-
tify potentially counter-intuitive or even contradictory policy 
measures. Matowicki and Pribyl (2020) illustrated in a case 
study that an algorithm for connected and autonomous vehi-
cles that aims to shorten the length of queues in intersections 
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significantly increases  CO2 emissions. The algorithm dis-
tributes traffic into different lanes to shorten the length of 
the queues at intersections. This change, however, breaks up 
the existing platoons: some vehicles slow down to move to 
another lane, and the remaining vehicles speed up to fill in 
the gaps in the platoon. Therefore, a decision-maker must 
prioritize and be transparent about the aims, followed by 
careful monitoring of the real-life efficiency of the imple-
mented measures.

Future Opportunities

This section identifies a few selected areas for further 
research. The need to handle the previous discussed chal-
lenges, e.g., preventable technical challenges, is an obvious 
next step to better implement Big Data applications in the 
freight sector. Many of the challenges require expertise from 
different domains, such as IT experts. The main focus is 
to discuss the need to support new trends in modeling and 
infrastructure development, expanding the potential in data 
analytics and utilization, achieving high data quality, and 
some further challenges that need to be addressed.

Supporting the Need for New Trends in Modeling 
and Infrastructure Development

Common freight objectives are optimizing goods and service 
deliveries, real-time routing, and efficient vehicles and fuel 
supply infrastructures, e.g., refueling and energy delivery. 
A fundamental part of these systems is trip or tour-chain 
identification for fleet planning and management. Optimiz-
ing goods includes adaptive routing or continuous rerouting 
given known and planned traffic conditions, e.g., conges-
tion, waiting times at ports and airports, and intermodal 
terminals.

Big Data promises to move beyond traditional OD matri-
ces that describe aggregated behaviors. It captures individual 
data for analysis of overall patterns and the heterogeneity of 
behaviors, activities, and energy. Such a shift requires new 
modeling frameworks in traffic, demand, and energy, utiliz-
ing data from individual collection delivery points, consoli-
dation–distribution centers, vehicles, energy infrastructure, 
and delivery points.

A significant trend in the freight sector is the focus on 
sustainability that requires a new way of planning infra-
structure for the different alternative fuel technologies, e.g., 
electric charging, according to their different requirements, 
limitations, and new operation structures. Further alternative 
fuel vehicle requirements are energy management, especially 
for electric vehicles.

The increasing emphasis on environmental performance 
will require systems and data for environmental monitor-
ing, reporting, and verification of the transport system. The 

environmental impact of Big Data computing resources—
energy demand, materials demand, and production—must 
also be measured.

Expanding the Potential in Data Analytics and Utilization

Given the complex nature of transport networks, it will not 
be possible to identify single optimal routing solutions for 
the changes in demand over time. Therefore, adaptive deci-
sion-making as an ongoing learning problem may improve 
road freight performance, which will require the application 
of machine learning or deep learning methods to analyze 
how routing patterns can be changed to improve road freight 
efficiency, allowing for changes in traffic and demand mod-
els. One option for investigation could be the combination 
of agent-based modeling methods with AI.

While the use of AI in human–machine interactions has 
already been studied for many years, it is considered that 
the development of decision-making systems based on 
explainable AI will be one of the main future challenges in 
research. Despite the growing attractiveness of AI to ana-
lyze complex freight-related data, the number of real-life 
applications is still limited. Currently, application cases 
for demand forecasting, logistics, and vehicle routing wit-
ness a wave of solving certain problems by applying AI. 
Two main reasons limit current AI applications being more 
widely used in the freight sector: the complexity of many AI 
solutions and the "black-box" nature of AI tools. The blind 
trust in classical "black-box" concepts will not be enough to 
explain the outcomes of complex algorithms (Mugurusi and 
Oluka 2021) without the rationale from a human expert per-
spective. Yet, comprehensibility are centric characteristics 
of the applied solutions to reduce the distrust and aversion 
toward classical approaches in critical applications (Asa-
tiani et al. 2020). Woschank et al., (2020) stated that soon, 
only human–machine hybrid systems will succeed in being 
applied in practice due to the skeptical nature of humans not 
accepting systems without rational explanation.

Additionally, there are further generic issues with new 
data. One challenge is summarizing continuous data to 
reveal short-term and long-term dynamics patterns, such as 
demand and traffic. Another challenge is the development of 
algorithms or AI methods for identifying critical data points/
regions, e.g., from continuous monitoring by video cameras. 
An important area for development is cross-checking and 
validating new data sets by combining different data sources. 
One primary application is tour generation by combining 
vehicle GPS data with infrastructure and location data from 
geoinformation services to infer vehicle activities and loca-
tions (loading, unloading, cross-loading, consolidation), rest 
and refueling stops, and waiting times. For demand mod-
eling or planning, the tours need to include vehicle parking 
data for planning loading, unloading, consolidation, rest, 
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and refueling stops. Finally, methods must be developed to 
understand the representativeness or generalizability of pat-
terns found in Big Data.

Mobile application usage data mining is a promising data 
source as mobile apps data output is constantly growing. 
Models, algorithms, and AI could be implemented using 
mobile data to identify freight vehicles, e.g., light trucks, 
from other vehicle types (Iwan et al. 2014; Keimer et al. 
2018). Data collected by a mobile application can be used to 
enhance the energy and demand modeling, for example, by 
identifying adoption patterns or dependence on other factors 
(in time and space) that characterize different categories or 
groups of vehicles of large populations. Behavior analysis 
can provide a deeper understanding of behaviors and prefer-
ences beyond standard analytics. Similarly, location-based 
social networks can be data mined (Dietz et al. 2020).

Achieving High Data Quality

Achieving high data quality includes identifying missing 
data points or inconsistencies in a data set between data 
points and accounting for these in the pattern analysis. As 
noted in the challenges section (i.e., “Technical”), a sig-
nificant issue with Big Data is the development of analysis 
structures for ensuring high-quality data and understanding 
the range of uncertainty of the results. Procedures for data 
validation, both within and for data sets combining differ-
ent sources, must be developed. Data sources, e.g., GIS and 
geoinformation location attributes (e.g., types of locations 
or names of companies visited), are often incomplete, error-
prone, and with inhomogeneous levels of aggregation or cat-
egorization. Few studies have tried to address the problem 
of missing data for long durations other than applying con-
ventional heuristics such as filtering or removing data based 
on simple rules. Improving this requires extensive domain 
knowledge of the applications and methods to account for 
the missing information (Nawaz et al. 2020).

Another aspect of improving data quality is the 'cleaning' 
aspect—identifying spurious data points from measurement 
and reporting device malfunctions. Methods for combining 
different tracking data sources (i.e., data fusion), such as 
GPS, aerial, and infrastructure tracking data, need to be 
developed. For example, combining cargo tracking (parcels, 
pallets, containers, bulk) and vehicle or transport system 
tracking data can be useful for logistics management.

Addressing Further Organizational Challenges

All that is technically possible is not always applicable in all 
firms, especially in logistics, where there is a structure of a 
few global, well-resourced firms and many small transport 
operators with minimal technical resources. Therefore, man-
agement systems need to be developed to enable Big Data 

systems and analysis incorporation into logistics firms' deci-
sion-making process that covers all organizations or firms 
in the supply chain. A part of this issue is that the use of Big 
Data requires the development of user interfaces to present it 
in an understandable way to users with lower technical back-
grounds compared to Big Data experts. Also, the insights 
need to be understandable, robust, and transparent regarding 
their limitations, transferability, and uncertainty. That would 
encourage decision-makers to adopt Big Data analytics in 
their decision-making process to overcome many of their 
related organizational challenges.

Discussion and Conclusion

In this paper, we identify different Big Data types used in 
RFT that differ according to their collecting method, sam-
pling format, resolution, and information collected. Trans-
port-related data from local transport entities are not new to 
RFT modeling and logistics management. What is new is the 
combination with other data sources in the Big Data appli-
cations. We base our analysis on published academic litera-
ture. The implication can be a bias toward academic research 
perspectives emphasizing the opportunities for research and 
innovation but perhaps with insufficient emphasis on firm-
level challenges such as competition and individualization. 
Therefore the readers should take our review with a grain of 
salt, recognizing that the discussions for the potential trade-
offs are outside of the scope of this study. Still, our review 
gives an overview of the opportunities and challenges related 
to the Big Data and RFT.

Emerging data types have not been fully utilized in freight 
applications to reach their potential. Noticeably, GPS meas-
urement is the most important Big Data source for RFT 
applications, especially in the private sector that tracks indi-
vidual vehicles to improve logistics and energy performance 
efficiencies. The high spatial and temporal resolutions col-
lected at the vehicle level enable GPS measurements to be 
used in various data analytics applications and scopes of 
transport modeling, e.g., freight demand and energy. These 
details could enhance or even replace traditional models 
(e.g., the four-step model) with tour-based analysis in RFT 
applications. The availability of such data types is crucial 
to many recent prescriptive applications, e.g., connected 
vehicles. Other Big Data types, such as data from analog 
and communication devices, are not collected for transport 
purposes, and they require conversion process to obtain 
freight-related information. However, these data types are 
essential to provide additional complementary information 
to individual vehicle data, such as trip purposes and cargo 
details. Noticeably, there is not enough literature discuss-
ing the use of such data in RFT applications compared to 
applications utilizing both transport-related data from local 
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transport entities and vehicle tracking devices. An explana-
tion for that could be the indecisiveness of current meth-
ods and algorithms, e.g., AI, in extracting transport-related 
information from such data types, e.g., collecting land use 
information from satellite images.

Having the right technical expertise is essential to ensure 
project success after the proper procedures and equipment 
are in place. Personnel working in transport applications can 
benefit from advanced training in Big Data methods. Other-
wise, errors can occur when decisions are based on poorly 
executed analyses by non-technical experts that fail to fol-
low the essential due diligence described in the Technical 
Challenges.

The privacy challenge is a critical challenge and concern 
hindering sharing and accessing Big Data. Acquiring the 
data is difficult without both legally and technically assur-
ing the data provider of the confidentiality of data users. 
Various challenges hinder access and utilization of Big Data 
for freight transport applications, including organizational, 
technical, legal, and political. Organizational challenges are 
mainly attributed to the lack of support from top manag-
ers at their institutions, making it difficult for investments 
and hiring in Big Data-based projects. Challenges in the 
organization, data privacy, data quality, and its validation 
are related to both data and analytics and could be consid-
ered significant. These challenges impact the results of RFT 
applications and still require efforts and experience to over-
come their impact. Although it is a technical challenge, data 
privacy is also a legal issue for data users or seekers. Before 
sharing the data with third parties, companies must imple-
ment many legal contracts and safeguards. One approach 
would be anonymizing the data either through randomiza-
tion or generalization. By adding imprecision to a certain 
degree to the original data, shifting the values of attributes 
in a table so that artificial linking occurs or grouping an indi-
vidual with others. Anonymizing Big Data could overcome 
the privacy issue, but that takes away many important data 
details, such as taking away the start time and locations of 
GPS measurements. While such safeguards and legal con-
tracts are important in protecting privacy, it also prevents 
wider data use that could create broader societal values. 
Organizations and policymakers have a significant role in 
overcoming the privacy issue via developing complete data 
privacy laws, including what data can be published, the 
scope of the data publishing and use, and the basic principles 
of data distribution and availability.

With the availability of Big Data, there are abundant 
new opportunities to create more individual-level data 
analysis, extracting new insights not only into the aggregate 
patterns but also into the heterogeneity of behaviors and 
activities. Moreover, opportunities for new data sources and 
methods, e.g., agent-based modeling and optimization, can 
deliver more reliable information for decision-making. To 

increase data quality efforts, procedures for data validation 
are expected to utilize and combine different data sources. 
Such procedures would identify missing or inconsistencies 
in the pattern analysis.
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