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“Research is what I’m doing when I don’t know what I’m doing.”
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Department of Physics
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Abstract

To mitigate the climate crisis and reduce carbon emissions from sectors such
as transport and energy, hydrogen has been proposed to be used as an environ-
mentally friendly alternative energy carrier. Proton exchange membrane fuel
cells (PEMFCs), which are well suited as power sources for several types of
vehicles, use hydrogen as a fuel to create electricity with the only by-products
being water and heat. However, for successful commercialisation of PEMFCs,
some aspects need to be improved. Lifetime, in particular, is a limiting factor
due to harsh operation conditions. To improve lifetime, the mechanisms by
which the materials in PEMFCs degrade must first be better understood.

In this thesis, I investigate the behaviour and degradation of platinum (Pt)
thin films and Pt/carbon-based PEMFC electrodes under various conditions in
both half-cell setups and single-cell PEMFCs. Part of the work concerns the
behaviour of Pt thin films in acidic and alkaline environments studied using elec-
trochemical quartz crystal microbalance (EQCM) to measure the mass changes
of Pt during electrochemical cycling and assess dissolution rates. Additionally,
I present three studies on the feasibility of implementing identical location
(IL) electron microscopy to follow cathode catalyst degradation under different
operating conditions. These studies demonstrate how IL electron microscopy
can be used to distinguish between various types of degradation phenomena
during realistic operation conditions, opening up new possibilities for further
research on the behaviour of catalyst layers during application relevant con-
ditions. Finally, I present a study on the degradation of membrane electrode
assemblies (MEAs) during voltage cycling at intermediate temperatures up to
120 °C. This study investigates how elevated temperatures impact the ageing of
catalyst layers, motivated by the increasing demand for PEMFC applications
that require a broader operational temperature range. Together, these studies
explore different aspects of catalyst degradation, introduce new methods for
tracking degradation under application-relevant conditions, and enhance our
understanding of the performance of current state-of-the-art catalyst materials
under new operational conditions.

Keywords: Fuel cells, Platinum stability, Catalyst degradation, Membrane
electrode assembly, Identical location electron microscopy, Electrochemical
quartz crystal microbalance, Accelerated stress test, Intermediate temperature
operation.
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Chapter 1

Introduction

During the last two centuries, humanity has experienced a remarkable surge in 
living standards, largely through the use of technological innovations. From the 
industrial revolution in the 18th and the 19th century, to the start of the digital 
age in the end of the 20th century, each epoch has brought groundbreaking 
inventions that have reshaped our way of life. Unfortunately, these technological 
advances have come at a cost: a surge in greenhouse gas (GHG) emissions with 
a concurrent rise in global temperatures (see Figure 1.1), leading us down a 
path of global warming and extreme weather events [1], and the GHG emissions 
have continued to increase into to 21st century. The global average temperature 
has already risen to 1.1 °C above pre-industrial temperatures [1], which, if no 
action is taken, risks continuing to increase to well above the 2 °C target set 
by the Paris agreement [2].

From this, the question arises: What measures can and should be implemented 
to reduce GHG emissions and mitigate the impact of climate change? How 
can we move towards a sustainable future that ensures not only good living 
standards for the current generation but also for the generations to come?
In response to these questions, the United Nations established an action 
plan, Agenda 2030, with 17 goals for sustainable development, each designed 
to address pressing global challenges while ensuring sustainable progress for 
humans and nature. Central to this effort is goal number 7 , which calls for 
universal access to affordable and reliable energy, with a  strong emphasis on 
increasing the use of renewable energy [5].

Sweden aims to be at the forefront of renewable energy production, setting and 
reaching goals well above the minimum requirements for EU member states 
[6, 7]. More than 60% of Sweden’s energy production comes from renewable 
resources [8], which is made possible by good access to hydro and wind power, 
as well as the use of biomass co-generation [9]. With nuclear power included, 
98% of Sweden’s energy production uses carbon-free sources [10]. However, 
electricity must be produced at the moment it is consumed. Although Sweden 
has a yearly overproduction of energy and is a net exporter of electricity [10],
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Figure 1.1: Change in average global temperature from 1880 to 2021, compared
to the average temperature 1910–2000, and annual global emissions of CO2.
Data from [3, 4]. The data for CO2 emissions has been converted from metric
tons of carbon to metric tons of CO2 by multiplying it with a factor of 3.664.

the intermittent nature of many renewable energy sources means that Sweden
needs to import electricity from neighbouring countries that use, e.g., coal
and oil, when the hydro-plants are drying up or the wind turbines are not
producing enough to satisfy demand. To fully utilise our resources and stop
our dependence on fossil fuel, energy must somehow be stored during surplus
production, to later be used to supply for our energy consumption during low
production.

In addition to the energy sector, another large sector that needs to be decarbon-
ised is the transport sector. Today, transportation accounts for approximately
one-fifth of total greenhouse gas emissions globally [11]. To reach net zero
emissions, everything from light-duty vehicles (LDV), such as small trucks and
passenger cars, to heavy-duty vehicles (HDV), such as long-haul transportation
and heavy machinery used in industry, need alternative energy solutions based
on GHG-free technology if the goals of the Paris agreement are to be met.
Although battery electric vehicles (BEVs) have taken a considerable part of the
market when it comes to LDV [12], the technology is not optimal for many HDV
applications where aspects such as large energy capacity, weight limitations,
long operation times/ranges and fast refuelling/recharging times are crucial
[13–16].

Part of the solution to reduce greenhouse gas emissions could be a large-scale
implementation of hydrogen in our energy system. Hydrogen, which is the
most abundant element in the universe, can be found and extracted from many
sources on Earth. Depending on the source of hydrogen, and what methods
are used to refine it, hydrogen can be classified as either grey, blue or green.
Grey hydrogen is produced using hydrocarbon reforming, often with methane
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as feedstock, in a process known as steam reforming. Globally, 76% of H2

production comes from steam reforming [17]. In steam reforming, methane is
mixed with water in the form of steam and a mixture of hydrogen with small
amounts of CO is created over a catalyst [18],

CH4 + H2O ↔ CO + 3H2, (1.1)

CO + H2O ↔ CO2 + H2. (1.2)

This gas mix is also known as syngas. CO2 is produced during the steam
reforming process and, if no further steps are taken, this CO2 is emitted
into the atmosphere. If steam reforming is combined with carbon capture
and storage techniques, thus reducing CO2 emissions during production, the
hydrogen is instead called blue hydrogen [19].

Green hydrogen is hydrogen produced using electrolysis [20]. In electrolysis, elec-
tricity is used to split water into its constituents hydrogen and oxygen,

H2O → H2 + 1/2O2. (1.3)

If the electricity used for this process comes from renewable energy sources, such
as wind, hydro, or solar energy, green hydrogen production does not cause GHG
emissions. In addition, green hydrogen has a high purity, which is important
in many applications sensitive to, e.g., CO-poisoning. Unfortunately, green
hydrogen only represents about 2% of the current global hydrogen production
[17].

Green hydrogen offers a promising solution to balance an energy system based
on renewable sources [17]. During excess electricity production, electrolysers
can quickly be started to produce hydrogen, which can then be stored, for
example, in the form of liquid hydrogen or as pressurised gas [21]. The hydrogen
can later be converted back to electricity, when energy production is low, using
fuel cells, helping to balance the intermittent supply of energy in the power
grid [22]. A fuel cell works like an electrolyser in reverse, combining hydrogen
with oxygen to produce water,

H2 + 1/2O2 → H2O. (1.4)

This process releases energy that can be collected in the form of electricity,
with the only by-products being pure water and heat, thus having negligible
adverse environmental impact. By implementing electrolysers powered by
renewable resources together with fuel cells, hydrogen can become an important
energy vector in a sustainable energy system with zero greenhouse gas emissions
[23–25], illustrated in Figure 1.2.

In addition to having the possibility of being a GHG-free energy carrier,
hydrogen has several other advantages and benefits. For one thing, the resources
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Figure 1.2: Schematic of a GHG-emission free energy system utilising hydrogen
as an energy vector.

needed for green hydrogen production, i.e., water, is readily available all over
the planet, and thus hydrogen can in many cases be produced locally where it is
needed, which could help many nations reduce their dependency on importing
resources such as oil and gas. The technologies involved are also very versatile,
adaptable, and scalable. Hydrogen can be produced and used in everything
from small-scale domestic appliances requiring less than 10 W of power, to
large-scale power plants that produce 10 to 100 MW of power [26].

Hydrogen solutions such as fuel cell vehicles (FCVs) are often compared to
battery-based solutions such as BEVs, as both are GHG-free alternatives
to conventional vehicles that use internal combustion engines. Among the
advantages of FCVs over BEVs is a very high energy density per hydrogen
mass compared to, e.g., lithium, see Figure 1.3. Thus, hydrogen-based systems
can be significantly lighter than equivalent battery systems. For comparison,
hydrogen has a gravimetric energy density, i.e., energy per mass, of almost
140 MJ kg−1, while diesel and gasoline have about a third of that at ca 45
MJ kg−1, and batteries only have an energy capacity of 0.1–2 MJ kg−1 [27].
In particular, when considering large high-power systems, the weight factor
becomes a crucial consideration. As battery systems tend to have substantially
higher weights compared to equivalent fuel cell systems, this gives fuel cells a
considerable advantage in systems where weight limits are stringent, such as
within the aviation industry or long-haul transportation. However, hydrogen
gas has a low volumetric energy density, i.e., energy per volume, even when
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compressed, with hydrogen compressed to 700 bar having a volumetric energy
density of 5.3 MJ l−1. Thus, if volume is constrained, other means of storing
hydrogen, such as liquid organic hydrogen carriers or metal hydrides, might
need to be explored [28–31].

At shorter distances, BEVs can have advantages over FCVs, for example, in
terms of cost. However, in heavy-duty machinery and long-distance transport-
ation, FCVs are expected to be a good competitor, as FCVs have operating
ranges and fuelling times comparable to those of conventional internal combus-
tion engine vehicles, and the possibility of scaling up fuel cells with a much
smaller weight penalty compared to batteries [16]. Nevertheless, fuel cell tech-
nology is still immature compared to the much more well-established battery
technologies and has hitherto mostly been used in niche market tests. Further-
more, large-scale implementation of FCVs requires a build-up of infrastructure
of the hydrogen supply chain and a large increase in production capability of
(green) hydrogen to meet the anticipated increase of demand.

Some of the biggest barriers to successful commercialisation of fuel cells today
are considered to be the cost of production and the lifetime [32]. Much of the
production cost of a fuel cell stack comes from the need to use expensive raw
materials. For fuel cells to work efficiently, they need catalysts that enable the
chemical reactions to occur at a reasonable rate. Due to the harsh conditions of
a fuel cell, such as highly acidic environments and high and varying potentials,
platinum (Pt), or other platinum group metals (PGMs) and PGM-alloys are the
state-of-the-art catalysts for fuel cells. Unfortunately, these materials tend to
be scarce and expensive, and the cost of the catalyst in large-scale production
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is estimated to be more than 40% of the total production cost [33]. Figure 1.4
shows a breakdown of the relative cost contribution of the different fuel cell
components at different production volumes.
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Figure 1.4: Estimated relative cost of proton exchange membrane fuel cell
components per yearly production volume. Data from [33].

The United States Department of Energy has set several targets for fuel cells
to be reached by 2025, such as an 8 000 h lifetime for LDV with less than
10% loss of initial performance, a target cost of 30 $ kW−1 and a loading
of 0.10 gPGM kW−1 [32, 34, 35]. For reference, a lifetime of 8 000 h is an
average of approximately 1 h of use per day for more than 20 years, and a
loading of 0.10 gPGM kW−1 would give a total loading of around 10 gPGM for a
system suitable for an LDV, which is comparable to the 7–10 gPGM used in the
catalytic converter of modern diesel vehicles [36, 37]. The European initiative
Clean Hydrogen Joint Undertaking has adopted similar targets, with the aim of
achieving lifetimes of 30 000 h for HDVs by 2030 [38]. While there are examples
of fuel cells that have been successfully operated for well over 30 000 h [39],
more development is still needed to reach all targets simultaneously. To reduce
production cost, efforts have been put into maximising the use of materials,
e.g., by using nanostructured materials [40–45], or reducing the load of PGM
by using PGM alloys with transition metals or rare earth metals [46–50].
Furthermore, research needs to be done on the degradation mechanisms of fuel
cell components, so that more durable materials and better driving routines
can be developed to achieve longer lifespans. Preventive measures against
degradation of PEMFCs that have been shown to be beneficial in reducing
degradation include using Pt-alloys such as Pt-Co [51, 52], reinforcing the
membranes and including radical scavengers [53–55], integrating PEMFC and
battery systems for hybrid power solutions [56], and using appropriate gas
purging of the system during start-up and shutdown [57, 58].
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1.1 Scope of this Thesis

This thesis aims to contribute to the development of fuel cell technologies for
a sustainable and emission-free society. It does so by providing insight into
how fuel cells, and in particular the Pt catalyst and carbon support in proton-
exchange membrane fuel cells, degrade during various operational conditions.
This thesis is based on previous work published by the author [59].

Chapter 2 presents the basics of catalysis and electrochemistry to establish a
foundation for further discussion. Chapter 3 explores the theory and practical
construction of proton exchange membrane fuel cells, along with the challenges
and limitations associated with their components, to contextualise the research
and give a broader understanding of fuel cell technology.

Chapter 4 provides an overview of the key methodologies employed in the
studies included within this thesis. Chapter 5 presents the key findings from
Papers I–V, shedding light on the significant results and their implications.
Finally, Chapter 6 summarises the conclusions of this thesis and proposes
recommendations for further work.
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Chapter 2

Catalysis &
Electrochemistry

Before delving into the subject of fuel cell systems, we need to start with
a fundamental understanding of catalysis and electrochemistry, as these are
crucial to understand the principles of fuel cells.

2.1 Catalysis

Catalysis is the act of increasing or modifying the rate of a chemical reaction by
the addition of a substance, called a catalyst, without the catalyst itself being
consumed in the process. Catalysis is immensely important for our society, and
it plays a pivotal role in various industries. It is estimated that approximately
90% of industrial chemicals are manufactured through catalytic processes [60],
which includes products such as fertilisers [61], petroleum cracking products
[62], polymers [63, 64], and hydrogen from steam reforming [65, 66], and
catalysis is also highly important for the use in exhaust cleaning [67–70]. All
modern petrol- and diesel-fueled cars have catalytic converters to reduce the
amount of harmful and toxic emissions in the exhaust gas such as NOx, CO
and hydrocarbons emitted during the combustion process. Thus, it can hardly
be overstated how immensely integral catalysis is in our society.

A catalyst does not affect the equilibrium and although only thermodynamically
favourable reactions can be catalysed, the addition of a catalyst can drastically
increase reaction rates—often by many orders of magnitude—thus increasing
output. Furthermore, in reactions with multiple possible products, addition of
a well-chosen catalyst can increase selectivity and thereby favourably alter the
ratio of desired end-product to undesired by-products, reducing the energy and
resources spent on parasitic reactions and reducing the energy consumed to
separate out the desired products. In short, catalysis is exceptionally important
for a sustainable society with low carbon emissions and more environmentally

9
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friendly and energy efficient chemical processes.

Catalysis can be divided into two main categories: Homogeneous and heterogen-
eous. Homogeneous catalysis occurs when both the reactant and the catalyst
exist in the same phase, such as gaseous or liquid. Heterogeneous catalysis,
on the other hand, involves catalysts in a different phase from the reactants.
Typically, in heterogeneous catalysis, the catalyst is in a solid phase while
the reactants may be either in a liquid or gaseous phase. Consequently, the
reactions occur at the interface between the catalyst surface and the gas/liquid
phase. The rest of this thesis will only deal with heterogeneous catalysis.

Figure 2.1 illustrates possible energy pathways of a chemical reaction with, and
without, a catalyst present. The catalyst can stabilise intermediate species, thus
providing alternative pathways with lower energy barriers than the uncatalysed
reaction [71, 72]. The reaction rate of a specific reaction step can be described
by

r = kC (2.1)

where k is the rate constant and C is the concentration of the reactant. The
rate constant, and thereby the reaction rate, is correlated to the energy barrier
Ea associated with that reaction step via the Arrhenius equation

k = A exp
−Ea
RT , (2.2)

where A is a pre-exponential factor, R is the universal gas constant and T is
the absolute temperature [72, 73]. From Eq. 2.2, it is clear that lower energy
barriers leads to higher reaction rate. Lower energy barriers are simply easier to
overcome, and thus a specific catalysed reaction pathway with lower associated
energy barrier is more likely to occur than the uncatalysed reaction pathway.
This is the working principle which enable catalysts to function [71]. It is
important to note that the energy states of the reactants and products will
be the same regardless of whether the reaction is catalysed or not, and that
catalysis does not shift the overall thermodynamics or equilibrium point.

The catalysed reaction can generally be divided into a sequence of elementary
steps. First, the reactants diffuse to the surface of the catalyst and adsorb.
Subsequently, the reactants diffuese on the surface and undergo reactions on
the surface, often involving multiple intermediate steps. Finally, the products
desorb from the surface and diffuse away, leaving the catalytic site free for
the process to repeat with a new reactant adsorbing on the surface. Each
elementary step has its own associated activation energy barrier, and some
reactions have a clear rate determining step, which is an elementary reaction
that controls the overall reaction rate.

A good tool for screening new catalysts is the Sabatier principle. It states that
the reactant or intermediates should bind neither too strongly nor too weakly
to the catalyst [74], but instead, should have a binding energy somewhere in

,
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Figure 2.1: Energy diagram of a reaction with and without a catalyst present.
The catalyst stabilises intermediate species thus providing an alternative path-
way with lower energy barriers.

the middle. If the reactants bind too strongly to the surface, the reactants will
not desorb from the surface, and will physically block further reactants from
binding to the surface, and the desorption of products will be the rate-limiting
step. On the other hand, if the binding strength between the reactants and
the catalyst is too weak, the reactants will not interact with the surface strong
enough, and the adsorption of the reactants will be the rate-limiting step [71].
The Sabatier principle can be illustrated graphically with a so-called Volcano
plot, aptly named after its triangular shape. Figure 2.2 shows the activity
of different metals for the oxygen reduction reaction (ORR) as a function of
the binding strength between oxygen and the catalyst. The activity follows a
volcano-shaped pattern [46]. The top of the volcano gives the optimal binding
energy, and a deviation from this peak sees a decline in activity on both
sides. In addition to considering the binding energy of reactants and products,
the mass activity of a catalyst—quantified by the number of reactions per
mass per time unit—is inherently limited by the available active sites on its
surface. To fully utilise all catalyst material, the surface-to-mass ratio should
be maximised.

With these two concepts in mind, two key strategies for tuning and improving
the catalytic activity emerge: the catalytic activity can be increased either by
tuning the binding energy to reactants, products and intermediate species to
increase the intrinsic catalytic activity, and/or by maximising the available
active sites on the catalyst surface. The binding energy can be tuned by doping
the catalyst material with other elements, which affects the electronic binding
energy by either changing the energy levels of the electrons (ligand effect) or by
inducing strain in the catalyst (strain effects). The binding energy and surface
area of a catalyst can also be maximised by carefully designing nanostructured
materials. Nanostructured materials offer enhanced activity providing a range
of different sites such as edges, defects or specific crystal planes, or simply by
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Figure 2.2: Volcano plot of activity vs. oxygen binding energy for the ORR on
different metals. Pt is located circa 0.1 eV below the optimal binding energy.
Data from [46].

providing greater surface area per unit mass.
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2.2 Electrochemistry

Electrochemistry is a branch of science that deals with the relation between
electrical potential and chemical reactions, and the conversion between electrical
and chemical energy. The field has a long history dating back to the 18th

century. In the later part of the 1780s, Luigi Galvani discovered bioelectricity
when he found that the muscles of a dead frog twitched when they were
connected to two pieces of metal in a circuit [75]. From this, Galvani concluded
that living beings had an innate vital force that he named ‘animal electricity’.
Galvani’s fellow scientific colleague Alessandro Volta rebutted this idea and
realised that the electricity came not from the frog legs but from the two
different metals in connection with each other. Volta built on those ideas
further, demonstrating in 1794 that an electric current is produced when two
sheets of metals and brine-soaked cardboard or cloth are arranged in a circuit
[76]. This became the Voltaic pile, which was the first electrical battery. The
Voltaic pile was soon after used by William Nicholson and Anthony Carlisle in
1800 to discover electrolysis of water, where an electrical potential is used to
drive the non-spontaneous process of splitting water into hydrogen and oxygen,
by connecting a Voltaic pile to a water-filled tube via two platinum wires, at
which they noticed that bubbles were formed on either wire [77, 78].

The opposite reaction of water electrolysis—producing electricity by combining
hydrogen and oxygen—was first demonstrated in 1839 by Sir William Robert
Grove, who created a crude version of a fuel cell using Pt foils and dilute sulfuric
acid [79]. Despite its early start, it would take almost a century until a practical
version of a hydrogen fuel cell was developed, when Francis Thomas Bacon
created a 5 kW alkaline fuel cell (AFC) in 1932. The AFC technology was later
used to generate both power and drinking water for astronauts in the Apollo
programme by NASA in the 1960s [80]. The AFC has since been replaced
by proton exchange membrane fuel cells (PEMFC), which is the leading fuel
cell technology today. Ongoing research also explores alternative options to
PEMFCs, such as anion exchange membrane fuel cells (AEMFC).

Today, electrochemistry plays a vital role in many aspects of our life and society,
from batteries in our cell phones to electroplating of metals and in large-scale
industrial production of many indispensable chemicals. Together with the rise
of electrification within our energy systems, and the shift away from using fossil
fuels as energy carriers, electrochemical solutions like batteries, electrolysers
and fuel cells are exceptionally important.

Electrochemical reactions take place at the interface between an electrode,
which is an electrically conductive material, and an electrolyte, which contains
ions. Electrochemical reactions can be either spontaneous processes, where
chemical energy is converted to electrical energy in a galvanic cell, or non-
spontaneous processes, where externally provided electrical energy is used to
drive chemical reactions in an electrolytic cell.
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2.2.1 Redox Reactions

A redox reaction is a chemical reaction in which electrons are transferred from
one species to another [81]. Every electrochemical reaction is also a redox
reaction. A redox reaction can be divided into its two half-reactions, which
can be physically separated in space and studied independently. In its simplest
form, a redox reaction involves an oxidised species Ox that accepts n electrons
to be reduced to species Red,

Ox+ ne− ↔ Red. (2.3)

A redox reaction can be characterised by the quotient Q, which is the ratio
between the activity a of the reduced species and the oxidised species. Q can,
if the activities are close to unity, be approximated by the quotient between
the molar concentration of the respective species:

Q =
aRed

aOx
=

[Red]

[Ox]
, (2.4)

where [ ] is used to denote the concentration. Thermodynamics gives us that
the change in Gibbs free energy ∆G at a given state is related to the Gibbs
free energy under standard conditions ∆GΘ and Q by

∆G = ∆GΘ +RT lnQr. (2.5)

A redox reaction can be classified as either spontaneous, if ∆G is negative, i.e.,
energy is expelled, or non-spontaneous if ∆G is positive, i.e., energy has to be
added for the reaction to occur. In electrochemistry, a spontaneous reaction
correlates to a galvanic cell and a non-spontaneous reaction corresponds to an
electrolytic cell. ∆G is then either the maximum amount of work that can
be recovered from the reaction or the minimum work required to drive the
reaction. In an electrochemical cell, the electrical work performed by the cell is
correlated with the cell potential E by

Welectrical = −nFE, (2.6)

where F is the Faraday constant and n is the number of electrons exchanged
in the process. If all work from an electrochemical reaction is converted to
electrical work, it follows that

∆G = Welectrical = −nFE, (2.7)
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E = −∆G

nF
. (2.8)

Combining Eq. 2.5 with Eq. 2.8 gives the Nernst equation of the half reac-
tion:

E0 = EΘ − RT

nF
lnQ = EΘ − RT

nF
ln

[Red]

[Ox]
(2.9)

where E0 is the equilibrium potential at a given state and EΘ is the equilibrium
potential under standard conditions [81].

In a cell based on two specific half-reactions, the total cell voltage will simply
be the difference between the equilibrium potentials of each half-cell reac-
tion,

E0
Cell =E0

1 − E0
2 (2.10)

=EΘ
1 − EΘ

2 −
(
RT

nF
ln

[Red1]

[Ox1]
− RT

nF
ln

[Red2]

[Ox2]

)
(2.11)

=EΘ
Cell −

RT

nF
ln

[Red1][Ox2]

[Red2][Ox1]
, (2.12)

where E0
cell is the equilibrium cell voltage in the given state, EΘ

cell is the
equilibrium cell voltage under standard conditions, and the indices 1 and 2

mark each redox reaction involved in the complete cell reaction. The Nernst
equation gives the cell voltage under thermodynamical equilibrium conditions,
i.e., when no net current is flowing through the electrodes and the reductive
and oxidative currents are equal.

When the electrode potential deviates from the equilibrium potential, current
will start to flow through the electrode. The current density j through an
electrode is related to the overpotential η, which is a measurement of how much
the half cell potential deviates from the equilibrium (η = E − E0).

Assuming the mass transport rate to the surface is much greater than the
consumption of reactants, i.e., that the concentration at the surface is practically
the same as in the bulk and that the charge transfer step is the rate limiting step,
the current density can be described by the Butler-Volmer equation,

j = j0

(
e

(1−α)nFη
RT − e

−αnFη
RT

)
, (2.13)

where j0 is the exchange current density, n is the number of electrons transferred
in the reaction, and α is a transfer coefficient [82]. At high overpotentials,

,
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|η| ≫ 0, one term in Eq. 2.13 goes to zero and can be neglected. This leads to
two different cases depending on if η ≫ 0 or η ≪ 0, representing anodic and
cathodic currents, respectively;

Anodic : j =j0e
(1−α)nFη

RT , (2.14)

Cathodic : j =− j0e
−αnFη

RT . (2.15)

Taking the common logarithm of Eq. 2.14 and Eq. 2.15 gives

Anodic : log j = log j0 +
(1− α)nFη

2.303RT
(2.16)

Cathodic : log |j| = log j0 −
αnFη

2.303RT
. (2.17)

Rewriting Eq. 2.16 and 2.17 and isolating η on the left-hand side gives the
Tafel equation.

Anodic : η =
2.303RT

αnF
log j0 +

2.303RT

(1− α)nF
log j, (2.18)

Cathodic : η =
2.303RT

(1− α)nF
log j0 −

2.303RT

αnF
log |j| (2.19)

or, in its simplified form,

η = a+ b log |j|, (2.20)

where b is known as the Tafel slope. The Tafel slope is found by plotting η vs
log j (Figure 2.3) and taking the slope of the curve in the linear Tafel region.
The Tafel slope shows how much the overpotential needs to be increased to
have a ten-fold increase of current. For a good estimation of the Tafel slope,
the plot should be linear over at least two orders of magnitude, and the slope
should be measured above a large overpotential (η >120 mV) [83], which can
be difficult in systems highly limited by mass transport even at low current
densities. The transfer coefficient α can be calculated from the Tafel slope,
and the exchange current density j0 is found by extrapolating the line and
finding the intersection with the x-axis. The Tafel slope, in combination with
modelling and simulations, is an indicator of what type of reaction mechanisms
are dominating and what elementary steps are rate limiting in a reaction.
The exchange current density is the rate of backward and forward reaction at
equilibrium and measures the intrinsic reaction rate of the electrode. A high

,

,
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Figure 2.3: Tafel plot showing anodic and cathodic currents for α = 0.5. The
Tafel slope is calculated from the linear portion of the plot, and the exchange
current j0 is found at the intersection of the slope with the x-axis.

exchange current density is desirable for good electrode performance with low
overpotentials.

Another important concept for the study of electrochemical systems derived
from the Nernst equation is the Pourbaix diagram, which shows the pH de-
pendence for the equilibrium potential of different reactions and shows which
species are stable at the respective potential. For water (H2O) at pH 0, the
Pourbaix diagram indicates that the stability window lies between 0 and 1.23
V vs. the standard hydrogen electrode (SHE), as shown in Figure 2.4a [84].
At potentials of around 1.23 V vs. SHE and above, water undergoes oxidation
to produce O2(g), and below 0.0 V vs. SHE water undergoes reduction to
generate H2(g). According to the Nernst equation (Eq. 2.12), at higher pH
these potential limits shift by

E = E0 −
2.303RT

F
log [H+] = E0 −

2.303RT

F
pH (2.21)

where E0 is the redox potential at pH 0, R is the gas constant, T is the
temperature, F is the Faraday constant, and 2.303RT/F ≈ 59 mV at 25 ◦C.
However, the potential difference between oxygen evolution and hydrogen
evolution at room temperature and ambient pressure for any given pH will still
be 1.23 V.

When the electrode potential is measured during experiments, the potential
is measured against the potential of another well-defined reaction. Although
many different sets of redox reactions can be used as a reference for practical
measurements, the potential of the measurements is typically converted to a
common scale for ease of comparison. The standard that defines the potential
scale is the SHE. The SHE scale is based on immersion of an ideal Pt electrode
in a solution with a H+ concentration of 1m while bubbled with 1 bar of H2.
The resulting potential from the hydrogen redox reaction defines the standard

,
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Figure 2.4: Pourbaix diagram, showing the the thermodynamically stable
phases for different potentials at a specific pH at room temperature and
ambient pressure, of a) water and b) Pt. The blue area shows the stability
domain for water which at pH 0 is 0–1.23 V vs. the SHE. Data from [84].

for 0 V at all temperatures. However, SHEs are impractical to construct and
use, and hence two other types of electrode are often used instead; either the
normal hydrogen electrode or the reversible hydrogen electrode (RHE). Like
the SHE, the RHE also uses the hydrogen redox potential potential, but with
the practical difference that it is defined as 0 at every pH.

2.2.2 Electrocatalysis

Electrocatalysis is a subset of catalysis that deals with the catalysis of elec-
trochemical reactions. In an electrochemical setup, the electrocatalyst can be
either the electrode itself, such as copper plates, or supported on the electrode,
e.g., in the form of nanoparticles. Electrocatalysts function by lowering over-
potentials and increasing selectivity, thereby reducing the amount of energy
needed to drive a specific reaction.

In a galvanic cell (where the reactions are spontaneous), the overpotential
determines how much voltage is lost compared to the theoretical maximum;
in an electrolytic cell (where external energy input is required to drive the
cell), the overpotential of the cell determines how much more energy is applied
to drive the reaction. In both cases, overpotentials lead to loss of efficiency.
Thus, a good electrocatalyst is characterised by good activity, i.e., to have
high current densities at low overpotentials. Some other key criteria for an
efficient electrocatalyst include selectivity and stability. The stability of the
electrocatalyst means it should be able to withstand the relevant potential
ranges and operating conditions, with minimal degradation and deactivation.
Selectivity means that the catalyst should preferentially catalyse only the
desired reactions while suppressing side reactions.



Chapter 3

Fuel Cells

In this chapter, I aim to introduce the fundamental principles and wide-ranging
applications of fuel cell systems within the broader energy landscape. The focus
is primarily on PEMFCs, exploring their current state-of-the-art components
and the challenges they face. The key topics discussed include the working
principle of the components, reaction mechanisms, performance metrics, voltage
losses, and degradation issues, which are critical to understanding the basic
working principle and potential improvements of PEMFC technology.

Fuel cells come in various types, often classified according to the type of
electrolyte or fuel they use, and/or the operating temperature. Table 3.1
shows some common types of fuel cells, together with characteristic parameters.
Despite their differences, all fuel cells share a common basic structure and
concept. They consist of two electrodes: an anode, where a fuel is oxidised,
and a cathode, where an oxidising agent is reduced. These electrodes are
connected via an electrolyte, which can be either liquid or solid, facilitating
the conduction of ions between the reaction sites. Electrons move from anode
to cathode through an external circuit, thus providing electrical work. Fuel
and oxidants, provided in gas or liquid form, are continuously supplied to the
respective electrodes to sustain the reactions.

3.1 Applications, Challenges and Future Prospects

Fuel cells, with their promise of high efficiency and low emissions, have been
the focus of considerable research and development over the years. One of the
primary applications for fuel cells is the transportation sector. For the LDV
sector, FCVs are an alternative solution to BEVs as emission-free alternatives
to internal combustion engines. Although FCVs lag behind BEVs in terms of
market share, they have become commercially available in the last decade, with
several brands introducing their versions to the market [89]. Toyota launched
its first commercial FCV, the Toyota Mirai, in 2014. The Toyota Mirai has
demonstrated 6 000 hours of operation under actual driving conditions [90].

19
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Fuel cell type PEMFC1 AFC2 DMFC3 PAFC4 SOFC5 MCFC6

Electrolyte Polymer KOH Polymer Phosphoric
acid

Solid oxide
or ceramic

Molten
carbonate

Charge carrier H+ OH– H+ H+ O –
2 CO 2–

3

Fuel H2 H2 Methanol H2 H2, hydro-
carbon

H2, hydro-
carbon

Operation tem-
perature

20–100 °C 40–90 °C 70–90 °C 150–200
°C

600–1000
°C

650 °C

Notable applic-
ations

Vehicles,
station-
ary and
backup
power

Space
vehicles†

Portable
elec-
tronic
systems

Combined
heat and
power
systems

Combined
heat and
power
systems

Combined
heat and
power
systems

1Proton exchange membrane fuel cell, 2alkaline fuel cell, 3direct methanol fuel cell,

4phosphoric acid fuel cell, 5solid oxide fuel cell, 6molten carbonate fuel cell.

†Historical application.

Table 3.1: Operational parameters and applications of some common fuel cell
types. Data from [85–88].

Other companies, such as Hyundai, Honda, Mercedes-Benz, and GM, have
also released their own versions of FCVs. In the USA, a few thousand FCVs
have been sold or leased so far [16]. However, despite their availability, the
widespread adoption of FCVs for LDVs is limited by the lack of refuelling
infrastructure, and their costs are currently higher than that of comparable
BEVs [89].

Recently, larger potential markets for PEMFCs have attracted attention, par-
ticularly in the HDV sector [16, 89]. This includes long-haul transportation,
buses, and machinery such as forklifts. Long-haul trucks drive, on average,
much longer distances than passenger cars, and contribute significantly more
to the total GHG emissions from the transportation sector. Implementing
cleaner fuels for HDVs would substantially reduce global GHG emissions. Due
to weight and recharging times, batteries are not optimal for most HDV ap-
plications. PEMFCs may be a more suitable option as they do not have the
same inherent correlation between weight and energy output as batteries, and
have refuelling times on the order of minutes rather than hours. Furthermore,
since the routes for trucking and buses are more predictable, developing the
necessary supporting infrastructure is easier than for passenger cars, requiring
fewer refuelling stations along pre-planned routes [16].

With the shift in focus from LDVs to HDVs, the demands on PEMFCs also
change. While PEMFCs for LDVs prioritise low loadings of Pt to reduce costs,
and high power densities to reduce weight and size, PEMFCs for HDVs have
more stringent requirements for durability and reliability under new types
of operating conditions [16]. The US Department of Energy (DOE) assumes
that class 8 trucks need lifetimes exceeding 12 years and 1.2 million miles
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[91], with similar targets from other organisations setting the lifetime to more
than 25 000 hours [16], which is notably higher than the 8 000-hour target set
for LDVs. Successful small-scale implementations of PEMFCs for HDVs can
already be seen in both Europe and the USA, where fleets of fuel-cell buses
have been in operation since the early 2000s [92, 93] and more recently several
project involving fuel-cell trucks have been implemented in, e.g., Norway and
Switzerland [94, 95]. Some of the fuel-cell buses have shown operating times of
more than 25 000 hours, with an average lifetime of around 14 000 hours [92,
96], showing the feasibility of reaching the lifetime targets. However, achieving
both lifetime and cost goals simultaneously remains a challenge.

As use of PEMFCs for HDVs shifts the PEMFC targets towards longer lifetimes,
operating costs become more important than initial capital costs to the total
cost of ownership. Thus, higher efficiency and better durability are crucial to
minimising overall operating costs, rather than simply reducing the noble metal
content [16]. The shift to HDVs also changes the conditions that fuel cells must
endure. For example, fuel cells for HDVs would benefit from stability at higher
temperatures (above 90 °C) due to cooling requirements and the size and weight
of radiators. Other heavy-duty applications where fuel cells are considered for
use include the maritime and aviation industries. In these sectors, lifetime and
reliability are even more critical. In high-power applications such as aircraft
take-offs, tolerance to higher temperature could substantially reduce the need
for excessive cooling capability, which could offer benefits in efficiency and
system design as radiators can contribute significantly to the system weight
and energy consumption [97].

In addition to transportation, PEMFCs are also used as portable and stationary
power generators [98], such as auxiliary power units and backup power gener-
ators in, for example, hospitals. For these applications, PEMFCs have several
advantages over diesel generators, such as high reliability and operational stabil-
ity, high efficiency even at low loads, no toxic emissions or pollutants, and low
vibration and noise levels. Moreover, their low thermal and acoustic signatures
make fuel cells suitable for use as auxiliary power units for military applications
[99]. Fuel cells have also been successfully implemented as auxiliary power units
for aircrafts [100]. For stationary applications, the ease of scalability makes
fuel cells suitable for various uses in residential, industrial, and commercial
settings. The ease of scalability in fuel cells can be exemplified by current fuel
cell applications ranging from 1 W handheld charging units to 100 kW engines
for FCVs, up to 10–100 MW power plants supplying hundreds of thousands of
households with power [101–103].

In summary, the potential applications for fuel cells are numerous. However,
each case has its own unique specific requirements, benefits, and limitations
that need to be considered in research and development.
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3.2 Proton Exchange Membrane Fuel Cells: Work-
ing Principles and Components

PEMFCs are one of the more well-researched and commercially successful
types of fuel cells. PEMFCs typically operate at around 80 ◦C or below, and
are classified as low-temperature fuel cells, compared to, e.g., solid oxide fuel
cells which can operate at over 750 ◦C [104]. The lower temperature makes
start-up times much faster in the PEMFC than high-temperature fuel cell, thus
making PEMFC a better option for applications such as FCVs. A PEMFC
uses hydrogen as a fuel and combines it with oxygen, often provided from the
ambient air, in an exothermic reaction to create water,

H2 + 1/2 O2 → H2O, (3.1)

and thus, the only by-products in this reaction are pure water and heat. The
product, H2O, has a lower enthalpy than the reactants, H2 and O2, and it is
that difference in energy that is released during the reaction and which can be
utilised.

If H2 and O2 react directly, all this energy is released as heat. To instead get
the energy released in Eq. 3.1 directly as electrical energy, the reaction must
be physically separated into its two half reactions, one at the anode and one at
the cathode. At the anode, hydrogen is split into protons and electrons in the
hydrogen oxidation reaction (HOR),

H2 → 2H+ + 2e– E = 0.0 VRHE, (3.2)

where RHE stands for the reversible hydrogen electrode. At the cathode,
the protons and electrons are combined with oxygen to form water, in the
ORR,

2H+ + 2e− + 1/2 O2 → H2O E = 1.23 VRHE. (3.3)

Instead of releasing the energy generated during the reaction described in Eq.
3.1 as heat, a PEMFC harnesses this energy to generate an electric current.
This is achieved by separating the half-reaction described in Eq. 3.2 and Eq.
3.3 physically in space, so that protons move between the reactions via an
electrolyte membrane and electrons travel through an external circuit. This
separation is achieved by the well-thought-out design of a fuel cell. Figure 3.1
shows the typical structure and components of a single cell fuel cell, which
includes a central ion-conducting membrane flanked by anode and cathode
electrodes, gas diffusion layers (GDLs), flow fields, and current collectors.
These individual components will be discussed in more detail in the following
sections.
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Figure 3.1: Structure and components of a single cell proton exchange membrane
fuel cell.

3.2.1 Proton Exchange Membrane

The proton exchange membrane (PEM), also known as a polymer electrolyte
membrane, sits in the middle of the fuel cell, between the anode and cathode
electrodes. The PEM physically separates the anode from the cathode, and
these three components together form what is known as the catalyst-coated
membrane (CCM). The primary function of a PEM is to act as a solid electrolyte,
conducting protons between the anodic and cathodic reactions, while being
electrically insulating, thus forcing electrons to move through an external
circuit. Moreover, the PEM acts as a physical barrier that prevents hydrogen
and oxygen to react directly with each other which would lead to losses of
useful fuel. The PEM must also be able to tolerate the harsh environments of
the fuel cell. Thus, an effective PEM should exhibit high proton conductivity,
low gas permeability, high electrical resistance, and good thermal, mechanical,
and chemical stability [105–107].

The PEM is composed of an ionomer, which is a type of polymer with ion-
conducting properties. Nafion has long been the industry standard ionomer
for PEMFCs and was first synthesised by Walther Grot in the 1960s [108].
Since then, Nafion derivatives and similar short-chain ionomers such as Fle-
mion, Aquivion, Hyflon and GORE-SELECT have entered the market as well
[109–114]. Nafion is a fluoropolymer-copolymer based on sulfonated tetrafluoro-
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ethylene (Figure 3.2 a). The backbone of Nafion is polytetrafluoroethylene,
more commonly known as PTFE, which gives Nafion excellent chemical and
oxidative resistance thanks to the strong bond between carbon and fluorine
atoms [115]. Furthermore, PTFE is highly hydrophobic, which is favourable for
removing water from the membrane. To provide ion conductivity, sulfonic side
chains (SO –

3 ) are added to the backbone, making it a perfluorinated sulfonic
acid (PFSA) polymer. These sulfonic groups attract H+ ions and are highly
hydrophilic, which promotes water adsorption within the Nafion. As a result,
Nafion can absorb up to 50% of its dry weight in water [105, 116]. The hy-
drophobic backbone together with the hydrophilic side chains form distinct
phase-separated areas in the ionomers, creating water channels throughout
the membrane, see Figure 3.2b. In these hydrated regions, the bond between
the H+ ions and the SO –

3 groups is weak, allowing good mobility of the ions.
The ions move through the ionomer primarily through the vehicle diffusion
mechanism, where ions ‘hitch-hike’ with cluster of water molecules, or via
the faster Grotthuss mechanism, where H+ ions can ‘jump’ between water
molecules [117, 118], contributing to the good ion-conductive properties of
Nafion when wet [116].

Another important aspect of the PEM is the thickness. To maximise the
overall fuel cell volume to power ratio and improve ion conductivity, the trend
has been to move toward thinner and thinner membranes [114]. However,
the thinner the membrane, the more gas cross-over will occur [119–121]. In
particular, hydrogen gas is difficult to prevent from permeating through the
membrane, as it is the smallest and lightest molecule. Gas crossover leads
to voltage losses and increases the degradation of the PEM. These issues
are discussed in more detail in Section 3.4.1 and Section 3.5. Furthermore,
the membrane needs to have good mechanical stability. When designing a
membrane, the thickness must be a compromise between these requirements
mentioned above. Although thinner membranes have better proton conductivity,
they have less structural integrity and higher rates of hydrogen crossover. Nafion
membranes are typically around 100–200µm [122], although versions as thin
as 25µm are also available on the market [123]. To allow for thinner and
more mechanically stable membranes, other PFSA membranes have been
developed where they incorporate a reinforcement of expanded PTFE (ePTFE)
for structural support, infused with PFSA for proton conductivity [53, 114,
124], such as GORE-SELECT membranes [113]. These types of membranes can
be less than 10µm thick, while still maintaining good mechanical properties
as the ePTFE reinforcement prevents in-plane swelling and crack propagation
during humidity cycling [16, 113, 124]. Due to better ion conductivity, thinner
membranes performs better at beginning of life compared to thicker membranes,
although they may suffer worse from degradation [124]. Thin membranes also
facilitate the diffusion of water through the membrane, which, under certain
conditions, allows self-humidification systems without external humidification
[102, 125].

Although Nafion and similar PFSA ionomers have been the leading ionomers
for proton exchange membranes and have reasonable tolerance to current
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Figure 3.2: a) Chemical structure of Nafion. b) Illustration of protons moving
through the water channels in the Nafion membrane via the Grotthuss mech-
anism. These water channels are formed due to the hydrophilic side chains of
Nafion.

operating conditions, ongoing efforts to increase the operating temperature
of PEMFC lead to the need to develop new membrane alternatives [126–128].
Currently, PEMFCs are typically operated at around or below 80 ◦C. However,
to improve kinetics, help water management, reduce the need for cooling
systems, and increase the tolerance to CO poisoning, efforts are currently
being made to increase the operating temperature to 100 ◦C or above [105,
126, 129, 130]. Nafion and similar PFSA membranes require high levels
of hydration to maintain their proton-conducting properties [107]. At high
operating temperatures, the membrane can dry out quickly if operated at low
RH, causing its ion-conductive capabilities to decrease by several orders of
magnitude and severely limit performance [105, 107, 127, 128, 131]. Some of the
issues with losing water through evaporation can be avoided by operating the
fuel cell at elevated pressures. Furthermore, Nafion and other PFSA polymers
have been reported to have glass transition temperature around 110 ◦C and
120 ◦C [132, 133], and Nafion’s side-chains start to change structure and relax
at around 100 ◦C [134], which can lead to mechanical strength and durability
issues if these membranes are operated at elevated temperatures.

Finding alternative membrane materials that could operate at higher temper-
atures and lower humidity would help simplify the design of the system, as
control over the operating conditions of the system would not have to be as
stringent. Furthermore, at lower humidity, the water management becomes
easier, as the balance of under-humidification of the membrane and the risk
of reducing the ion conductivity, and over-humidification of the MEA and
risk flooding of the cell becomes easier if the fuel cell is not operated close
to the dew point. Although there are versions of PEMFCs that operate at
higher temperatures (>130 °C), they typically use membranes made of poly-
benzimidazole polymer doped with phosphoric acid [129]. High-temperature
PEMFCs based on these types of membranes have excellent thermal stability,
good CO tolerance, and can operate at low to no humidity, but they have
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poor ion conductivity below circa 130 °C and low power densities compared
to low-temperature PEMFCs [129], and tend to leak acid [135]. Furthermore,
they tend to have very long start-up times as the system has to be slowly
heated up to operation temperature before use. Consequently, these types of
high-temperature PEMFCs are not preferred for, e.g., automotive applications.
This creates a gap in the intermediate temperature range, between 80 °C and
120 °C, where suitable ion-conductive materials with both high conductivity
and durability are lacking.

Another considerable issue with PFSA membranes is that they are part of a
group of chemicals known as per- and polyfluoroalkyl substances (PFAS). The
European Union is currently discussing plans to ban the use of PFAS due to
their potential toxicity and negative effects on human health [136, 137]. PFAS
are notorious for their persistent nature with long life-cycles in the environment
as they are not biodegradable, their tendency to bio-accumulate in organisms,
and their many adverse effects on human health [137–139]. Consequently,
membranes based on PFAS materials face the risk of being phased out in the
near future, and alternatives to PFSA-based membranes are needed. Preferably,
a replacement material should have both good performance and better durability
in a wider range of conditions than PFSA-based membranes, i.e., in a broader
temperature range and lower humidity. However, achieving all of these targets
at the same time is a considerable challenge.

Alternatives to fluorinated membranes are being researched, although replace-
ments are not trivial because of the stringent requirements of the membranes in
terms of, e.g., durability, ion conductivity, and mechanical properties. Sulphon-
ated hydrocarbon-based membranes are among the top candidates for PFAS-free
membranes, and have shown promising performance during PEMFC operation.
In addition to being PFAS free, hydrocarbon membranes might offer higher
thermal stability and lower gas crossover compared to PTFE-based membranes.
Currently, few hydrocarbon-based MEAs have been successfully introduced to
the market and many hydrocarbon-based MEAs in the literature have shown a
poor peak power output compared to PFSA-based MEAs even when PFSA
is introduced into the ionomer to improve conductivity [140]. Furthermore,
the hydrocarbon based ionomers still require high hydration levels to sustain
adequate ion conductivity [141]. Recent advances in the field have led to fully
hydrocarbon-based MEAs with performance comparable to state-of-the-art
PFSA MEAs under automotive conditions at 80 °C and high RH, and even
outperform PFSA MEAs in terms of maximum power output at 100 °C [142,
143]. However, hydrocarbon-based CLs have been reported to be less porous
and more dense than equivalent Nafion-based CLs [141], and recent studies of
commercially available HC ionomers suggest that they have an ionomer/Pt
ratio for optimal gas transport that is lower than that of PFSA ionomers,
leading to an increase in proton resistance and lower utilisation of Pt, especially
at low humidity [143, 144]. This reduced utilisation of platinum stands in
contrast to the goal of maximising the available surface area and minimising
the use of platinum.
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3.2.2 Catalytic Layers

The actual chemical reactions in the PEMFC take place on the anode and
cathode electrodes, also known as the catalyst layers (CLs). A major role of
the CLs is to provide a large amount of active sites per geometric surface area
of the fuel cell, to facilitate large current densities. Currently, the catalyst
commonly used for both the anodic and cathodic electrode in PEMFCs is Pt
nanoparticles on a carbon support (Pt/C) or other carbon-supported Pt-metal
alloys [145–148]. Typically, fine Pt particles (∼5 nm in diameter) are dispersed
on supporting carbon particles (∼50 nm in diameter), as shown in Figure 3.3.
The catalyst layers are relatively thin, with the cathode of state-of-the-art
MEAs being around 10 µm thick and the anode being as thin as 1 µm.

Figure 3.3: Illustration and electron microscopy images of carbon supported
platinum catalyst particles. Pt nanoparticles are evenly distributed across the
surface of primary carbon particles. These carbon particles form aggregates,
creating a porous framework.

Pt or Pt-alloys act as catalysts for both the HOR on the anode and the ORR
on the cathode, thereby facilitating high current densities at low overpotentials.
The reason why Pt is currently the industry standard in PEMFC and has a good
activity for both ORR and HOR, becomes clear when considering the binding
energy between Pt and the intermediate species involved in these reactions.
For ORR, the binding energy of Pt is just 0.1 eV below the estimated optimal
value, shown in the Volcano plot in Figure 2.2b, and is the best catalyst out of
all pure metals [46].

However, while Pt has good performance, much effort in fuel cell research is
focused on finding alternative catalyst materials. Pt is a scarce resource and an
expensive noble metal. In large-scale production, it is predicted that the raw
cost of Pt will account for up to 40% of the production cost [32]. Thus, in order
to reduce the production cost and reach the cost targets, the use of Pt needs to
be minimised to the extent possible without greatly affecting the performance
or lifetime of the fuel cell. Moreover, even though Pt has high activity for
both HOR and ORR and relatively good stability under harsh conditions of
the fuel cell [89, 145], the highly corrosive environment in the PEMFC means
even Pt suffers from degradation [149]. Finding a suitable replacement for Pt
is challenging. A viable alternative must not only be more cost-effective, but
also exhibit high activity and stability in the harsh and dynamic conditions
inherent in PEMFCs.
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Efforts to reduce the Pt loading often focus on alloying or doping Pt with
various elements. For example, suggested Pt alloys include transition metals
such as nickel, chromium, iron and cobalt, and lanthanide metals such as
lanthanum, cerium, samarium, gadolinium, terbium, dysprosium, thulium, or
calcium, of which a Pt-terbium alloy showed up to six times higher performance
than pure Pt [46, 48, 52, 147, 150]. However, many of these have shown poor
stability and tend to dealloy [150–153]. Alloys with rare earth metals, such as
scandium, hafnium, and yttrium, are suggested to possibly have better stability
due to low heat of formation, where alloying with yttrium has been shown to
increase activity by up to ten times compared to pure Pt [47–50].

Another approach to decrease the use of Pt involves creating nanostructured
Pt particles to maximise the number of active sites per mass [40, 154]. Pt
particles with well-controlled shapes, such as octahedrons, and other shape- and
structure-controlled Pt or Pt-alloy nanoparticles, such as core shell particles,
nanocages and nanoframes, have been produced, showing increased activities
compared to common Pt [41–45, 154, 155].

While many novel catalysts show highly promising results in laboratory settings,
these results are often hard to upscale or replicate in fuel cell testing. For
example, while Brown et al. found that sputtered Pt3Y films had a seven-fold
performance increase over pure Pt in half-cell testing [156], the same Pt3Y thin
films showed only a two-fold increase in activity compared to Pt films when
measured in a real fuel cell [157]. One of the more successful attempts of Pt-
alloys is PtxCo, which has been used in commercial settings [102] and has been
shown to both perform better than pure Pt, and to have good stability under
relevant application conditions [51, 52]. As for shape-controlled nanoparticles,
they tend to be unstable in the operating conditions of PEMFCs, and revert
back to more spherical structures [154].

When choosing the size of the catalyst particles, two main aspects have to
be taken into account, namely stability and activity. Smaller particles allow
for a higher utilisation of the material, due to a larger surface area per gram
and, thus, typically exhibit higher mass activity. This is a desirable quality
especially for expensive catalyst materials, as it minimises the amount of
catalyst needed. For Pt nanoparticles, the highest mass activity for the ORR
is achieved somewhere around 2–3 nm [158, 159]. However, small particles
are unstable and suffer more from degradation, dissolution, and performance
decline [160–162], and therefore the lifetime of the fuel cell is compromised.
Larger Pt particles, on the other hand, are more stable but have lower mass
activity. Hence, particle size must be a trade-off between activity and stability.
The optimal size for Pt particles has been suggested to be around 2–5 nm [149,
163]. However, for Pt metal alloys, the optimal size might be different. For
example, Pt3Co particles have been indicated to have a good balance between
stability and mass activity at around 8 nm [52], and studies on PtxY catalyst
suggest that the highest ORR mass activity for PtxY nanoparticles is achieved
somewhere around 10 nm [158], although the stability of those particles under
real fuel cell operation is still unclear.
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The Pt nanoparticles are distributed on a catalyst support material, which
plays a crucial role in facilitating the distribution, utilisation and stability
of Pt particles within the CL [147, 148, 164]. This support material ensures
optimal dispersion of Pt particles and maximises the available Pt surface area
[164]. This is vital given the high cost of Pt, and ensures that as much Pt as
possible is available for electrochemical reactions. Additionally, the support
limits Pt particle agglomeration and sintering, while also establishing electrical
connection within the CL [164]. The support material should be inexpensive,
corrosion resistant under relevant operating conditions, and readily available,
with carbon-based materials typically fulfilling this role [164]. Ideally, the
support should have a high surface-to-volume ratio to allow for a high loading
of platinum per electrode surface area. For example, KetjenBlack carbon
black has a surface area of more than 1200 m2 g−1 [165]. KetjenBlack is a
type of carbon black, which is a commonly used support material. Carbon
black consists of primary particles approximately 30–50 nm in diameter, which
form aggregates, as depicted in Figure 3.3. These aggregates form even larger
agglomerates, creating a highly porous structure that allows the gases to reach
the reaction sites on the Pt particles. Other types of carbon support are also
being used and researched, such as activated carbon, graphitised carbon, carbon
nanotubes, and carbon nanofibers [147, 148].

To provide proton conductivity to the reaction sites, the Pt/C catalyst is
covered with an ionomer, the same type of material used in the PEM. The
ionomer also acts as a polymer binder, binding the catalyst layer together.
Although the ionomer is vital for providing protons to the reaction site, it
also hinders the access to oxygen [166]. Thus, a compromise between proton
conductivity and oxygen access must be reached when deciding on the ionomer
loading of the catalyst layer [167, 168], and for Nafion, the optimal loading has
been reported to be around 30%wt [169, 170], with an optimal ionomer/carbon
mass ratio suggested to be between 0.6 and 1 [170–172].

The ORR at the fuel cell cathode can occur in the presence of oxygen, electrons,
and protons. This occurs on specific sites where the pores for gas transport,
carbon support for electrical conduction, and ionomer for proton conduction
meet at the Pt catalyst. If the catalyst layer is sufficiently humidified, water
can partially act as an ion conductor at sites otherwise not in contact with the
ionomer [173]. These sites at the triple phase boundary are illustrated in Figure
3.4. The loss of any of the phases in the triple-phase boundary inhibits the
catalytic reaction. For example, if the porosity of the catalyst layer is reduced
as a result of degradation of the carbon support, the triple phase boundary
cannot be sufficiently supplied with gases, thus limiting performance. Similarly,
if the contact between the Pt particles and the carbon support or the ionomer
is compromised, fuel cell performance will suffer as a result of lack of electronic
and ion conductivity.
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Figure 3.4: Illustration of the triple phase boundary where the electron con-
ductor (carbon support), the ion conductor (ionomer) and the ‘porous’ gas
phase meet on the catalyst.

3.2.3 Gas Diffusion Layers

The gas diffusion layers (GDLs) are placed on either side of the CLs and serve
as an interface between the CLs and the flow fields that conducts electricity,
facilitates the uniform distribution of gases over the catalyst layers, helps with
water management and heat dissipation, and provide some mechanical stability
[174–176]. To achieve this, GDLs are constructed from porous conductive
materials such as carbon paper (nonwoven carbon fibres pressed into a sheet),
or carbon cloth and are often treated with PTFE to enhance their hydrophobic
properties and facilitate the removal of water [174–179]. Carbon-based GDLs
are preferred because of their good electrical conductivity, durability, and gas
permeability. The GDL is often coated with a microporous layer (MPL), which
is a carbon black layer treated with PTFE [177, 178]. Figure 3.5 shows the
structure of a GDL made of carbon paper with an MPL. The hydrophobic nature
of the MPL facilitates the removal of water, and the microscopic structure
improves the electrical contact between the CL and the rest of the GDL, and
helps to evenly distribute gases over the CL [174, 177, 179].

Careful water management is important for the function of the MEA. If
the membrane becomes too dry, the proton conductivity will suffer and the
membrane risk degrading. Too much water, on the other hand, will cause
flooding and block pores, leading to limitations in mass transport [174, 178].
At high current densities, flooding of the GDL and CL is a major contributor
to mass transport limitations. The flooding problem is most prevalent on the
cathode side, as that is where water is produced in the cell [178]. Furthermore,
the thickness of GDLs can greatly affect fuel cell performance. A GDL that
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Figure 3.5: Typical construction of a GDL. The GDL is made out of carbon
fibre paper, infused with PTFE for increased hydrophobicity, and coated with
a micro-porous layer.

is too thick leads to excessive losses from ohmic resistance and gas transport
resistance within the GDL, whereas too thin GDLs have issues with nonuniform
distribution of water and oxygen over the catalyst layer. An optimal thickness
of the GDL has been reported to be around 200 µm [180, 181].

3.2.4 Membrane Electrode Assemblies

A membrane electrode assembly (MEA) is formed by mounting a GDL on either
side of the CCM, with the MPLs facing the CLs, together with supporting
gaskets, see Figure 3.6a. An alternative approach to construct an MEA is
to deposit the CL directly onto the GDL, forming a gas diffusion electrode
(GDE), also known as a catalyst-coated substrate (CCS), and then hot-pressing
two CCSs together with a PEM in-between to form a CCS-MEA. Typically,
MEAs constructed from CCMs will have better performance than MEAs based
on CCSs, partly due to enhanced proton conductivity due to better contact
between the CL and the membrane, and CCM-based MEAs have shown an
increased power density for the same Pt loading [173, 182]. The full MEA with
all its layers is typically around 200–500 µm thick.

3.2.5 Flow-Fields and Current Collectors

Part of the supporting structures include the flow fields and the current col-
lectors. The flow fields are placed next to the GDLs and serve to distribute
fuel to both the anode and the cathode. The flow fields also provide electrical
contact between the MEA and the current collectors located on either side of
the flow field, see Figure 3.5b. An effective distribution of gases is achieved by
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Figure 3.6: a) Construction of an MEA. A GDL is placed on either side of a
catalyst coated membrane (CCM), with the MPL facing the CL. The assembly
is held in place with the help of gaskets, that also serves to seal in the gases.
b) Cross-section of an assembled single cell fuel cell.

well-designed flow-field patterns. Common flow field patterns include serpentine
fields, parallel channels, and grid-type patters, each offering slightly different
properties with respect to, e.g., gas distribution, pressure drop, and water
management [183, 184]. Poor flow field design can lead to inadequate O2 or H2

distribution over the catalytic layers, and promote water accumulation within
the GDL and CL, thus blocking gas transport.

Furthermore, the flow-fields must be electrically conductive, allow for heat
transport, be chemically and mechanically stable, be gas tight, have low weight
and volume, and be cost effective and easy to manufacture [184, 185]. Flow
fields are commonly made out of graphite, or stainless steel [184]. Although
stainless steel plates have good conductive properties, are easy to mass produce
and can be made very thin, they tend to corrode [57, 186]. Graphite, on the
other hand, has excellent corrosion resistance, but is harder to mass produce,
is more brittle, and needs to be made thicker to have adequate mechanical
durability [186]. The flow fields are in contact with the current collectors, to
which the external circuit is connected.

To achieve higher voltages than can be achieved in one single fuel cell (i.e, >1
V), several single cells are connected in series, forming a fuel cell stack. In a fuel
cell stack, multiple individual cell assemblies, each composed of its own MEA,
are stacked together end to end so that the anode of one cell connects to the
cathode of the neighbouring cell. The cells are separated with bipolar plates,
which serve as flow fields for both the anode of one cell and the cathode of the
next. Modern bipolar plates are around 0.5–1 mm in height, and together with
the around 500 µm thick MEA, each cell in a fuel cell stack is less than 2 mm
thick. In all, the bipolar plates constitutes one of the larger contributors to
both the stack weight, stack thickness, and production cost. The total voltage
of the stack is the sum of the voltage of each individual cell, while the current
output of the stack is determined by the surface area of the individual MEAs
used.
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3.2.6 Humidification

The performance of the PEMFC is strongly related to the humidity levels in
the cell [187, 188]. Water plays a crucial role in facilitating the conductivity
of protons through the membrane and the ionomer, as well as in transferring
protons to platinum areas that may not have sufficient contact with the ionomer.
Proper water management in a fuel cell is a careful balance between water
production and water removal. Water is generated at the cathode at a rate
proportional to the current by

nH2O =
I

2F
, (3.4)

where nH2O is the number of moles of water produced per second, I is the
current and F is Faraday’s constant. Thus, at high current densities, water
production can be significant, leading to a risk of flooding if water removal
does not match the production rate [178, 189]. Flooded catalyst layers can
result in pore blockage, impeding mass transport, and cause a considerable
voltage drop. Conversely, no water is produced at the anode. Together with
water evaporation due to elevated temperatures, and the tendency of protons
to drag water with them while they migrate through the membrane from the
anode to the cathode through a phenomenon known as electro-osmotic drag,
the anode is susceptible to drying out [106, 190]. However, this tendency is
somewhat mitigated by the diffusion of water back from the cathode to the
anode, driven by the water concentration gradient. Dry catalyst layers, and in
particular a dry membrane, leads to issues with proton conductivity.

Humidity is often expressed in terms of relative humidity (RH), which relates
the water vapour pressure, PW, to the water saturation pressure, Psat, at the
specific temperature,

RH =
PW

Psat
. (3.5)

RH is highly dependent on temperature and pressure, see Figure 3.7. At higher
temperatures, the water saturation pressure increases, and thus the RH of a
given water vapour pressure decreases. For example, if a gas at 20 ◦C and with
100% RH is heated to 80 ◦C without adding any more water, the new RH will
only be a minuscule 2.4%, which is extremely drying for the membrane.

To keep the humidity within the acceptable operating range, humidifiers are
typically used to wet the ingoing gases. In practical applications, the system
can self-supply with water by recirculating internally produced water from the
cathode exhaust [102, 192]. With some clever design choices, the system can
even be completely internally self-humidified, i.e., not having any water supplied
with the ingoing gases and only relying on internal production and diffusion of
water. This is possible by, for example, operating at lower temperatures, low
flows, and high pressures to reduce excess water evaporation through the gases,
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Figure 3.7: Water vapour pressure versus temperature, with contour lines
representing RH levels at 20%, 40%, 60%, 80%, and 100%. The plot was
constructed using the Antoine equation [191].

utilising counter-flow of anode and cathode gases, and using thin membranes
[102, 125, 189, 193]. An RH value between 60–70% has been suggested to
provide optimal performance for Nafion membranes [194], although it may
lead to an increased rate of membrane degradation compared to operating
at either 100% or 20% RH [195]. Still, many research protocols call for
a high humidification of up to 100% RH, although for realistic automotive
applications lower humidification levels <100% RH are likely more practical,
as they minimize the need for external humidification and reduce the risk of
flooding.

3.2.7 Additional Fuel Cell Stack Components

The discussion above regarding fuel cell components is certainly not exhaustive,
and several other components are vital for the overall function and control of
fuel cell systems. Additional components worth mentioning include gaskets,
which are used in MEA to prevent gas leakages from the porous edges of the
CL and GDL, as well as to prevent fuel crossover from the sides of the CL
and electrical shortcuts while controlling the compression rate of the GDLs
[196]. Furthermore, proper gas supply and control are essential for fuel cell
operation, including recirculating excess fuel from the exhaust. Furthermore,
since fuel cells are often operated under elevated pressures to increase activity,
air compressors are frequently needed. The end plates of the fuel cell/stack serve
to hold everything together and provide uniform pressure, which is critical for
optimal compression of the GDLs and to reduce contact resistance [197].

Moreover, the fuel cell also needs some kind of heat management system [198].
In small-scale research systems, the fuel cell itself and the gas pipes often
need to be heated to reach the desired operating temperature, mimicking
realistic operating conditions. However, in real applications, the fuel cell will
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produce much heat by itself during the catalytic conversions, which leads to the
need for cooling. For small systems, the cooling effect of reactant air flowing
over the cathode and heat radiation can be enough [199]. For slightly larger
systems, separate air channels can be used purely for cooling if the reactant
air cannot remove heat quickly enough [199]. For systems greater than 10
kW, water cooling is generally preferred [200]. Water cooling is advantageous,
when operating between 0 °C and 100 °C, due to its excellent heat removal
capabilities, allowing for the use of smaller and more compact cooling systems
[97]. Other coolants such as aromatic coolants and aliphatic coolants are
favourable at higher temperature intervals [97].

3.3 ORR and HOR Reaction Pathways

In the acidic conditions of PEMFC, two reaction pathways for ORR have been
identified [201]. Water is formed either via the two-step 2-electron pathway
with intermediate hydrogen peroxide formation,

O2 + 2H+ + 2e– → H2O2 E = 0.67 VRHE, (3.6)

H2O2 + 2H+ + 2e– → 2H2O E = 1.77 VRHE, (3.7)

or via the direct 4-electron pathway

O2 + 4H+ + 4e– → 2H2O E = 1.23 VRHE. (3.8)

Due to the formation of hydrogen peroxide in the two-step pathway, there is
a risk of hydrogen peroxide release, which is undesirable because hydrogen
peroxide can damage the membrane. Due to its ability to form hydroxyl and
peroxyl radicals, hydrogen peroxide accelerates membrane degradation, and
therefore the 4-electron pathway is preferred [202, 203].

Nørskov et al. [46] have suggested two mechanisms for the 4-electron pathway.
The first mechanism is called dissociative, where the oxygen dissociates on the
surface before being hydrogenated;

O2 + 2∗ → 2O* (3.9)

O* + H+ + e– → OH* (3.10)

OH* + H+ + e– → H2O + ∗ (3.11)

where ∗ denotes an active site on the catalyst surface, and the other mechanism
is called associative, where O2 react directly with H+ on the surface;

,

,

,
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O2 +
* → O*

2 (3.12)

O*
2 + H+ + e– → HO*

2 (3.13)

HO*
2 + H+ + e– → O* + H2O (3.14)

O* + H+ + e– → OH* (3.15)

OH* + H+ + e– → H2O + *, (3.16)

In contrast to the complicated ORR, the HOR is a much simpler reaction,
described by three possible steps [204],

Tafel H2 + 2∗ → 2H*, (3.17)

Heyrovsky H2 +
* → H* + H+ + e–, (3.18)

Volmer H* → H+ + e–, (3.19)

where two of the steps described in Eqs. 3.17, 3.18 and 3.19 take place, either
Tafel–Volmer or Heyrovsky–Volmer. Overall, the HOR is a very fast reaction
with low overpotentials and high exchange current densities on good catalysts.
For Pt, which is the commonly used catalyst for HOR in PEMFC, the exchange
current density can be as high as 10× 10−1 Acm−2

Pt [205] (although the exact
current density is a complicated value to measure, and reported values varies
by orders of magnitude), and the contribution of the anode to the total cell
overpotential and losses is negligible as long as the anode has enough Pt surface
area, and don’t suffer from, e.g., resistance or mass transport losses. In contrast,
the ORR involves more electron transfers and intermediate steps than the HOR
and has a much slower reaction rate, by several orders of magnitude, with an
exchange current density for the ORR of the order of 10× 10−6 Acm−2

Pt [206].
To somewhat compensate for the low exchange current densities and large
overpotentials at the cathode, the cathode typically have much higher loadings
of Pt catalyst. For example, the Toyota Mirai have an anode Pt loading
of around 0.05mg cm−2 and a cathode Pt loading of around 0.315mg cm−2

[207]. The large overpotential caused by the ORR leads to a large decrease in
efficiency, and therefore most research on the topic of catalysts for fuel cells
is focused on the ORR rather than the HOR. Even so, some improvements
can still be made for the catalyst for the HOR, for example, by finding an
alternative catalyst with a better tolerance for CO [208–210].

3.4 Performance Metrics and Efficiency Factors
in PEMFCs

For real-life applications, some key fuel cell operating parameters are used
to compare fuel cells with other competitive technologies. For the electrodes,

,

,

,

,
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the current density j (current per unit area) is one of the main parameters.
For ease of comparison between fuel cell systems of different dimensions and
design, the current is usually normalised, either by geometric surface area
(jgeo [A cm−2

geo]), electrochemical surface area (ECSA, jECSA [A cm−2
ECSA]) or

by catalyst mass (jmass [A g−1
catalyst]), and the current is often compared at

a specific voltage, such as 0.6 or 0.7 V. Figures of merit such as power per
area, specific power (kW kg−1) and power density (kW m−3) are important
when comparing alternative power generation technologies. Other important
parameters for successful commercialisation include the cost of production, cost
per kW, efficiency, and lifetime. Table 3.2 shows the targets for some of these
performance parameters set by the DOE.

Characteristic 80 kW system Class 8 Long-Haul Trucks
2025 targets Ultimate target

Cost 35 $ kW−1 60 $ kW−1

Peak efficiency 65% 72%
Lifetime 8 000 h 30 000 h

Catalyst loading ≤ 0.1 mgPt cm
−2 0.25 mgPt cm

−2

Table 3.2: Key technical targets for 80 kW fuel cell systems and fuel cells for
Class 8 Long-Haul Trucks, set by DOE. Data from [35, 91].

3.4.1 Cell Voltage and Efficiency

The cell voltage and efficiency of a fuel cell depend on several variables. Firstly,
the theoretical maximum cell voltage is given by the thermodynamics of water
formation. Using Eq. 2.8, and isolating E, gives the the maximum theoretical
cell voltage that can be achieved by a specific electrochemical reaction as a
function of the change in Gibbs free energy,

E = −∆G

nF
. (3.20)

Quantity Reactants Product Difference
(kJ mol−1) (kJ mol−1) (kJ mol−1)
H2 O2 H2O ∆

G◦
f 0 0 -237.14 -237.14

H◦
f (LHV) 0 0 -241.83 -241.83

H◦
f (HHV) 0 0 -285.82 -285.82

Table 3.3: Gibbs free energy of formation, G◦
f , and enthalpy of formation,

H◦
f , at standard temperature and pressure for H2, O2 and H2O using the

lower heating value (LHV) and higher heating value (HHV) of the enthalpy of
formation. Data from [211, 212].

At standard state (20 ◦C and 1 bar), the change in Gibbs free energy of
formation of water (Eq. 3.1) is ∆G◦

f = -237.14 kJ mol−1, see Table 3.3. Using
Eq. 3.20 with n = 2 electrons, we get
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Figure 3.8: Theoretical maximum cell voltage (solid line) and efficiency (dashed
line) at standard pressure at different temperatures. Data from [199].

E0 = −∆G◦
f

nF
= 1.23 V, (3.21)

which is the theoretical maximum cell voltage that can be achieved at standard
state when no net current is produced. The change in Gibbs free energy ∆Gf

at higher temperatures than in the standard state will be lower. For example,
at 80 ◦C and 1 bar, the maximum cell voltage is 1.18 V, and at 100 ◦C and 1
bar, the maximum voltage would be 1.17 V. Figure 3.8 shows the maximum
cell voltage and efficiency at standard pressure between 20–1000 °C.

Thermodynamics also gives the maximum thermodynamical efficiency for a
PEMFC. The efficiency of an electrochemical reaction is the ratio between the
useful energy, ∆G and the total energy, given by the change in enthalpy, ∆H.
The change in enthalpy for the formation of water is ambiguous, as it depends
on whether the product is steam or liquid water, giving the lower heating value
(LHV) or the higher heating value (HHV), respectively (see Table 3.3). Using
HHV, that is, assuming that the product is liquid water, the change in enthalpy
for the formation of water under standard conditions is ∆H◦

f = -285.82 kJ
mol−1, which results in a maximum efficiency of

ϵ =
∆G◦

f

∆H◦
f

=
−237.14

−285.82
= 83%, (3.22)

at standard state. This can be compared to the maximum thermodynamic
efficiency of a combustion engine, which is limited by the Carnot efficiency. A
combustion engine operating at TH = 400 ◦C with an exhaust temperature of
TC = 50 ◦C, has a maximum efficiency of
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ϵCarnot =
TH − TC

TH
= 52%, (3.23)

but a real engine will have a lower efficiency due to, e.g., friction and heat losses.
Thus, the thermal efficiency of a typical diesel engine ranges between 30–35%.
Combustion engines can approach the theoretical efficiency of electrochemical
processes, especially at higher operating temperatures. For instance, at tem-
peratures around 700 ◦C, the Carnot efficiency of a combustion engine can
approach that of a PEMFC. Despite this, electrochemical processes generally
maintain higher efficiencies at a broader range of temperatures, as they do not
rely on high-temperature thermal gradients to operate, and avoid significant
energy losses due to mechanical friction and exhaust heat.

3.4.1.1 Voltage Losses

However, a real fuel cell system will work at less than 83% efficiency and operate
at voltages below 1.23 V, typically between circa 0.6–1.0 V. The thermodynamic
efficiency of a fuel cell operating at a cell voltage Ecell lower than the theoretical
maximum can be described by

ϵreal = 0.83
Ecell

E0
. (3.24)

This loss of efficiency is caused by overpotentials. The real cell voltage Ecell

can be described by

Ecell = E0 − ηkinetic − ηohmic − ηconcentration, (3.25)

where E0 is the thermodynamic equilibrium cell voltage at no current, ηkinetic
is the kinetic overpotential, ηohmic is the ohmic overpotential and ηconcentration
is the mass transfer overpotential. Different type of overpotentials will be
dominant in the low, medium and high current regions, see Figure 3.9.

Open Circuit Voltage An ideal membrane should not allow for any gases
to permeate through it. However, in reality, there will always be some amount
of gas that cross over through the membrane. In particular, this issue becomes
more pronounced as the trend for state-of-the-art membranes is to make them
thinner and thinner [124]. Small amounts of H2 cross the anode to the cathode
through the membrane. This leads to a mixed potential at the cathode, where
ORR and HOR now occur at the same electrode, and the open-circuit voltage
(OCV, the cell voltage at which no current flows through the cell) decreases
until the current from ORR matches the current from HOR due to hydrogen
crossover. This results in a noticeable voltage drop of the OCV of around
200–250 mV from the theoretical value of 1.23 VRHE down to slightly below 1
VRHE [121]. OCV losses due to H2 crossover are worse for thinner membranes
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Figure 3.9: Theoretical polarisation curve at 20 °C based, on Eqs. 3.25–3.28,
and corresponding power density. The polarisation curves were constructed
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mV dec−1, exchange current density (i0,OOR) of 10× 10−6 Acm−2, a catalyst
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[121, 124], as hydrogen crossover rates increase. H2 can react directly with
O2 on the cathode, forming water and releasing excess heat, which can lead
to local hotspots leading to membrane thinning and pinhole formation, which
in turn can further increase hydrogen crossover rates. The mixed potential
that decides the OCV is also partly influenced by the mixed potential of the
partially oxidised surface of the Pt/PtO catalyst [121].

Activation Losses At low currents, the voltage loss is dominated by kinetic
losses. Slow kinetics and high activation barriers to initiate the ORR reaction
on the cathode need to be overcome by applying higher overpotentials, which
leads to a highly nonlinear loss of voltage in the low-current region. Kinetic
losses, also called activation losses, are described by the Tafel equation.

ηkinetic = b log
i

i0
, (3.26)

where b =RT/αnF is the Tafel slope, i0 is the exchange current density, and i
is the cell current density. Activation losses are mainly governed by the kinetics
of the catalyst material and the catalyst loading. Better-designed catalysts,
with larger exchange current densities i0, help improve performance in the
kinetic region, and degradation of the catalyst, e.g., by loss of surface area
leading to a decrease in i0, leads to higher kinetic losses. The cathode typically
contributes substantially more to the activation overpotential and voltage loss
than the anode at a given current density, as the HOR exchange current density
i0,HOR ≈10× 10−1 Acm−2 is many orders of magnitude higher than the ORR
exchange current density i0,OOR ≈ 10 × 10−6 Acm−2 [205, 206], see Figure
3.10.

Ohmic Losses Once the kinetic barriers have been overcome, the drop in
voltage will mainly come from internal resistance in the fuel cell due to both
ionic resistance and electronic resistance. This ohmic resistance regime is
characterised by a linear dependence between the voltage and current according
to Ohm’s law,

ηohmic = iR, (3.27)

where R is the cell resistance. The ionic resistance comes from the movement of
H+ throughout the membrane and the ionomer, and will be affected by the type
of ionomer used, the thickness of the membrane and the humidification levels.
Electronic resistance comes from the internal resistance in the CL and the
GDL, and the contact resistance at the interfaces between each component of
the fuel cell. Typically, the ionic resistance is much larger and more influential
than the electronic resistance.

Mass Transport and Concentration Losses Mass transport losses in a
fuel cell occur due to the challenges associated with transporting H2 and O2

within CLs and GDLs. The rate at which these reactants can diffuse through
the GDL and CL to the reaction sites is inherently limited.
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Figure 3.10: Overpotential contribution of the anode (hydrogen oxidation)
and the cathode (oxygen reduction) on Pt at room temperature, based on
the Tafel equation (Eq. 3.26), with α = 0.5, i0HOR = 10× 10−1 A cm−2

Pt and
i0ORR = 10× 10−6 A cm−2

Pt . The resulting cell voltage is the difference between
the anode and cathode potential. Due to the fast kinetics of the HOR on Pt,
the overpotential contribution from the anode is negligible for any reasonable
current densities.

Anode mass transport losses are generally minimal because H2 diffuses relatively
quickly through the GDL and CL. Additionally, the anode experiences fewer
mass transport issues since water is transported away from it to the cathode via
electro-osmotic drag, reducing the risk of flooding. In contrast, mass transport
losses at the cathode are more significant, mainly due to the slower diffusivity
of O2 and the increased susceptibility to flooding. As O2 is consumed, the
partial pressure of O2 decreases near the catalyst. This leads to a decrease in
cell potential according to the Nernst equation (Eq. 2.12). This is particularly
noticeable if the consumption of O2 is large compared to the gas flow, as areas
far from the inlet can be completely depleted of O2.

At very high current densities, the current reaches a limiting current, as the mass
transport of reactants to the reaction site will be insufficient to replenish O2 or
H2, or the removal of water will be to slow. This issue is further exacerbated
by the increased rate of water production at higher current densities, raising
the risk of water blockage and worsening gas transport issues. Mass transport
losses can be described as a function of the limiting current ilim [213],

ηconcentration = −RT

nF
ln

(
1− i

ilim

)
. (3.28)

An insufficient gas supply can lead to unnecessary mass transport limitations
and local gas starvation. Hence, gases are typically supplied at an over-
stoichiometric value, that is, more gases are supplied than are consumed for a
given current density. Bad water management, loss of hydrophobicity in the
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GDL due to degradation, or poor flow field design can all lead to problems of
flooding and mass transport limitations.

3.4.1.2 Effects of Partial Pressure of H2 and O2

For ideal gases, the activity a used in Eq. 2.4 can be expressed as

a =
Pa

P ◦ , (3.29)

where Pa is the partial pressure of species a and P ◦ is the standard pressure, i.e.,
100 kPa. Thus, for a fuel cell that uses gaseous reactants, assuming the water
product is steam, the Nernst equation (Eq. 2.12) can be rewritten as

ECell = EΘ
Cell +

RT

4F
ln

P 2
H2

PO2

P 2
H2O

, (3.30)

where PH2 , PO2 and PH2O are the partial pressures of H2, O2 and H2O, respect-
ively. From this expression, individual contributions from the change in the
partial pressures of H2 and O2 can be isolated. If the pressure of H2 changes
from PH2,1 to PH2,2 the cell voltage changes by

∆EH2
=

RT

2F
ln

PH2,2

PH2,1
(3.31)

and similarly, if the O2 pressure changes from PO2,1 to PO2,2 the voltage shifts
by

∆EO2
=

RT

4F
ln

PO2,2

PO2,1
(3.32)

Thus, if the partial pressure of H2 or O2 increases, the cell potential increase.
In practice, this means that the cell potential is increased if the whole system
is operated under pressure, as that leads to an increase in the partial pressure
of the reactants, and that the cell voltage is higher if the system is run on
pure oxygen (100% O2) rather than with air (≈ 21% O2). However, air is still
often preferred, as using air is often more practical from a supply standpoint
as ambient air can be used rather than needing a separate tank for onboard O2

storage.

If the fuel cell is operated at elevated temperatures, for example 90–120 ◦C, the
partial pressure of water needs to be increased if the RH is to remain the same,
since the saturation pressure of water increases with temperature. However, if
the total system pressure is kept the same, it follows that the partial pressure
of hydrogen and oxygen decreases at elevated temperatures. According to
Eq. 3.32, this leads to a decrease in cell potential. It has been reported that
this decrease in partial pressure of oxygen leads to a lower OCV and reduced

,

.
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performance of PEMFC when operated at intermediate temperatures (IT-
PEMFC), i.e., around 100 ◦C to 120 ◦C, as compared to conventional operation
temperatures of 80 ◦C or below [121, 214].

3.5 Fuel Cell Degradation

As mentioned in Chapter 1, one of the primary challenges facing PEMFC is
the lifetime, related to harsh operating conditions. These conditions, which in-
clude potential cycling, start-up/shutdown cycles, freeze/thaw cycles, humidity
cycling, contamination, and chemical poisoning, contribute to the degradation
of various components of the fuel cell [215–219]. Table 3.4 lists some common
degradation phenomena that are known to occur in PEMFC and gives examples
of mitigation strategies.

Component Degradation issue Mitigation strategies

Catalyst -Catalyst dissolution dur-
ing voltage cycling

-Limit cell voltage opera-
tion window, system hy-
bridisation, develop new
materials

-Chemical poisoning
(e.g., CO)

-Feed O2 in anode, use
air filters and high purity
fuel

Catalyst support -Carbon corrosion at
high potentials

-Well-controlled start-
up/shutdown procedures
with gas purging, develop
new materials

Membrane -Chemical attack by per-
oxide radicals

-Incorporate radical scav-
engers in membrane

-Mechanical stress due to
RH cycling

-Incorporate reinforcing
backbone

-Unstable at high temper-
atures

-Develop new materials

Gas diffusion layer -Mechanical stress -Use composite materials,
reinforce, adjust thick-
ness

-Loss of hydrophobicity -Optimise, e.g., porosity
and PTFE loading

Bipolar plate -Corrosion due to acidic
environment and high po-
tentials

-Corrosion resistant coat-
ings

Table 3.4: Degradation issues and mitigation strategies of different components
in proton exchange membrane fuel cells [54, 126, 220–227].
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The degradation of fuel cell performance can be divided into reversible and
irreversible degradation phenomena. Reversible degradation often occurs on
shorter timescales, ranging from minutes to hours, and associated performance
losses can be partially or fully recovered. For example, flooding can cause a
rapid drop in cell voltage, but can also be easily reversed by increasing the gas
temperature to promote water evaporation or increasing the gas flow to flush
out excess water [178], and while CO-catalyst poisoning severely limits the
performance, it can be reversed by appropriate addition of, e.g., O2 in the anode
stream [221]. In contrast, irreversible losses often occur over longer timescales,
ranging from weeks to months, and are more challenging or impossible to
reverse. An example of irreversible loss is membrane thinning due to chemical
degradation, leading to higher rates of hydrogen crossover or membrane failure
[228].

To reach lifetime targets of 30 000 h or more with a performance loss less
than 10% (a common target for end of life performance), the degradation rate
cannot be more than a few µV per hour. Thus, every minor contribution to
performance loss matters, and risk being the lifetime limiting factor. Although
this section will primarily address the degradation of the MEA components,
it is important to note that other components of the PEMFC system also
suffer from degradation. For example, o-rings and gaskets can degrade due to
chemical and thermo-mechanical stress, while bipolar plates can corrode in the
highly acidic and humid environments of PEMFCs [196, 219, 229–231].

3.5.1 Catalyst Dissolution

In normal operation, a PEMFC operates below the OCV. When the fuel cell is
under low or no load, the cathode potential will be close to the OCV, around
0.9–1.0 VRHE. When the load increases, the cell voltage will decrease to provide
a current density to match the demand, see Figure 3.9 [232]. Furthermore,
maximum power density is typically achieved at a potential of around 0.5–
0.6 VRHE, and the 2-electron ORR pathway, which leads to unwanted H2O2

formation, becomes favourable at around 0.5 VRHE or below. Hence, there
is rarely a reason to drop further in potential [233, 234]. Thus, in normal
operation, the cathode potential typically cycles between approximately 0.6
and 1.0 VRHE, representing high and low load, respectively. As seen in the
Pourbaix diagram for Pt (Figure 2.4b), Pt shifts from a metallic state to an
oxidised state somewhere above 0.85 VRHE. That means that during normal
fuel cell operation, Pt will repeatedly cycle between being oxidised and being
reduced. This shift of state can lead to Pt dissolution, especially during the
reduction,

Pt → Pt+2 + 2e−, (3.33)

which can induce loss of catalyst material and decrease in electrochemical surface
area (ECSA) on the cathode [235, 236]. Rapid shifts in potential are particularly
harmful, as the surface does not have time to relax and redeposit Pt ions [215],
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and the majority of the Pt dissolution tends to come from the cathodic scans,
when PtO is reduced, compared to dissolution from the anodic scans [235–237].
Topalov et al. measured Pt dissolution rates during voltage cycling in 0.1m
HClO4 using inductively coupled plasma mass spectrometry (ICP-MS), and
found that dissolution started when cycling to an upper potential limit of 1.1
V or above, and that the amount of dissolution during the cathodic scan was
highly dependent on the upper potential limit [235, 236]. The Pt dissolution
on the anode is much less severe, as the anode experiences a lower and much
more stable potential close to the equilibrium potential of HOR/HER.

Another factor contributing to Pt dissolution is that smaller Pt particles
are desirable to maximise the mass activity. It has been found that the Pt
particles with the highest mass activity have a diameter in the range 2 to 5 nm
[149, 163, 238]. However, smaller particles also suffer more from dissolution
than larger particles [149]. The dissolved Pt ions can then migrate into the
membrane, where they are reduced to metallic Pt by hydrogen crossing over,
thus crystallising and forming a Pt band inside the membrane [239–241]. In
addition to material loss due to dissolution, Pt particles have been shown
to degrade by other effects driven by potential cycling, such as growing by
crystallite migration and coalescence, and Oswald ripening, and by particle
detachment and redeposition [222, 242]. These different modes of Pt ageing are
illustrated in Figure 3.11. The growth and dissolution of Pt particles results in
a decrease of ECSA and increased kinetic overpotentials. The amount of Pt
growth and ECSA loss is strongly linked to the potential limits during cycling.
In particular, a higher upper potential limit has been found to lead to a greater
loss of ECSA and Pt growth [243]. Thus, the issue with Pt dissolution can
be mitigated by limiting the voltage operating window of the fuel cell and
keeping the cell voltage as stable as possible, e.g., by hybridising the system
with batteries to balance the power demand of the fuel cell.

Catalyst degradation, such as Pt dissolution during voltage cycling between
0.6 VRHE and 1.0 VRHE, and its effect on fuel cell performance, was studied in
Paper I—III and Paper V.

3.5.2 Start-Up/Shutdown and Cell Reversal

Although the fuel cell is typically operated at less than 1.0 VRHE, the potential
can reach 1.5 VRHE if the anode is starved of H2 or if a H2/air front is formed
at the anode. This can happen during start-up/shutdown (SUSD) conditions
if the fuel supply is not properly managed, or during operation if there is local
H2 starvation due to insufficient fuel supply [244–246]. These potential peaks
are very harmful to the fuel cell, and in particular to the CL.

When a fuel cell is at rest and the exhaust is not closed, air can diffuse back
into the anode through the exhaust. In addition, air can diffuse through the
membrane from the cathode to the anode. As both the cathode and anode
are filled with air, this causes the potential of both electrodes to reach the
equilibrium potential of the ORR. As H2 is introduced into the anode during
start-up, a H2/air front will form on the anode electrode moving from the
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Figure 3.11: Possible degradation mechanisms for catalyst particles.
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inlet to the outlet, creating two distinct regions, where region 1 filled with H2

and region 2 filled with air. H2/air fronts can also form during uncontrolled
shutdown, when air diffuses in from the exhaust. The resulting regions, along
with the associated reactions, electron flow, and proton flow, are illustrated in
Figure 3.12a.

In region 1, filled with H2, the anode and cathode will be at their usual
equilibrium potentials (i.e., circa 0 VRHE and 1 VRHE respectively). However,
in the air-rich region 2, the anode potential will be around 1 VRHE, leading
to a potential difference across the anode. This potential difference will drive
local ORR and HER, causing internal current within the anode, with electrons
flowing from region 1 to region 2. Simultaneously, on the cathode side, the
potential in region 2 increases to maintain a constant potential difference of
circa 1 V across the membrane. Thus, the cathode potential can locally reach
much higher than 1 VRHE, to over 1.4 VRHE. Consequently, water splitting
(OER) and carbon oxidation (COR) can occur on region 2 at the cathode. The
internal potential difference within the cathode drives the electrons to flow
from the COR and the OER in region 2 to the ORR in region 1. The protons
needed to complete the reactions in region 1 and region 2 will travel the path
of least resistance through the membrane from the anode to the cathode in
region 1 and from the cathode to the anode in region 2. Despite these internal
currents, the cell does not generate any external current, resulting in a net flow
of zero for both electrons and protons.

Similar issues can occur due to fuel starvation when the cell is under load,
see Figure 3.12b. The anode can be locally starved of H2 due to, e.g., water
blocking the pores physically hindering gas transport or rapid load changes
without proper fuel supply management leading to fuel depletion near the
exhaust. Even without proper fuel supply, the cell must output the same
amount of current as the surrounding cells. To sustain the current demand,
electrons on the anode are instead provided by water electrolysis and carbon
corrosion occurs, see Figure 3.12b. To drive these electrochemical reactions,
the potential of the anode changes locally to well above 1.0 VRHE, while the
cathode remains under its usual conditions. This leads to a reversal of cell
voltage, and the cell acts as an electrolytic cell that uses energy provided by
the surrounding cells to drive the reactions, thus reducing the overall energy
output of the fuel cell stack.

Both uncontrolled start-up/shutdown conditions and local fuel starvation result
in COR, and hence corrosion of the carbon support. Carbon corrode into
carbon dioxide in the COR,

C + 2H2O → CO2 + 4H+ + 4e– E = 0.207 VRHE. (3.34)

While the COR has a thermodynamical equilibrium potential of 0.207 VRHE

at 25 °C [247], very high overpotentials are needed for COR to transpire at
any considerable rate, due to the sluggish kinetics of the COR. Thus, during
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Figure 3.12: Effects of a) forming an H2/air front inside the fuel cell during
start-up/shutdown events and b) local fuel starvation.

normal operation, the effect of COR is negligible. It is mostly during these
special unwanted events the potential increases above 1.0 VRHE and the effects
of COR start to be noticeable. Furthermore, there are indications that Pt is
catalysing the COR, thus exacerbating the issue of support degradation in
Pt/C catalyst [148, 245, 248].

Loss of support due to carbon corrosion means Pt particles can detach [245],
and possibly attach somewhere without electrical or ion conductivity, essentially
leaving the Pt lost and leading to a decrease of ECSA and increased kinetic
overpotentials. Furthermore, carbon corrosion can lead to loss of hydrophobicity
in the CL and GDL, and can cause a collapse of the carbon support leading
to compaction of the porous structure of the CL [245]. Both of these effects
can limit the mass transport of reactants to the catalytic sites and increase the
concentration overpotentials. Collapse and deformation of the carbon support
can also lead to an increase in the internal resistance of the cell as a result
of loss of physical contact between Pt, the ionomer, the support, and GDL
leading to increased ohmic overpotentials. All of this leads to massive losses of
activity during carbon corroding conditions [245, 249].

Carbon corrosion issues during start-up/shutdown events can be mitigated by
appropriate purging of the system during shutdown with inert gases, using
dummy loads to consume excess H2 and O2 after shutdown, or designing catalyst
supports that can withstand corrosion [245]. Several versions of gas purging and
dummy load uses have been proposed and successfully implemented, aimed at
preventing the formation of a H2/air interface [245]. However, these protocols
are suboptimal for the implementation of actual vehicular applications, as it is
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inconvenient to bring purging gases, such as N2 along with the vehicle [245].
Carbon corrosion from fuel starvation can be avoided or limited by adequate
fuel supply and well-designed GDLs and flow fields that facilitate water removal
and promote adequate gas supply.

The effects of high-voltage cycling and carbon corrosion were studied in Papers
III—IV.

3.5.3 Temperature Cycling

Fuel cells can experience varying temperatures within a broad temperature
range. Firstly, fuel cells should be able to cold start from at least −20 ◦C
[250, 251], which can be an issue due to water management. Water is both
produced in the MEA during fuel cell operation and provided externally in the
humidified gases. If this water is left in the system after the system is shut
down at subzero temperatures, the water will freeze and expand. This causes
mechanical damage to GDLs, CL and membrane, and repeated freeze/thaw
cycles greatly deteriorate the performance of fuel cells [250]. Strategies to avoid
ice formation involve purging the cell after use to remove all liquid water, and
operating the cell at low voltages, i.e, at high power, at start-up to quickly
produce much heat to raise the stack temperature above 0 ◦C [252].

Furthermore, during extreme loads, the temperature is at risk of increasing to
100 ◦C or above if the cooling system is not properly dimensioned to handle
such events. These higher temperature ranges can, as discussed in Section
3.2.1, degrade the Nafion membrane. However, so far little research has been
published on effects of PEMFC operation or degradation at 80—120 ℃, also
known as intermediate temperatures (IT). Butori et al. [214] studied the
effects on the performance of a single cell fuel cell operated at 80 ◦C, 100 ◦C,
and 120 ◦C, and found that higher temperatures does not inherently lead to
worse performance. However, the current density can be limited because of the
difficulty of keeping both the relative humidity levels and the partial oxygen
pressure high at the same time. Zhang et al.,[121] and Song et al.,[253] also
reported decrease of performance and OCV at intermediate temperatures, likely
due to high partial pressures of water vapour. Furthermore, Butori et al. also
studied the effects of IT-PEMFC operation on membrane conductivity and
hydrogen crossover rates, and saw that membrane conductivity improved and
that membrane permeability increased with increasing RH and temperature
[254]. However, they did not study the long-term effects of degradation. IT
operation could also potentially lead to increased rates of degradation of the
Pt catalyst, or the carbon support.

The effects of IT-PEMFC operation was studied in Paper V.

3.5.4 Humidity Cycling

The membranes are sensitive to humidity levels. Low RH dehydrates the
membrane, which reduces its ion conductivity and causes it to shrink. The
movement of swelling and shrinkage of the membrane can cause mechanical
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damage to the structures, e.g., in the form of cracks or tears in the membrane
[55]. Damage to the membrane can lead to fuel leakage and crossover, harming
fuel cell performance and further accelerating MEA degradation [55]. Cycling
of the RH leads to faster degradation compared to constant RH conditions
[251, 255]. Furthermore, high RH has been associated with an increase in
Pt degradation and a decrease in carbon support degradation and membrane
degradation [195, 243].

3.5.5 Pinholes

For maximum energy efficiency, the anode and cathode should be completely
separated by the membrane, with only protons being transferred via the
membrane, although in reality, some hydrogen crossover occurs naturally in a
small amount even in pristine membranes. However, pinholes can be generated
in the membrane due to physical defects, mechanical stress, and chemical
degradation, causing hydrogen crossover rates to increase massively [256, 257].
This reduces the OCV, reduces efficiency and further increases the degradation
rates or leads to membrane failure.

3.5.6 Chemical Damage and Poisoning

The components of the fuel cell can suffer from chemical damage, poisoning,
and contamination. Impurities and contaminants can come from within the fuel
cell system itself. The highly acidic conditions of the PEMFC, coupled with
high potentials and a high humidity environment, promote the corrosion of, e.g.,
steel bipolar plates, creating metal ions. These ions may poison the membrane
or catalyst. The protons inside the membrane that facilitate proton conduction
can be exchanged for metal cations, thus reducing the proton conductivity.
Furthermore, Fe+ ions from steel bipolar plates can catalyse the conversion
of H2O2 to hydroxyl and peroxyl radicals that increase the rate of membrane
degradation [202]. The effects of free radicals can be reduced by introducing
free radical scavengers, such as ceria, into the membrane [54]. Steel bipolar
plates are often coated with corrosion resistant materials to reduce the corrosion
of the bipolar plates [57, 258].

Moreover, contaminants can also come from outside sources, e.g., via the fuel
or air supply. For example, if H2 is produced by steam reforming, CO can be
present in the fuel at concentrations up to 100 ppm [221]. This is a considerable
issue as CO binds strongly to the Pt surface at low potentials,

CO + Pt → Pt− CO. (3.35)

When CO binds to Pt, it effectively blocks catalytic sites and reduce the
available ECSA, thus poisoning the surface and reducing the activity of the
catalytic layer. CO poisoning can lead to considerable performance loss at CO
concentrations of only a few ppm [126]. CO poisoning is mostly an issue on the
anode, since that is where the potentially contaminated H2 is supplied, and
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any CO present on the cathode would immediately be oxidised to CO2 due to
the oxidative environment of high potentials and presence of O2,

Pt− CO+ Pt−OH → CO2 + 2Pt + H+ + e–. (3.36)

Fortunately, it has been found that injecting 2–5% O2 into the anode feed
completely reverses the effects of CO poisoning [221], and the use of a Pt alloy as
an anode catalyst, such as PtRu, has also been shown to increase CO tolerance
[259]. The inclusion of Ru has two effects. Firstly, Ru decreases the binding
energy of CO to Pt, and secondly, Ru can bind OH stronger than Pt, which
can then react with CO to form CO2 [259]. Furthermore, CO adsorption on
Pt is strongly dependent on temperature. An increase of working temperature
reduces the effects of CO poisoning, and at 125 °C, CO concentrations up to
0.1% can be tolerated [260]. Other contaminants can also be introduced to
the cathode electrode from the outside environment if using, e.g., ambient air.
Air filters can be used to minimise the amount of contaminants that reach the
cathode.

3.5.7 Mitigation Strategies

Although some degradation of components is inevitable, the effects can be
minimised. Two main strategies can be used to mitigate the degradation issues
of PEMFCs and improve their lifetime. Either more durable materials can be
developed to withstand harsh operation conditions, or fuel cell operation can
be carefully controlled to prevent the most damaging operation conditions. To
implement either strategy, studies need to be done on the effects of different
conditions on the fuel cell components, so that degradation mechanisms can be
better understood and avoided.



Chapter 4

Experimental Techniques

In this chapter, I will provide a brief introduction to the theory and principles
behind the techniques used in the work that form the basis of Paper I–V.
For more information on experimental details, the reader is referred to the
appended papers.

4.1 Electrochemical Measurements

Due to the nature of fuel cells, electrochemical methods and characterisation
techniques are of great importance for fuel cell research. In this section, I
will give an introduction to some fundamental characterisation techniques in
electrochemistry and some of the most important techniques utilised in Paper
I–V.

4.1.1 Set-Ups

Two main types of electrochemical setups have been used in the work included in
this thesis: the electrochemical half-cell and the single-cell test station. The half-
cell is a good tool for measuring the intrinsic behaviour of catalysts by isolating
individual processes. The controlled environment allows for detailed analysis of
catalyst performance. However, conditions in half-cells often differ significantly
from those in real fuel cells, making it challenging to directly extrapolate half-
cell results to real-world applications. In contrast, the single-cell setup closely
mimics the conditions of real fuel cells, providing insight into how catalyst
materials perform in realistic environments. However, while this setup offers a
more practical evaluation, it also involves many interconnected components,
making it difficult to isolate the effects of individual materials.

4.1.1.1 Liquid Half-Cells

In an electrochemical half-cell, each half-reaction of the electrochemical reaction
can be studied separately. The simplest version of an electrochemical cell

53
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Figure 4.1: Schematic of a) a two-electrode and b) a three-electrode cell.

contains two electrodes—one working electrode (WE) on which the half reaction
of interest is occurring, and one counter electrode (CE) that acts to balance
the charge by acting as an anode or cathode to the reaction on the WE—
connected via an electrolyte. A voltage is applied between the electrodes and
the resulting current is measured, or vice versa. When currents pass through
the CE, its potential will shift, making it difficult to measure the absolute
potential of the WE accurately. To overcome this, a third electrode, known
as the reference electrode (RE), is often added to the system, making it a
three-electrode set-up. No current passes through the RE, so its potential is
kept stable at a known value. The potential of the WE is measured against the
RE, while the current is measured between the WE and the CE, see Figure
4.1. The potential of the RE depends on the reversible reactions on which it is
based. To simplify the comparison between measurements performed against
different REs, the voltage is often converted and presented against the redox
potential of hydrogen H2/H

+, also known as RHE, which is defined as 0 VRHE.
During electrochemical measurements, a potentiostat is often used to control
and measure the potential and current. The potentiostat precisely controls
the potential of the WE relative to the RE and measures the resulting current
flowing through the system.

4.1.1.2 Electrochemical Quartz Crystal Microbalance

The quartz crystal microbalance (QCM) technique is a characterisation method
in which small mass changes can be measured by tracking variations in the
resonance frequency of a quartz crystal. A good QCM setup can detect changes
less than 1 ng cm−2. In comparison, a monolayer of Pt weighs around 400
ng cm−2 [261]. Quartz is a piezoelectric material, which means that there is
a relationship between applied voltage and mechanical deformation. Coating
both side of a quartz crystal disc with electrodes (Figure 4.2a), and applying
an alternating electric field between them, will induce oscillations (Figure
4.2b). At a specific resonance frequency, the amplitude of the oscillations will
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increase. This resonance frequency will depend on the mass of the crystal and
the material on or near the surface. If mass is added or lost, the frequency will
shift.

Figure 4.2: a) Typical quartz crystal used for quartz crystal microbalance
(QCM) measurements. b) An alternating electrical field is applied over a quartz
crystal, which causes it to oscillate. c) Illustration of an electrochemical QCM
dip-holder used for measurements in Paper I. A QCM crystal is coated with
one electrode on either side, and the crystal is mounted in the dip-holder such
that the electrode of interest is exposed to the outside, and can be used as
a working electrode in an electrochemical cell. The dip-holder is made from
polyetheretherketone (PEEK), and held together using screws made from nylon.
The holder is sealed using o-rings made from perfluorinated elastomer (FFPM).

The Sauerbrey equation relates the frequency change ∆fn of the resonance
frequency of the nth overtone to the mass change ∆m as

∆fn = −n
2f2

0,n

A
√
ρqµq

∆m (4.1)

where f0,n is the initial resonant frequency of the nth overtone, A is the area
of the electrode, ρq is the density of quartz and µq is the shear elastic modulus
of quartz [262]. The Sauerbrey equation is valid only if certain conditions are
satisfied: the electrode films must be rigid and thin, and the change in mass
should be small in comparison to the initial mass of the quartz crystal [263,
264]. Preferably, the resultant frequency change ∆fn should be less than 2% of
the initial resonance frequency f0,n. If the mass changes are larger than this, a
more complex expression than Eq. 4.1 needs to be used, that take into account
the difference in density and wave propagation velocity of the quartz and the
deposited material. The rigidity criterion of the film can be checked by looking
at the change in the dissipation factor,

,
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∆D =
2∆Γ

f0,1
(4.2)

where ∆Γ is the change in half bandwidth and f0,1 is the initial fundamental
frequency. The film is considered rigid if

∆D

∆f
≪ 1

f0,1
. (4.3)

In electrochemical QCM (EQCM), one electrode of the QCM is used as the
WE in an electrochemical half-cell, allowing for measuring mass changes and
performing electrochemical measurements simultaneously. EQCM can be used
to measure, e.g., mass changes associated with oxide formation during potential
cycling and dissolution rates.

EQCM set-ups come in many variants, such as flow cells or dip holders. Figure
4.2c illustrates a dip-holder that was used for EQCM measurements in Paper
II. A quartz crystal coated with a Pt and an Au electrode is mounted in
the dipholder, so that the Pt electrode is exposed to the outside, where it
is in contact with the electrolyte. This allows for using the Pt electrode as
a working electrode in an electrochemical cell, while applying an alternating
current field between the Pt and Au electrode to measure the shift in frequency
response.

4.1.1.3 Fuel Cell Test Station

While fuel cells intended for commercial applications are often large and made
of stacks, small-scale single-cell setups can be used for research purposes to
study catalyst behaviour under realistic fuel cell conditions while minimising
material consumption. Figure 4.3 shows the schematic of the setup used for
measurements in Paper I and Paper III–V. The flow rates of the gases
and their composition (H2/Ar for the anode and O2/Air/Ar for the cathode)
are controlled using mass flow controllers. Before entering the fuel cell, the
gases pass through humidifiers to increase their RH. The humidifiers work
by bubbling the gases through water, and the RH levels are controlled by
controlling the temperature, and hence the water saturation pressure, of the
humidifiers. The RH levels of the gases are measured using humidity sensors
at the inlet and outlet of the fuel cell. The temperature of the ingoing and
outgoing gases is measured using thermocouples. The pressure of the gases are
regulated using back pressure regulators placed at the outlets and monitored by
pressure gauges at the fuel cell inlet. The humidifiers, gas tubes, and fuel cell
are all individually heated using heating tapes connected to thermocouples. A
potentiostat is used to control and measure the potential and current between
the anode and the cathode of the MEA in the fuel cell. The test station is
controlled and automated via a LabVIEW script.

,
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During fuel cell measurements, the fuel cell operates as a two-electrode system,
where the cathode acts as the working electrode, and the anode works both
as the counter electrode and as a reference electrode. If the anode is in a
H2 rich environment and the currents are relatively small so that the anode
overpotential is small, the anode will act similarly to a reversible hydrogen
electrode due to the fast kinetics of the HOR on Pt [205]. Thus, the cathode
potential will essentially be the same as the cell voltage (see Figure 3.10), and
the whole system will behave similarly to a three-electrode set-up. This is the
case for the cell used in Paper I and Paper III—V, since the cell is working
under high flows of pure H2 and the cell is relatively small, thus the H2 pressure
difference between inlet and outlet of the electrode area will be negligible. Thus,
the anode can be used as a reference electrode and eliminates the need to
add an additional electrode to the set-up, which would greatly complicate the
set-up. The fuel cell used in this set-up is a 5 cm2 single-cell using graphite flow
fields with a serpentine flow field pattern. Graphite flow fields are commonly
used in research because of their superior resistance to corrosion, assuming it
is not the bipolar plate material that is under investigation. Although graphite
flow fields are thicker than stainless steel flow fields, this is generally not a
concern in single-cell measurements for research and development purposes,
where weight or size optimisation is often less critical. The MEAs used in the
fuel cell are assembled according to Figure 3.6a and inserted into the fuel cell
according to Figure 3.6b. The compression rate of the GDLs is controlled by
the use of appropriately thick glass fibre reinforced Teflon gaskets, and the cell
is closed using a torque force of 12Nm in Paper I and Paper III, or by using
a 1.5 bar pneumatic pressure in Paper IV and Paper V.

4.1.1.4 A Note on the Difference Between Fuel Cell and Half-Cell
Measurements

Often, performance and degradation of catalyst materials for PEMFCs are
studied in three-electrode half-cells. However, due to the considerable difference
in conditions between half-cells and PEMFC, results obtained in either set-up
type may differ substantially, and it can be difficult to extrapolate the results
obtained in half-cells to PEMFC [265, 266]. Half-cell measurements, such as
rotating disc electrode (RDE) measurements, are used to monitor one half
of the redox reaction at a time, either the oxidation or the reduction, at the
electrode surface. To do so, the catalyst material in question is deposited on the
electrode, which is dipped into a liquid electrolyte, often 0.5m H2SO4 or 0.1m
HClO4. Because of the liquid environment, the mass transport of oxygen is poor,
and thus RDE measurements are limited to low current densities. Typically,
in RDE measurements, the ORR performance of a catalyst is evaluated at
potentials around 0.9 VRHE, far from the high current densities at 0.6 VRHE

relevant for practical fuel cell operation. Furthermore, half-cell measurements
are most often performed at room temperature and at ambient pressure. Thus,
half-cell systems are inherently different from PEMFCs, which operate at
elevated temperatures, using gaseous reactants and solid electrolytes, and at
elevated pressures. Table 4.1 highlights some key differences in the operation
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Figure 4.3: Schematic of the single-cell test station used in this thesis work.
At the inlet, mass flow controllers control the mass flow and stoichiometry of
ingoing gases (H2 and Ar for the anode and Ar, synthetic air and pure O2 for
the cathode). The gases are passed through humidifiers before entering the
fuel cell. Thermocouples and humidity sensors are connected to both the inlet
and outlet of the fuel cell to measure temperature and RH levels of the ingoing
and outgoing gases. Back-pressure controllers are connected to the outlets, and
the pressures are measured using pressure gauges connected to the inlets. The
fuel cell is controlled by a potentiostat, and the test station is controlled via a
LabVIEW program. The humidifiers, tubing and fuel cell are all insulated and
heated, which is not depicted in the figure.
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conditions between PEMFCs and half-cells. According to Lazaridis et al. [266],
durability trends measured in RDE setups are not transferable to PEMFCs
due to differences in Pt dissolution/redeposition rates and non-CL degradation
that cannot be reproduced in the simplified electrode used in RDEs. Imhof et
al. [267] tried to recreate MEA degradation in RDE experiments by increasing
the temperature in the RDE to 80 ◦C, and by changing the ionomer/carbon
ratio to a closer match to that of the MEA, yielding a more similar degradation
of the electrochemical performance. Yu et al. [268] also noted the discrepancies
between the results obtained from the half-cell measurements and the MEA
measurements using the same testing protocol in both set-ups. They tried
to alleviate this issue by changing the testing conditions in the half-cell until
the results match those obtained in an MEA, e.g., by changing the potential
limits and electrolyte used in the half-cell measurements. However, it is not
clear how such changes in the operating conditions should be applied when
looking at other catalyst materials or when studying other types of degradation
phenomena.

An example of the discrepancy between half-cell measurements and PEMFC
measurements involves Pt-rare-earth-metal alloys. These alloys show great
enhancement in activity in half-cell testing, and due to the large negative
heat of formation between platinum and rare earth metals they have been
hypothesised to have good stability in PEMFCs [47–50]. However, they have
been shown to suffer degradation and dealloying when introduced to PEMFC
environments. For example, PtY alloys have shown good activity under RDE
conditions, but in PEMFC measurements they show little improvement in
activity or stability compared to the Pt catalyst [269].

Parameter PEMFCs Half-Cells
Electrolyte Solid polymer Liquid
Reactants Gaseous Dissolved in liquid
Temperature 20 ◦C–120 ◦C Room temperature
Overpressure Up to 2 barg 0 barg
Mass-transport regime Gas phase diffusion Liquid diffusion
Mass-transport limited current >4A cm−2 <10mAcm−2

Table 4.1: Typical operating conditions for PEMFCs and liquid half-cells.

Thus, while half-cells and similar techniques might be a good tool to quickly and
cheaply screen the viability of new material candidates, much care should be
taken when extrapolating those results to real PEMFC performance. If possible,
experiments should be performed in an environment as close as possible to that
of the intended end use.

4.1.2 Electrochemical Methods

Electrochemical reactions have several important characteristics, such as the
relationship between voltage and current, which can be probed using various
electrochemical methods, some of which will be described here.
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4.1.2.1 Cyclic Voltammetry

In cyclic voltammetry (CV), the potential between the RE and the WE is
cycled linearly between two potential values, and usually the current is then
plotted against the potential of the WE. The resulting plot is known as a
cycling voltammogram, which is also shortened as CV. CVs can be used to
study the electrochemical properties of an analyte in the electrolyte solution
or of the electrode surface itself. Positive currents come from oxidation on
the WE, and negative currents come from the reduction on the WE. In each
scanning direction, characteristic peaks will appear from oxidation/reduction
of species. These features will depend on the electrode, analyte, and electrolyte,
and can be used as a fingerprint of sorts to identify materials if the material in
question has any electrochemical reaction taking place in the potential window
used. CVs can also be used to identify whether reactions are reversible, if
reactions are limited by kinetics or mass transfer, and if the surface is changing
over time due to, e.g., the formation of a monolayer.
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Figure 4.4: Typical cyclic voltammogram of polycrystalline Pt in 0.5m H2SO4

in an inert atmosphere.

Of special interest to PEMFC research is the typical CV of polycrystalline
Pt in acidic conditions, see Figure 4.4, which has three main regions in which
different electrochemical processes dominate. Below 0.4 VRHE is the region
associated with hydrogen underpotential deposition (HUPD) and desorption.
During cathodic scans, i.e., negative scans, H+ ions begin to bind to the
Pt atoms on the surface, starting from around 0.4 VRHE, leading to distinct
current peaks. At 0 VRHE, hydrogen evolution begins, and cycling further down
in potential would lead to large negative currents from hydrogen evolution.
Increasing the potential from 0 VRHE, during anodic scans, will cause the
H+ adsorbed to the surface to instead desorb. Different crystal facets of Pt
have different adsorption/desorption energies and thus the peaks appear at
different potentials. Thus, each peak in the adsorption/desorption current is
associated with a specific Pt crystal plane and can be used to identify the
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Figure 4.5: Illustration of the electric double layer formed at the interface
between an electrode and an electrolyte, and the resulting potential distribution
in the electrolyte.

crystal structures present on the surface of the sample. The CV in Figure 4.4
show signs of HUPD peaks from the Pt crystal planes Pt{111} and Pt{110}
[270, 271], typical of polycrystalline Pt surfaces.

The flat region between 0.4 and 0.7 VRHE stems from the double layer capacit-
ance. When the electrode potential changes, a surplus or deficit of electrons will
accumulate near the surface in the electrode, even if no other electrochemical
reactions are taking place. In turn, this will attract ions in the electrolyte,
creating an electrical double layer, which acts as a capacitor (see Figure 4.5).
The total charge stored in the electric double layer will depend on the applied
potential and the electrode surface area. The current from charging the double
layer is proportional to the scan speed, and the capacitance C of the double
layer is defined as

C =
∂Q

∂E
, (4.4)

where ∂Q is the change in charge and ∂E is the change in potential. Thus,
if the potential is held at a specific point, the electric double layer will be
stable, and no current from charging the layer will arise. The double layer is
charged throughout the whole CV, hence its contribution has to be accounted
for when studying other effects in the CV. The double layer is proportional to
the total chargeable area, which in the case of a Pt/C electrode is the sum of
the electrochemically available Pt surface and the carbon surface.

Continuing the anodic scan, at around 0.9 VRHE, OH binds to the surface, and
at 1.0 VRHE, Pt-O starts to form. The surface oxide layer continues to grow
at higher potentials, and somewhere after 1.23 VRHE, oxygen evolution will
become the dominant process. During cathodic scans, the Pt-O that has been
formed is reduced to metallic Pt at about 0.8 VRHE.

4.1.2.2 Electrochemical Surface Area

The ECSA of the Pt can be determined from the blue marked region in the
CV in Figure 4.4, or equivalent region from the cathodic scan. Consider the
region between 0.0 and 0.4 VRHE. The currents in this region comes from
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HUPD adsorption/desorption to the Pt surface during cathodic/anodic scans,
respectively. Every H+ takes/gives an electron when it is adsorbed/desorbed.
Assuming that every Pt atom on the surface has adsorbed one H+ ion, the
total charge associated with hydrogen adsorption Q can be determined by
integration the current I versus time t in this region,

Q =

∫
I dt =

∫
I dE

dt

dE
(4.5)

where E is the potential and dE/dt is the scan speed. Note that the current
from these types of reactions are proportional to the scan speed, and that the
total charge associated with the process is the same even if the scan speed
is varied. When using Eq. 4.5, the charge associated with the double layer
capacitance should be subtracted. Dividing Q with the charge of one adsorbed
monolayer σ, gives the electrochemical surface area

AECSA =
Q

σ
. (4.6)

The surface charge of a monolayer σ depends on the type of metal or metal
alloy and the dominant crystal facets. For polycrystalline Pt, the surface charge
of one monolayer of hydrogen is usually set to σPt = 210 µC cm−2

Pt , which is an
average of the surface charge of the most common crystal facets [272, 273]. For
HUPD on Pt, it is sometimes assumed that integrating from the double layer
region to the lower peak in the cathodic scan (see Figure 4.4) corresponds to a
77% hydrogen coverage [272], which gives the formula for the ECSA as

AECSA =

∫
I dE

0.77 σ dE
dt

. (4.7)

For fuel cell research, the surface area of Pt A is often presented as ECSA per
mass Pt, as the mass utilisation of the metal is of interest. This is calculated
by

AECSA/mass =
Q

σLAgeo
, (4.8)

where L is the Pt loading of the sample and Ageo is the geometric surface area
of the electrode.

Other reactions with distinguishable peaks in the CV can also be used to
determine the ECSA in a similar fashion, such as the reduction of a metal on
the surface or CO-stripping, or by measuring the capacitance of the double
layer [274]. During CO-stripping, the usually undesirable affinity of CO to

,



4.1. ELECTROCHEMICAL MEASUREMENTS 63

CO-oxidation

0C
u

rr
e

n
t 

d
e

n
si

ty

E (V
RHE

)
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

CO-stripping

Baseline

Integrated area

Figure 4.6: Typical behaviour of CO-stripping of polycrystalline Pt in 0.5m
H2SO4 in an inert atmosphere. First scan (solid blue line) causes all absorbed
CO on the Pt surface to oxidise, and the second scan (dashed grey line) is used
as a baseline when integrating. Note that the peaks associated with hydrogen
desorption are suppressed during the first scan as CO binds strongly to the
surface, blocking all sites from hydrogen adsorption.

bind strongly to many surfaces, otherwise known as CO-poisoning, is used
to an advantage. The catalyst surface is flushed with CO for a few minutes
while the catalyst surface is held at a low potential, typically around 0.2 VRHE.
CO will then bind to all available surface sites. While continuing to hold the
electrode potential steady, the surface is flushed with an inert gas such as Ar,
until all CO except for the CO bound to the catalyst surface is removed. While
still under an inert environment, the electrode potential is scanned up to at
least 1.0 VRHE. At around 0.8 VRHE, CO undergoes oxidation to form CO2,
resulting in a large current peak, see Figure 4.6. Another CV is performed
immediately after to be used as a baseline. The current from the CO oxidation
peak is integrated according to Eq. 4.5, and the ECSA is calculated according
to Eq. 4.6, using a surface charge σPt,CO = 420 µC cm−2

Pt , i.e., twice that
of a monolayer of hydrogen as two electrons are transferred per CO being
oxidised.

4.1.2.3 H2 Crossover

Linear sweep voltammetry (LSV) is a technique similar to CV, with the
difference being that the voltage is only swept in one direction, between two
voltages at a set scan speed. LSVs can be used to measure H2-crossover through
the membrane in a fuel cell, which is a process that leads to fuel inefficiencies
and lower cell performance and thus is of importance to monitor. To measure
H2-crossover, the potential is swept through the double layer region, typically
from 0.3 VRHE to 0.7 VRHE, where the contribution from HUPD or Pt oxidation
is negligible, at a slow speed, typically around 1–2 mV/s, to avoid contributions
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from charging the double layer [275]. During these measurements, the anode is
supplied with H2 gas, while the cathode is supplied with an inert gas such as N2

or Ar. Since the cathode gas is inert and the double layer does not contribute
significantly at such slow scan speeds, the current can be assumed to come from
electrochemical oxidation of H2 gas crossing over from the anode through the
membrane. The oxidation of any crossover H2 can be assumed to be immediate
due to the high overpotential compared to the hydrogen reduction equilibrium
potential (0 VRHE). The crossover current i0 resulting from H2 crossover can
be evaluated by making a linear fit to the data,

i(V ) = i0 +
V

rint
(4.9)

where i0 is the crossover current, and rint is the internal cell resistance. The
current i0 can then be converted to H2 flux, by dividing it with Faraday’s
constant F and remembering that each H2 produces two e–,

JH2 =
i0
2F

. (4.10)

The hydrogen crossover can also be measured by another similar method,
chronoamperomtery (CA), where the potential is held for a few minutes at
a few potentials in the same range, between, e.g., 0.3 VRHE and 0.7 VRHE.
The current for each potential is measured as an average at the end of each
potential hold. The hydrogen crossover is then calculated in the same way as
before, using Eq. 4.9 and Eq. 4.10.

4.1.2.4 Polarisation Curves

The performance of an electrocatalyst can be evaluated using polarisation curves.
Polarisation refers to the overpotential, or deviation from the equilibrium
potential, of the reaction in question. Polarisation curves are typically plotted
as E vs. j or log j, even when E is the independent variable that is being
controlled during the experiment, and shows what overpotentials are needed
to reach a certain current density. Polarisation curves can be used to probe
reaction kinetics, determine the Tafel slope and exchange current density, and
study mass transport limitations. Polarisation curves can be obtained by
performing an LSV between two potentials within the operating window of
the fuel cell/catalyst, e.g., 0.5 VRHE and OCV, in the presence of reactants
for the relevant reaction to be studied, i.e., H2 and O2/air. Figure 4.7 shows a
typical polarisation curve measured in a single-cell PEMFC fed with H2 and
synthetic air. If using a scanning technique, polarisation curves should be
performed at low scan speed to avoid currents from charging the double layer.
Polarisation curves can also be measured by chronoamperomtery (CA) or the
similar method chronopotentiometry (CP). In CA, the potential is instead held
for a few minutes at a few potentials in the range of interest. In CP, the current,
rather than the potential, is held constant for a period of time at a few current

,
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Figure 4.7: Typical polarisation curve (solid line) and high frequency resistance
(dashed line) measured in a single-cell PEMFC. Measurements were performed
while feeding H2 and air to the anode and cathode, respectively, and under 1.5
barg overpressure.

densities in the operating window. By their static nature, CA and CP types
of measurements naturally exclude effects from charging of the double layer,
and are therefore often preferred for accurate measurements of, e.g., kinetic
parameters.

4.1.2.5 Electrochemical Impedance Spectroscopy

Electrochemical impedance spectroscopy (EIS) is a method in which impedance
Z is typically measured by applying an alternating potential E to a system
and measuring the current response I, where

Z =
E

I
. (4.11)

The impedance Z is often expressed as an imaginary number, where Re Z
corresponds to the normal resistance, i.e., the direct response of the current to
the applied voltage, and Im Z is a phase-shifted response of the current, due to
capacitive and inductive properties. In EIS, the frequency f of the ac-signal is
scanned from high to low frequency, or vice versa, and the resulting impedance
Z(f) is plotted either in the imaginary plane in a Nyquist plot, or Re Z and
Im Z is plotted separately in a Bode plot.

The EIS spectra can be fitted to an equivalent circuit [81]. A simple equivalent
circuit includes a resistance connected in series with a capacitor in parallel
with a resistance. A so-called Warburg element can be added to account for
diffusion processes.

Different frequency regimes give information on different processes in the cell.
Thus, EIS can be used to distinguish between contributions from different
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components and processes in the cell. The high frequency resistance (HFR)
comes from H+-resistance in the membrane, electronic resistance in the CL and
GDL and contact resistance, whereas lower frequencies can give information
about, e.g., charge transfer resistance, mass transport limitations and CL
flooding [276–279]. Figure 4.7 shows the typical HFR of an MEA measured in
a single-cell fuel cell.

4.1.2.6 Activation Procedures and Recovery

After manufacturing, MEAs typically need some kind of break-in procedure
to have stable and reproducible behaviour [280]. Exactly what effects a good
break-in procedure has in the MEA is debated, but several effects are suggested
to occur, namely: membrane hydration, catalyst activation, and reduction of
contaminants from production [280–283]. The membranes need to be humidified
to obtain optimal proton conductivity. This can be achieved by introducing the
MEA to a humid environment, e.g., by using humidified gases, or by running
the MEA at high current densities, thus letting internal water production
humidify the system. Moreover, MEAs might contain contaminants left from
production. These contaminants can be reduced and removed by applying
appropriate potentials, by exposing the MEA to a hydrogen-rich environment,
or by flushing the contaminants out by (internally produced) water. Break-
in procedures could also have a role in letting the membrane relax and get
a more favourable structure, e.g., by heating up the system, which can be
done by running at high power, thus having a high internal heat production.
Small Pt particles, while having a large surface area, do not have the highest
surface activity. By letting these Pt particles grow, by dissolving the smallest
particles, and redepositing the Pt on larger particles, the Pt might settle in
a more active form. This can be achieved by cycling the potential over the
Pt redox point, e.g., by cycling between OCV and 0.6 V. Reported activation
procedures include pre-assembly-treatments such as steaming or boiling the
MEA, or post-assembly-treatments such as voltage holding at different voltages
for different lengths of time (0.4–0.65 V for 4–48 h), current holding at different
current densities for different lengths of time (0.1–0.5 A cm−2 for 2–120 h),
immersion of MEA with hydrogen, CO-stripping and even short-circuiting of
the fuel cell [282–284]. In the work presented here, the activation typically
consisted of holding the potential at potentials between 0.6 V and 0.95 V at
high humidity and elevated temperatures for 10 h or until the performance was
stable.

Similar methods to the activation procedure can be used before electrochemical
characterisation to get more reproducible results, or, if a real stack is run,
interspersed in the running schedule to regain some of the reversible losses of
the fuel cell. Then it is often called a recovery procedure. An example of a
recovery procedure used in Paper I, and Paper III—V is voltage holding
at a low cell voltage, i.e., 0.3 V, to reduce contaminants and Pt oxides, at
full humidity and high temperature to re-humidify the membrane. The latter
might be extra important if the MEAs had been exposed to vacuum, as is the
case when we performed electron imaging of the cathode electrode, see Section
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4.2.1.

4.1.2.7 Accelerated Stress Tests

Due to the impracticality of testing fuel cell systems for target lifetimes of up
to 30 000 h (which would require almost 3.5 years of continuous operation),
accelerated stress tests (AST) are often used instead. The aim of using ASTs is
to simulate the degradation processes of the materials during real operational
conditions, so that the real degradation processes can be studied and understood,
but with testing times on the order of days and weeks, rather than years.
There are many different types of ASTs for PEMFCs, designed to simulate
different operating conditions and separate different types of degradation effects;
see Figure 4.8. ASTs can be divided into static methods, such as potential
holding, or dynamic techniques such as different types of potential, humidity,
or temperature cycling. Typically, it is transients between conditions that are
the most detrimental to a fuel cell, rather than static operation conditions,
and thus many ASTs are focussing on varying, e.g., the potential, load, or RH,
to accelerate the degradation processes. For potential variations, the faster
the potential shifts, the more damage is done to the system. As an example,
a study by Stariha et al. [215] showed that square wave cycling leads to a
five-fold increase in the degradation rate compared to triangular wave cycling
in the same potential ranges, due to faster shifts in potential during square
wave cycling. Uchimura et al. [285] made a similar study, where they compared
different AST profiles and dwell time. They found that square-wave cycling
leads to a much higher degradation rate compared to triangular wave profiles in
the same potential window, while a doubling of dwell time/cycle time only had
a minor impact for a given voltage profile. Furthermore, Uchimura et al. [285]
found that providing the cathode with either air or N2 had no considerable
effect on the degradation rate, showing that voltage cycling is much more
important regarding degradation than the gas environment at the cathode.
Astudillo et al. [286] found similar results, in which the RH level was found
to be much more influential on the degradation rate than the use of N2 or
air. However, when using air or O2 instead of an inert gas, care should be
taken when choosing the potential limits, as the cell voltage and the cathode
potential might differ substantially due to high currents, and therefore a high
iR voltage drop when air is present. As the voltage limits have a great impact
on the catalyst degradation, the voltage during an air-based AST should be
iR-compensated for for a fair comparison to be made between different ASTs.
The OCV can also shift during the course of the experiment, due to increased
rates of H2 crossover, thus a set upper potential limit is often preferred over
using the shifting OCV [286].

Voltage cycling between 0.6 and 0.95–1.0 V or OCV is often performed to
simulate degradation during normal operation of a fuel cell, while voltage
cycling between 1.0 and 1.5 V is used to simulate voltage spikes that can occur
during SUSD events [34, 215]. Wet/dry cycling of the RH can also be used,
sometimes in combination with varying voltages or loads, to study, for example,
the stability of the membrane [251]. Other types of ASTs aim to simulate
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Figure 4.8: Examples of accelerated stress test protocols for fuel cell degradation,
focused on studying the degradation of either the catalyst, the carbon support
or the membrane. Protocols taken from [215, 288, 289].

representative drive cycles in, e.g., a city, where a vehicle would typically
need to accelerate and decelerate often and idle at red lights and crossings
[287].

Although the exact correlation between AST degradation and degradation
rates during real operation may be difficult to establish, comparisons have
been made between degradation during ASTs and degradation during several
thousands of hours of regular operating. For example, a 6 000 h real world
driving test with the Toyota Mirai showed remarkable similarity in degradation
as after 30 000 cycles as a square wave AST with voltage cycling between 0.6
and 0.95 V, with a holding time of 3 s at each voltage [90].

4.2 Electron Microscopy

Scanning electron microscopy (SEM) is a characterisation method in which a
focused beam of electrons is used to image the surface of a sample [290]. Figure
4.9a shows a schematic of an SEM. A high-energy electron beam (around 0.2 to
40 keV) is focused using magnetic lenses and scanned in a raster pattern over a
sample. The electrons interact with the atoms in the sample, producing different
types of signal, such as secondary electrons (SE), backscattered electrons (BSE),
and characteristic x-rays. These signals can give information on the surface
topography and chemical composition of the sample. Due to the difference in
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energies of the SE, BSE, and x-rays, they have different mean free paths, and
thus the signals will come from different depths in the interaction volume of the
sample; see Figure 4.9b. SE comes from the electrons in the outer orbitals of the
atoms being knocked out. SE has the lowest energy of the signals and thus only
measures a few nm down in the sample. The signal strength of SE will depend,
among other things, on the angle of incidence of the sample compared to that
of the electron beam and will thus show the topography of the sample. BSE
comes from the electrons in the electron beam being elastically backscattered
from the atoms. Heavier elements backscatter electrons more strongly than
lighter elements, and thus BSE gives good contrast between areas with different
elements. BSE have more energy than SE, hence BSE signals originate from a
larger interaction volume than SE. X-rays are produced when a lower-valence
electron is knocked out of its orbit by the electron beam. A higher valency
electron jumps down to take its place, and emits photons of a characteristic
frequency in the process. Thus, x-rays provide information about the chemical
composition of the sample. X-rays have an even longer mean free path than
BSE, and thus give information from an even larger interaction volume.

SEM can be used to study samples from the macro- and microscale to the
nanoscale. Under the right conditions, an SEM can reach resolutions of less
than 1 nm. Due to the attenuation of electron beams under gas atmospheres,
conventional SEM requires imaging to be performed under high vacuum. Fur-
thermore, the sample being imaged should be electrically conductive to prevent
charge accumulation and image distortion.

Transmission electron microscopy (TEM) works on similar principles as SEM,
but instead of measuring secondary and backscattered electrons, the image is
formed by detecting transmitted electrons; see Figure 4.9a [290]. Due to the
de Broglie wavelength of electrons, they will interact with the specimen and
form an image plane, much like a normal light microscope works. However,
since the wavelength of electrons is on the order of Å, TEM can give an image
resolution where single columns of atoms can be detected. Since the electron
beam has to be transmitted through the samples, the samples have to be thin,
preferably below 100 nm. Like SEM, TEM can be operated in different modes.
Normal TEM can be used either to image the sample directly or to look at
the diffraction pattern, which can give information about either the sample
morphology or crystal structure.

4.2.1 Identical Location Microscopy

In identical location (IL) SEM and TEM, the same area of the sample is
imaged repeatedly. These methods have the strength of being able to follow
changes in the sample on the nanoscale, allowing the study of the degradation
of individual particles. IL-SEM and IL-TEM can help separate effects that with
normal SEM and TEM would not be distinguishable. For example, with IL-
SEM and IL-TEM, different types of particle degradation, such as detachment,
migration, redeposition, corrosion, and dissolution (Figure 3.11) can be clearly
distinguished, which would not be possible without having an initial reference
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Figure 4.9: a) Schematics over a scanning electron microscope (SEM, left) and
transmission electron microscope (TEM, right). In both SEM and TEM, a high
energy electron beam is focused on a sample using magnetic lenses. In SEM,
the beam is scanned in a raster pattern over the surface, and either scattered
electrons or characteristic x-rays is detected. In TEM, the electron beam is
transmitted through the sample, and the image of the sample is projected on a
fluorescent screen or a digital detector. b) Interaction volume of electrons in a
sample.
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image to compare to. By taking several intermediate IL images during a process,
the growth rate of individual particles can be calculated, and the influence of,
e.g., initial defects can be studied.

IL-TEM has previously been used to study degradation of catalyst materials
for PEM fuel cells [268, 291–296]. Mayrhofer et al. [291–293] introduced
IL-TEM to investigate the degradation of the PEMFC catalyst and illustrated
the strengths of the method by using IL-TEM to observe the degradation of
standard Pt/C during potential cycling at different potential ranges. They
reported that a potential cycling up to 1.4 VRHE leads to the growth and
detachment of Pt particles, with minimal corrosion of the carbon support [291,
292]. Perez-Alonso et al. [296] used IL-TEM to study Pt/degradation during
voltage cycling between 0.6 and 1.2 VRHE , and concluded that Pt dissolution is
the main degradation route, which led to major loss of Pt volume, with little loss
of carbon support. The IL-TEM technique has been further developed by using
tomography to reconstruct the 3D structure of the Pt/C catalyst, which presents
a unique view of Pt degradation [294, 295, 297]. There are also examples of
studies using IL-SEM to studying PEMFC catalyst degradation. Hodnik et
al. [298] used IL-SEM to study the degradation of Pt/C catalyst layer during
potential cycling between 0.2 VRHE and 1.4 VRHE, and observed considerable
Pt particle growth, with no noticeable carbon support corrosion.

However, it should be noted that these IL-TEM and IL-SEM studies have
primarily been performed in half-cell setups such as RDE, in aqueous electro-
lytes, and at room temperature. The degradation rates and main degradation
phenomena may differ in a real fuel cell operating at elevated temperatures, as
elevated temperatures increase Pt ion mobility and carbon corrosion rates, and
the gaseous environment might reduce the rate of Pt dissolution. Schlögl et al.
used IL-TEM to study degradation of Pt/C during potential holds at up to
1.3 VRHE at 60 °C and 75 °C, and found that the carbon support degradation
was considerable, which is in contrast to the results presented by Mayrhofer
et al. [291, 292], Perez-Alonso et al. [296] and Hodnik et al. [298]. This
highlight the need to carefully design experiments, especially when studying
degradation, to ensure the operation conditions are relevant for applications.
Yu et al. [268] observed differences in degradation observed with IL-TEM
and degradation observed in a PEMFC MEA, and tried to overcome these
discrepancies by tuning the conditions of the half-cell measurements used for
the IL-TEM measurements until the results matched those of the PEMFC
MEA, by, e.g., introducing Pt ions into the electrolyte, increasing the operating
temperature and changing the potential cycling window, thereby effectively
changing the degradation condition until the ‘correct’ types of degradation
were observed.

In Paper I and Paper III, IL-SEM and IL-TEM were implemented in a real
single-cell fuel cell system, and in Paper IV, these methods were used to study
the effects of SUSD cycling on the cathodic CL.

For IL-SEM, the MEAs are constructed according to Figure 3.6 and pressed
together in the fuel cell. The MEA is then removed from the fuel cell and
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the GDL of the cathodic layer is gently removed, exposing the cathode CL
(CCL). The MEA, without the cathodic GDL, is mounted on an in-house-built
SEM stage. Conducting carbon tape is placed on the corner of the CCL, and
wrapped around to connect to the metal of the stage, to allow for removal of
accumulated electrons on the sample during imaging. The MEA on the stage
is then inserted into an SEM instrument to image the surface of the CCL. The
process of removing an MEA from the fuel cell and inserting it into SEM for
imaging is shown in Figure 4.10a–i. After SEM imaging, the carbon tape is
removed, the GDL is placed back on top of the CCL, and the full MEA is
reinserted into the fuel cell for electrochemical evaluation. The CCL imaging
process is then repeated to follow the changes in surface morphology over time.
The stage used for SEM imaging ensures the same orientation of the MEA
every time and, together with the use of a coordinate system in the SEM
software, the same location of the MEA can be found and imaged repeatedly.
By systematically imaging every area starting from low magnification and
gradually increasing the magnification, the same area can be found even at
magnifications up to 200 kX, without the need for any physical marking of the
sample. Figure 4.11 shows an image series that illustrates how the same area
is located by gradually zooming in. The image series at the beginning of life is
later used as a map to relocate the same area.

Samples for TEM imaging are prepared by scraping a powder of Pt/C from the
cathodic side of a fresh 3-layer CCM. The powder is dispersed in Milli-Q water
and the solution is drop-casted on TEM grids, which are left to air dry, see
Figure 4.12a. The TEM grids are placed between the GDL and the CCL of an
MEA, constructed in the same fashion as for the IL-SEM imaging, see Figure
4.12b. After each AST session, the cathodic GDL is removed to expose the
TEM grid, which is gently lifted out for imaging. After TEM imaging, the grid
was placed back at the same location on the CCL, the GDL was placed back
on the MEA, and the full MEA was placed in the fuel cell for electrochemical
testing. The TEM grids have a notch on the edge, which helps to position
the TEM grid in the same position in the TEM grid holder each time, and
markings on the grid system, which help locate the same area of the sample,
see Figure 4.12c. After locating the correct square on the grid, the feature to
be imaged is located by gradually zooming in on the area of interest (Figure
4.12d) while comparing to reference images of the fresh sample. In this manner,
the same area and features can be located without the need to introduce any
markings to the sample.

4.3 Sample Preparation

A model system is a simplified and well-defined electrochemical system, used
to study fundamental processes like reaction rates. In particular, in the work
included here, model systems in the form of thin-film electrodes are used. By
studying the behaviour of thin films with a well-defined surface area, confound-
ing effects such as mass transport limitations, size- and shape dependence, and
catalyst-support interactions can be separated, and the intrinsic activity and
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Figure 4.10: Workflow of removing an MEA from the fuel cell for imaging
with SEM. a) The fuel cell is opened, exposing the full MEA with the cathode
facing up. The cathodic GDL is gently removed with tweezers (b), leaving the
cathodic catalyst layer exposed (c). The cathodic flow field (f) leaves visible
imprints on the GDL (e) and on the top of the CCL (f). g) Double sided carbon
tape for adhesion, and a protective piece of GDL is placed on an in-house-made
SEM stage. h) The MEA is placed on the stage, taking care to align it with
the edges, and a wrap around piece of carbon tape is attached to the edge of
the cathode catalyst layer for electrical connection with the stage. i) The SEM
stage with the MEA is inserted into SEM for imaging.
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Figure 4.11: Series of SEM images from 100 X magnification up to 100 000
X magnification from a fresh sample, illustrating how the area of the sample
was located by gradually zooming in. Blue rectangles show where the next
image in the series was taken. This image series is later used as a map when
relocating the area after AST cycling.

behaviour of the material itself can be studied.

4.3.1 Thin Film Fabrication

Electron-beam (E-beam) evaporation is a type of physical vapour deposition
used to deposit thin films of materials. A beam of high-energy electrons is
directed from a filament to an ingot of the target material of choice by using
magnetic fields. When the beam hits the target, it will heat up rapidly until it
starts to melt or sublime, leading to vapours being ejected from the surface.
These vapours are used to coat a substrate. The coating thickness is measured
using QCM, and E-beam evaporation can be used to create thin films with a
thickness of a few Å up to several µm. This method was used in Paper II
to fabricate 200 nm thick Pt thin films on quartz crystals, for use in EQCM
measurements. To help with adhesion, a 3 nm Ti layer was deposited on the
quartz crystal before the Pt layer was evaporated.

4.3.2 Preparation of Cross Sections

Cross sectional samples of CCMs (Paper I) and QCM crystals (Paper II)
were produced using a focused ion beam, in which a high-energy beam of ions
is used to mill the surface of a sample. The cross sections were then attached
to TEM grids to later be imaged with TEM.
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Figure 4.12: a) TEM grids are prepared by drop-casting a solution of Pt/C
catalyst, and letting it air-dry. b) A full MEA is assembled and inserted into
the fuel cell, with the TEM grid inserted in between the CCL and the cathodic
GDL. c) A notch at the top of the TEM grids and markings in the middle of
the grid helps with locating the correct area. d) A specific area of the sample
on the TEM grid is located by gradually zooming in.
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Chapter 5

Results & Discussion

In this chapter, I present some of the key results and discussions that form the
foundation of Paper I–V, expanding on the analysis and connecting the dots
between them. This chapter also serves as a chronicle of my own journey into
the world of fuel cells and catalysis during my doctoral years. Summarising four
years of work on a few pages is no easy task, especially given the many detours,
challenges and dead ends along the way. Those missteps are, of course, omitted
as this thesis otherwise might have been more aptly titled ‘100 Ways to Kill
a Fuel Cell’. However, these challenges have been instrumental in deepening
my understanding and refining the methodologies that led to the successful
outcomes presented here.

5.1 Mass Response and Dissolution of Pt Thin
Films

While studying catalysts in real fuel cells is invaluable for understanding
degradation effects, the complexity of the samples and testing environments
makes it difficult to isolate the individual contributions to performance loss
and catalyst deactivation, gas transport through the catalyst support, and ion
conduction through the ionomer. To address this, simplified model systems
can be employed to isolate each effect, allowing for a clearer understanding of
its impact on overall performance and degradation.

Paper II presents EQCM measurements performed on Pt thin films to invest-
igate their dissolution rate and mass response behaviour in different electrolytes
when scanning to different upper potential limits (UPL). The behaviour of Pt
was studied in H2SO4, due to its similarity to the acidic side groups of Nafion
used in PEMFC. Furthermore, KOH was used to investigate how the results of
Pt in acidic conditions compare with the behaviour under alkaline conditions.
This comparison is motivated by ongoing research efforts to develop alkaline
alternatives to PEM technologies.

77
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Figure 5.1: CVs, corresponding mass responses and mass loss per cycle of Pt
thin films cycled to different upper potential limits in 0.5m H2SO4 (a, b, and
c) or 1m KOH (d, e, and f) at 50 mV s−1 and under inert atmosphere.



5.1. MASS RESPONSE AND DISSOLUTION OF PT THIN FILMS 79

Figure 5.1a and b show CVs and corresponding mass responses of a polycrys-
talline Pt thin film in 0.5m H2SO4, measured using EQCM. The CVs are
characteristic of polycrystalline Pt measured in H2SO4, and show features of
hydrogen adsorption/desorption, charging of the electric double layer, and Pt
oxidation and reduction, as described in Section 4.1.2.1. The mass response
of the Pt thin film can similarly be divided into three distinct potential re-
gions, corresponding to the regions of different electrochemical processes in the
CV.

In the first region below 0.4 VRHE, the hydrogen adsorption/desorption region,
the surface mass decreases during cathodic (negative) scans, when hydrogen
adsorbs. Similarly, the mass increases during anodic (positive) scans when
hydrogen desorbs. This may seem counterintuitive, as one would expect the
mass to increase when hydrogen is adsorbed to the surface and vice versa, but
can be explained when taking into account what the EQCM actually measures.
The frequency of the QCM is affected not only by the mass of the crystal or
what is adsorbed to it, but also by the behaviour of the environment in the
near vicinity of the surface, which will be dragged along with the vibrating
surface. When hydrogen is adsorbed to the surface, heavier water molecules
and other ions in the electrolyte near the surface are displaced, thus less mass
is dragged along with the crystal vibration, giving an apparent decrease of
mass. Similarly, when hydrogen desorbs, heavier molecules take its place, thus
giving an apparent measured increase of the measured mass. This decrease
during hydrogen adsorption leads to a point of minimum mass, at which all
the surface have been fully covered with hydrogen and no more water is being
replaced. This point of minimum mass has previously been reported for H2SO4

to occur at around 0.05 VRHE [299], which is just at the edge of the potential
window scanned here, and is thus not visible in Figure 5.1b.

When scanning in the region dominated by charging the electric double layer
(circa 0.4 to 0.8 VRHE), the mass increases slightly due to heavier ions in the
electrolyte being attracted to the vicinity of the electrode surface as the surface
potential increases. After 0.8 VRHE during anodic scans, the mass increases
more rapidly due to oxidation of the surface, which proceeds in steps. First,
OH ions are being bound to the surface, and at around 1.0 VRHE PtO begins
to form. The mass gained during oxidation, from 0.8 VRHE to the UPL, scales
roughly linearly with the UPL, indicating that the amount of oxide formation
scales in the same fashion. When the scan direction is reversed during cathodic
scans, the mass is roughly stable until a potential of 0.8 VRHE is reached,
indicating that the formed PtO is stable in this window. However, when 0.8
VRHE is reached, the mass decreases rapidly as PtO is reduced to Pt. At about
0.6 VRHE, all oxide has been reduced, as indicated by the mass response that
has reached its preoxidation value for the double layer region.

Figure 5.1c, shows the dissolution rate of the Pt thin film, during potential
cycling to different UPLs, i.e., the difference in mass at the beginning of each
cycle. At an UPL of 1.1 VRHE or below, little to no mass is lost per cycle.
When cycling to higher potentials, the surface starts to lose mass, and the
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amount of mass lost per cycle scales with the UPL. This is in good agreement
with previously reported data from Topalov et al. [235, 236] on Pt dissolution
in acidic media. The mass loss comes from Pt being dissolved mainly during
cathodic scans [236], when PtO is reduced back to metallic Pt. During this
reduction, Pt has to settle back into its metallic state, and oxygen has to be
released from within the surface layer. When the PtO layer is thin, i.e., when
the total mass increase during oxidation is lower as it is for the lower UPLs,
the Pt is more likely to settle back on the surface. When the PtO layer is
thicker, as is the case when scanning to higher UPLs, Pt ions are less likely to
redeposit on the surface, and is more likely to be dissolved and diffuse into the
electrolyte. Hence, little to no mass loss is observed at lower UPLs, while more
and more mass loss occurs with higher UPLs. When relating these findings to
catalyst behaviour in a realistic PEMFC environment, i.e., when the potential
is cycled between 0.6 and 1.0 VRHE, the results in Figure 5.1c indicate that
very little Pt should be lost through dissolution, while potential excursions to
above 1.0 VRHE would likely increase dissolution.

The characteristic CVs and corresponding mass responses of a Pt thin film in
1m KOH is shown in Figure 5.1d and e. The CVs are distinctly different than
when measured in H2SO4, showing clearly how CVs are highly specific for the
combination of electrolyte and electrode material. Even so, the currents in
the different regions have similar characteristics and origins as when measured
in H2SO4, i.e., the CVs shows features from hydrogen adsorption/desorption,
charging of the electric double layer, and Pt oxidation and reduction. The CVs
in Figure 5.1a and Figure 5.1d are both normalised by the ECSA measured
from hydrogen underpotential deposition, so the total area under the hydrogen
adsorption/desorption peaks should be equal in both CVs.

At lower potentials, <0.5 VRHE, the current peaks comes from underpotential
deposition/desorption of hydrogen. Notably, these peaks are shifted towards
higher potentials as when compared to the CVs in H2SO4. Between circa 0.5
and 0.8 VRHE, the current is coming mainly from charging of the double layer.
Above 0.8 VRHE in the anodic scan, the current is coming from oxidation of
Pt. Notably, this current is larger per ECSA when cycling in KOH than when
cycling in H2SO4, indicating that more oxide is formed. Similarly, the current
peak from PtO reduction during the cathodic scan is larger as well, as the
current from Pt oxidation and PtO reduction should be equal. Furthermore,
PtO reduction starts at higher potentials, with a small but distinct amount of
current from PtO reduction present almost directly when the scanning direction
is reversed.

These differences between the CVs measured in H2SO4 and KOH are found
to be reflected in the behaviour of the mass responses (Figure 5.1e). Starting
at the hydrogen adsorption/desorption, the mass response in KOH have a
noticeable plateau below 0.2 VRHE, not seen in this scan window for the mass
response in H2SO4, i.e., the mass response have a local minima of mass found
at 0.2 V. This local minima of mass found in KOH is analogous to the point
of minimum mass previously identified in H2SO4 at around 0.05 VRHE [299],



5.1. MASS RESPONSE AND DISSOLUTION OF PT THIN FILMS 81

which have been attributed to the point at which a full layer of hydrogen has
been adsorbed to the surface. This mass plateau/minimum mass indicates that
a full hydrogen layer is reached at a higher potential in KOH than in H2SO4.
This is congruent with the location of the hydrogen adsorption/desorption
peaks in respective CVs. For H2SO4, the lower peak for hydrogen desorption
lays just at the limit of the scan window, at 0.05 VRHE in Figure 5.1a, which
correlates well to the previously reported point of minimum mass. For KOH,
the lower peak of hydrogen desorption is found at a higher potential, around
0.2 VRHE (Figure 5.1d), which correlates well with the higher potential of
minimum mass for KOH found in the mass response reported here. As a side
note, these lower peaks in the CVs are often used as limits when integrating
the total hydrogen adsorption currents, and the congruence with the points of
minimum mass supports the use of these peaks as well-defined cut-off points
for measuring the full surface area.

The mass response also show that more mass is gained during oxidation
(upwards scanning from >0.8 VRHE) in KOH than in H2SO4, corresponding
to the higher current density in the CVs from the KOH in this region. Also,
during PtO reduction (when scanning down from the upper potential limit
to 0.6 VRHE), the mass reduction for KOH starts more or less immediately,
albeit at a slower pace in the beginning, in contrast to the mass plateau seen
in H2SO4. This is in agreement with the earlier onset of reduction current for
the KOH CVs compared to the H2SO4 CVs.

Based on the larger amount of mass gained during oxidation in alkaline elec-
trolyte, one might be lead to think that Pt would be more prone to dissolution
in alkaline environments, since when more PtO is formed and reduced, the
likelihood of Pt redepositing should be decreased. However, that is not what
was observed here. Despite the differences in behaviour of the CVs and mass
response between Pt measured in H2SO4 and KOH, the dissolution rate per
cycle and per UPL is comparable in either electrolyte, see Figure 5.1 c and f.
As in H2SO4, no dissolution is observed in KOH when cycling to 1.0 VRHE.
At 1.1 VRHE and above, the dissolution rate scales with UPL, and the values
are similar for both H2SO4 and KOH. This indicates that the stability of Pt is
similar in either electrolyte, and that the potential ranges at which the cell is
operated are much more impactful to lifetime and degradation rather than the
pH.
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5.2 Identical Location Electron Microscopy

The remainder of this thesis is focused on investigating MEAs within a single-cell
fuel cell, with a particular emphasis on the cathode electrode. The cathode is
the focus in this thesis because it endures the most severe operating conditions,
particularly regarding electrochemical potentials and potential cycling, making
it one of the key components that limit the fuel cell’s lifetime.

Degradation of commercially available MEAs was studied under different
operation conditions in a test station equipped with a 5 cm2 single-cell fuel
cell. The test station, detailed in Section 4.1.1.3, was designed and constructed
in-house during this thesis work. Over the course of the research, the station has
undergone continuous updates and improvements. Similarly, the electrochemical
protocol has been refined to achieve more consistent and reliable performance.
As a result, while the absolute performance data may not be directly comparable
across all experiments, overall trends still tell a story. For details on the
experimental procedures, the reader is referred to Paper I, III-V, but a brief
overview of the experimental protocol is included here for the convenience of
the readers.

For IL microscopy, samples for IL-SEM and IL-TEM were prepared according
to Section 4.2.1. After initial imaging, these samples were inserted into a 5 cm2

fuel cell with the surrounding control system as described in Section 4.1.1.3.
Before stress testing, each MEA was subjected to a conditioning procedure
until a stable performance was achieved, after which the initial electrochemical
performance was characterised. After, the samples were subjected to an AST
cycling protocol, including recovery procedures, electrochemical characterisa-
tion, AST sessions and IL-SEM/TEM imaging. An overview of the protocol is
shown in Figure 5.2a, and a full description of the experimental method can
be found in Paper I, III and IV.
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5.2.1 Method Verification

Fuel cell degradation studies where the the MEA has been disassembled and
imaged under vacuum mid-run with the MEA being reinserted into the fuel
cell for further testing had not previously been presented to the best of our
knowledge. To ensure the imaging process itself did not cause extra harm to
the sample, and that only the AST cycling was causing the degradation of the
samples, several test runs were performed with and without intermediate fuel
cell disassembling or electron imaging.

Figure 5.3 shows two test runs that were performed using AST cycling between
0.6 and 1.0 V: one with intermediate IL-SEM imaging, and one reference run
without any disassembling or intermediate SEM imaging. Both experiments
were performed on MEAs from the same batch, in the same set-up and using
the same running procedure, giving similar starting points of the polarisation
curves, HFR and CVs. Electrochemical characterisations from the two runs
show little discernible differences in degradation, neither in polarisation curves,
HFR, CVs, or ECSA. The HFR is quite unstable for both runs, where the test
without IL-SEM shows some trends of an increase in HFR, which is not seen
for the test run with IL-SEM. Furthermore, the the run without IL-SEM has
a slightly better performance at high current densities, i.e., where mass flow
limitations are more prominent, at BOL compared to the run with IL-SEM,
but at the end of life (EOL), the two samples exhibits remarkably similar
performance. The absolute ECSA is a few percent lower for the sample run
with IL-SEM at BOL, but when looking at the relative decrease of ECSA,
the behaviour is almost identical between the two runs. Furthermore, the
difference between the two samples is in the range of what we would normally
see between two samples of the same batch from this specific producer, with
this version of the setup and running procedure.1 Overall, the electrochemical
data shows no significant differences between the sample run with and the
sample run without IL-SEM and, in particular, no tendency for the sample run
with IL-SEM to degrade any more than the sample run without IL-SEM or
disassembling. It should be noted that MEAs exposed to SEM imaging, and
thus was exposed to vacuum, typically exhibit poor performance right after
reinsertion. However, after a recovery procedure involving low potential holds
and exposure to fully humidified gases at elevated temperatures, they typically
regained their pre-SEM imaging performance. This could be explained by the
membrane being dehydrated by the exposure to vacuum, leading to poor ion
conductivity, which is reversed by exposure to high humidity levels. The same
recovery procedure is performed for all samples either way, to regain recoverable
losses after each AST session. From this we conclude that disassembling the
fuel cell, removing the cathodic GDL, and imaging the MEA under vacuum
do not lead to considerable degradation of the electrochemical performance
and that the behaviour we see of the CL via IL-SEM is indicative of the true
degradation processes.

1Much of the set-up, including the cell house and the supplier of the MEAs were later
changed and the experimental protocol was modified and optimised to produce more consistent
results.
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5.2.2 Pt Dissolution and Particle Growth

As a first test of the capabilities of the IL microscopy methods, we chose to study
the degradation of a well-studied system, using commercially available MEAs
(industry standard Pt/C catalyst with PFSA based ionomer and membranes)
and a commonly used stress test meant to mimic regular fuel cell operation,
with voltage cycling between circa 0.6 and 1.0 V. See Paper I and III for
experimental details. This type of AST will here be referred to as a normal
operation AST.

Figure 5.3 shows typical fuel cell degradation during normal operation, with a
gradual decline of performance, as seen by the voltage loss, and a relatively
stable resistance. The CVs in Figure 5.3 are typical of CVs measured in
a fuel cell environment, and show similar peaks to the CVs in Figure 5.1a
measured in H2SO4, albeit with slightly less pronounced peaks for hydrogen
desorption/adsorption. Over the course of the AST cycling, the CVs demon-
strate a considerable decrease in the hydrogen desorption/adsorption peaks
and platinum oxidation/reduction peaks, with a relatively stable double-layer
capacitance. The decrease in HUPD area indicates a considerable decrease in
available Pt surface area, or ECSA. The total loss of ECSA was quantified
from these HUPD peaks, and is shown in the bottom row of Figure 5.3. The
initial surface area is around 80 m2g−1

Pt , and declines steeply in the first 1000
cycles. The ECSA continues to gradually decrease until the EOL to around
20 m2g−1

Pt . This is a typical decay pattern observed for the standard Pt/C
catalyst. This large ECSA loss of 75% might, at a first glance, seem much more
severe than the minor decrease of performance that the polarisation curves
show, but this can be explained by looking closer at the correlation between
ECSA loss and polarisation loss. First, we examine the current densities. To
simplify, we consider a case where we have lost 90% of the initial ECSA, i.e.,
1/10th of the initial Pt surface area is left. To achieve the same total current
as the performance of the beginning of life (BOL), it follows that the current
density per Pt surface area must increase by a factor of 10. The Tafel slope
tells us exactly how much the overpotential must increase in order to increase
the current by a factor of 10, and for ORR measured at 80 °C, the Tafel slope
is predicted to be around 70 mV dec−1 [145]. Thus, if we lose 90% of our initial
surface area, the Tafel slope predicts that the voltage would decrease around
70 mV for a given current density. With this in mind, the voltage loss observed
here is in good agreement with the concurrent decrease of ECSA.

IL-SEM imaging shows how the structure of the cathodic catalyst layer changes
during the AST at different magnifications, see Figure 5.4. At 100 x mag-
nification2, on the 100 µm scale, the catalyst layer shows grid-like patterns,
made of indentations left over from the MEA production process. Possibly,
these MEAs were made by decal transfer and hot pressing, and the pattern
observed on the MEA is the moulded outline of the woven substrate used for

2Although magnification technically refers to the enlargement of an image when displayed
at a specific size, it is used here to provide a relative indication of how much the images have
been magnified relative to each other.
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the transfer. In either case, these large-scale structures show no noticeable
change over the course of the AST. At a magnification of 15 kx, the sponge-like
porous structure of the carbon support begins to be noticeable. No significant
changes can be seen during the duration of the AST on this scale either.

At very high magnifications, of 250 kx, the primary particles of the carbon sup-
port can clearly be seen, as light grey spherical structures that form aggregates.
Some larger Pt particles can also be distinguished as bright white dots. An
important thing to note here is that the SEM has a detection limit of about
4–5 nm, and that the Pt catalyst is typically 2–5 nm in diameter. Thus, we
did not expect to see the smallest Pt particles, and only larger Pt particles or
Pt clusters can be distinguished in the SEM imaging. Some stringy features
can also be seen between the carbon particles, which is the polymer ionomer
used as a binder and ion conductor. At this high magnification, some changes
throughout the AST start to be discernible. The most noticeable one is the
increase in the amount and size of the bright white Pt particles at the EOL.
The Pt particles that were too small to be discerned at the BOL have grown
large enough over the course of the AST to be visible by SEM.

Looking closer at cut-outs of high-magnification images (Figure 5.5), more
effects can be discerned on the catalyst layer. For Pt particles, they can be seen
to move, grow, merge, and disappear. While the carbon support is mostly stable,
some deformation and movement of carbon spheres in relation to neighbouring
particles can be seen. The Pt particle growth comes from repeated oxidation
and reduction of the Pt, leading to the dissolution of smaller particles and
the redeposition and growth of larger particles, as well as the migration and
coalescence of particles. Although carbon corrosion should not be prevalent at
these cell voltages, the minor deformation of the carbon support could come
from pressure within the cell and mechanical stress, possibly due to repeated
humidification cycling or mechanical handling during SEM imaging.

While some effects on the degradation and ageing of Pt particles can certainly
be seen in the SEM images, it should be kept in mind that we still miss
information on the smallest Pt particles. Naturally, many large Pt particles at
the EOL as seen in Figure 5.5 did not spontaneously emerge. Instead, this is
an indication that numerous smaller Pt particles are present in the area at the
BOL. During the AST, these particles grow and merge, forming particles and
particle clusters large enough to be seen with the SEM. Thus, our conclusions
are skewed to what is observed for larger particles, which should only make up
a fraction of our sample. Hence, the next step in our journey of IL microscopy
is to introduce TEM imaging, to observe what happens with these smaller Pt
particles.

Figure 5.6 shows IL-TEM images of the Pt/C during normal operation AST.
In the TEM images, the carbon support can be seen as a light-grey mass, while
the Pt particles show up as dark-grey or black spheres. On a larger scale,
the Pt/C seems stable stable, with no loss of or deformation of the support
structure. Looking closer at the Pt particles, they can be seen to migrate and
merge to form larger Pt particles and clusters. Some particles seem to have
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Figure 5.4: IL-SEM images from BOL, and after 1000, 4000, and 14000 total
AST cycles between 0.6 and 1.0 V at 100 x, 15 kx, and 250 kx magnification.
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Figure 5.5: High magnification SEM images at BOL and after 1000, 4000, and
14 000 normal condition AST cycles. Markings on the figures are a guide for
the reader to highlight some of the changes of the catalyst layer that can be
seen throughout the AST. These markings are not comprehensive.
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Figure 5.6: IL-TEM images showing the degradation of Pt/C during normal
conditions. The carbon support can be seen as light grey mass, while Pt shows
up as darker black particles scattered throughout.

detached, and on some occasions new particles emerge. Possibly these particles
have detached from another area. Some of these effects are highlighted in the
figure. The carbon support show some minor deformation (e.g., change in angle
and relative position between primary carbon spheres and clusters), but no
considerable loss of volume. Some larger ionomer agglomerations are seen to
shrink throughout the AST.

High-magnification IL-TEM images of the Pt/C catalyst (Figure 5.7), show
how some Pt particles are seen to merge, grow, and detach in more detail.
Mostly, Pt particles can be seen to move toward each other and merge into
larger particles. Some particles have disappeared between cycles, either by
detaching or by moving far away and merging to form larger clusters. Some
changes can also be seen on the outline of the carbon support.

This growth of Pt particles was quantified by measuring their average diameter
from the IL-TEM images. Figure 5.8 shows the Pt particle size distributions
(PSD), and the inset in Figure 5.8 shows the corresponding average sizes
together with the ECSA. At the BOL, the Pt particles are between 2–6 nm in
diameter, with an average of about 3.4 nm. Looking back at the SEM images,
most of these particles seen with TEM (smaller particles <4 nm) would not
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Figure 5.7: IL-TEM images, showing Pt particles migrating, coalescing and
growing by Oswald ripening, and ionomer vanishing.
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Figure 5.8: Pt particle size distributions from BOL, and after 5000, 10 000, and
15 000 normal operation AST cycles. The particle size distributions have been
fitted with a log-normal distribution. Inset show mean Pt particle diameter
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be discernible with SEM. Only a minority of the particles (larger particles
>4 nm) might be visible, congruent with the few larger particles seen in the
SEM images and the BOL. The average particle size increases linearly with the
number of cycles, and at the EOL, the average particle size of Pt is around 4.4
nm, with a growth of around 30%. This particle growth is in part responsible
for the loss of ECSA.

Overall, the loss of performance during normal operation AST can be explained
by the decrease in ECSA, which in turn is explained by the growth of Pt
particles induced by repeated potential cycling. The IL-SEM and IL-SEM
microscopy show relatively minor degradation of the Pt/C catalyst, with a
mostly stable carbon support, and Pt particles that slowly grow mainly by
migrating and coalescence. These effects themselves are well-known to occur,
but our results demonstrate the feasibility of implementing IL microscopy inside
a real single-cell PEMFC under realistic fuel cell operation conditions.

5.2.3 Carbon Support Degradation

With the IL microscopy methods established, we wanted to test their strength
by applying them to another type of AST test to see if a different mode of
catalyst degradation could be observed under other operation conditions. For
this, another set of measurements was performed, once again on industry
standard Pt/C catalyst on PFSA type membrane, but this time with an AST
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meant to mimic the effects of uncontrolled start-up or shutdown events, where
the potential can spike up above the typical operation window. These results
are presented in Paper III and Paper IV. In these measurements, the cell
voltage was cycled between 1.0 and 1.5 V, where carbon corrosion is prevalent
and severe fuel cell degradation is known to occur. This type of AST will be
here referred to as SUSD AST.

A major difference in the effects of the SUSD AST and the normal operation
AST is immediately apparent when looking at the polarisation curves and the
HFR, see Figure 5.9. During the SUSD AST, the degradation and polarisation
loss is severe, with a noticeable decrease in performance seen already after a
few hundred cycles. After 500 cycles, the voltage at 1 A cm−2 has decreased
from 724 mV at the BOL to 667 mV. One can note that this is already close to
the 10% loss often used as an end-of-life target. Further cycling leads to even
more severe degradation, with some stabilisation in (lack of) performance seen
between 4000 and 10 000 cycles. A considerable increase in HFR can also be
seen, with the HFR more than doubling at the EOL.

Interestingly enough, while the CVs (Figure 5.9 b) show a decrease in ECSA,
the total loss of ECSA (Figure 5.14 b) is less severe than what was seen
during the normal AST cycle in Figure 5.3, with about 65% of the ECSA lost
after 10 000 SUSD AST cycles. As discussed above, this level of ECSA loss
would only explain less than 70 mV of polarisation loss, far from the severe
polarisation loss observed here.

By plotting the voltage loss per ECSA for different current densities (Figure
5.9c), it becomes clear that the voltage decay is much more severe than the -70
mV dec−1 loss predicted by the Tafel slope. This is true for all current densities
but becomes more pronounced at higher current densities. Thus, ECSA losses
are not the main contributor to the performance loss seen in Figure 5.9a. As
cell resistance increased considerably during the SUSD AST, it is of interest to
look at the contribution of the resistance to the voltage loss as well. Figure 5.9d
shows the iR-corrected voltage loss vs. the specific current density (that is, the
current per Pt surface area), which also should follow a loss of -70 mV dec−1

if the surface area decreases combined with resistance increase is the main
contributor responsible for the decrease in voltage. For low current densities,
at 0.01 A/cm2, the voltage loss in Figure 5.9d follows the 70 mV dec−1 loss
much more closely than for the not iR-corrected data in Figure 5.9c. However,
for higher current densities, the voltage loss only follows the -70 mV dec−1

trend for a few hundred cycles before it deviates strongly. Thus, while ECSA
losses in combination with an increase in resistance can explain the voltage loss
in the low-current region, other losses are dominant at higher current densities.
Possibly, this is an effect of mass transport limitations, which becomes more
noticeable as the current densities go higher.

Considerable differences in ageing behaviour between the normal operation
AST and the SUSD AST are also apparent when looking at the IL-SEM images
from the SUSD AST. Figure 5.10 shows the degradation of the CCL during an
SUSD AST. Initially, the CCL surface is smooth, with some minor defects in
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Figure 5.9: a) Polarisation curves and HFR and b) CVs during start-
up/shutdown AST cycling. c) Voltage loss vs. ECSA loss for different current
densities. d) iR-corrected cell voltage vs. specific current densities for different
current densities. Lines with a slope of -70 mV dec−1 have been included in c)
and d), which is the expected loss if voltage decrease comes only from loss of
surface area.
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the form of bumps or small cracks, either caused by the production process or
mechanical handling pre-experiment. As a side note, the large-scale structure
of the CL is different from the CL seen in Figure 5.4, since the MEAs used for
this measurement series probably were produced by spray coating rather than
decal transfer. High-magnification SEM imaging once again shows the porous
structure of Pt/C, with some Pt particles distinguishable.

During SUSD AST, severe structural degradation can be observed with IL-SEM
early in the process, even at the 100 µm scale, at 500 x magnification. Already
after 100 SUSD AST cycles, the CCL surface shows signs of ageing, as some
cracks present at the BOL have increased in size, and new cracks have emerged
on the surface. These cracks are on the order of 100 µm long and 1 µm wide.
After 500 cycles, more cracks have appeared and the size of the cracks has
increased considerably, and the cracks are present throughout the entire surface
of the CCL. These cracks have now grown so wide, ∼10 µm, that the underlying
membrane is visible, a clear sign that the cracks extend throughout the CL.
Further SUSD AST cycling causes the cracks to grow wider, now ∼50 µm wide,
to the point that individual islands are formed in the CCL, which are not in
contact with each other. Looking closely at the edges of these CL islands, they
seem to have delaminated from the membrane underneath. This was confirmed
by cutting cross sections through an aged MEA with FIB and imaging the
cross sections with SEM, see Figure 5.11a. The cross section is cut over a
crack in the CL and shows how the CL has delaminated from the membrane
at the edge of the island near the crack. It should also be noted that while
some cracks were already present in the fresh sample and that these cracks did
grow over time, after 500 SUSD AST cycles these cracks did not seem to grow
more severe than the numerous new cracks that had formed on the initially
defect-free surface. Thus, initial defects do not appear to be a major factor in
the severe degradation seen during the SUSD AST.

At 10 kx magnification, the ageing process is seen to affect the entire surface
of the CCL, including the surface between the larger cracks. Smaller cracks
and pits, around 10 µm long and 1–5 µm wide, forms and grows throughout
the SUSD AST over the entire CCL surface. The structure of the Pt/C
is, furthermore, severely degraded on the nanometre scale, visible at 250 kx
magnification. Although the carbon support initially consists of spherical
primary carbon particles forming a porous structure, this structure is severely
affected after 500 cycles. Most of the carbon particles are no longer spherical,
but have eroded to form more irregular jagged structures. With that, the pores
between the carbon particles have also been affected. If similar deformation
of the microstructure occurs all throughout the CL, it could indicate a loss
of porosity which would contribute to mass transfer resistance. This is in
line with previously published data, where the porosity of the CL has been
observed to decrease. Mass-transfer resistance could also arise from loss of
hydrophobicity which is known to occur due to carbon corrosion [300], which
would increase issues of water accumulation and flooding [301], which would
further be exacerbated by a decrease of porosity.
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Figure 5.10: IL-SEM images showing the CCL at BOL, and after 100, 500,
1000, 2000, 4000, and 10 000 total SUSD AST cycles.
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Figure 5.11: a) Cross section of MEA cut with FIB, showing how the CL is
delaminating from the membrane near the cracks. b) Chunks of Pt/C catalyst
are found laying on the exposed membrane exposed in the cracks. c) SEM
images of the CCL surface after SUSD AST, of an MEA run with (upper row)
and an MEA run without (lower row) prior disassembling or IL-SEM imaging.
Both MEAs show similar types of degradation and deformation on both the
microscale and the nanoscale.

A closer look at the cracks and the exposed membrane underlying (Figure
5.11 b) shows chunks of the catalyst layer that lay on the exposed membrane,
without physical contact with the rest of the catalyst layer. Because these
Pt/C chunks have no physical contact with the rest of the CL, they are not
available for electrochemical reactions, and any Pt catalyst left on them is
essentially lost.

As no crack formation or surface deformation was observed in the IL-SEM
imaging during the normal operation AST, they are not caused by repeated
hydration/dehydration cycles due to the vacuum during SEM imaging. To
further confirm that the crack formation and sever CL degradation was caused
by the SUSD AST, another MEA was run under the same conditions, but
without any disassembling or SEM imaging during the SUSD AST. This MEA
was imaged at the EOL, and showed similar features to the MEA run with
IL-SEM, see Figure 5.11c.

Similar severe degradation of the carbon support is seen during IL-TEM
imaging, see Figures 5.12 and 5.13. In the IL-TEM images, the carbon support
is observed to lose volume, as indicated by some marked measurements in
Figure 5.12. This loss of volume deforms the carbon support and cause it to
lose its initial structure. The loss of carbon also occurs near weak points in the
porous structure, leading to the weak points breaking off. This can be seen
after a few hundred cycles, where some large chunks of catalyst break down,
and later during the ageing, where much of the carbon structure collapses on
itself. This collapse of the primary carbon particles that initially form the
porous structure in the catalyst layer necessary for gas transportation indicates
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a loss of porosity within the catalyst layer. The larger structures breaking at
the beginning of the process can be compared with the cracks that were formed
in the CL, see Figure 5.10, as the cracks could be instigated at weak points
within the CL, and later to chunks of catalyst that were seen on the membrane,
see Figure 5.11.

The severe degradation of the carbon support coincides with a considerable
growth of Pt particles, which is particularly noticeable as there are many
large Pt particles (>20 nm) present at the EOL. No such large particles were
observed after the AST cycle under normal operation conditions, see Figure 5.6.
This Pt growth was quantified by measuring how the particle size distribution
changed during the SUSD AST, see Figures 5.14a and b. These particle size
distributions were measured from more than 500 particles for each point in time
from the same areas in the IL-TEM image series. The Pt particles grow from
about 3.4 nm to around 5.4 nm, which is considerably more than the growth
observed during normal operation AST (Figure 5.8), furthermore, the Pt grows
rapidly during the initial cycles, and thereafter the rate of Pt growth slows
down. Possibly, the shrinkage of the underlying carbon support reduces the
distance between the particles, forcing the Pt particles closer, thus promoting
coalescence and agglomeration. Compared to previously reported IL-TEM
imaging of Pt/C catalyst degradation during SUSD conditions, performed in
liquid half cells at room temperature, the results presented here indicate a
much more severe deformation of the carbon support and loss of carbon volume
[302]. Possibly, the increased rate of carbon corrosion could be an effect of
the elevated temperature. In either way, this highlights the need to carefully
design experiments and perform degradation studies under application-relevant
conditions.

The crack coverage, that is, the amount of visible CL surface that had cracks
or visible membrane, was measured from the IL-SEM images, in an attempt to
characterise the propagation of crack growth, see Figure 5.14c. Cracks form
and grow rapidly during the first 2000 cycles, after which the crack propagation
slows down. During the last 6000 cycles, between 4000 and 10 000 cycles, the
crack coverage stabilises. This behaviour is similar as seen with the decrease in
performance, which worsens fast up to circa 2000 cycles, and stabilises between
4000 and 10 000 cycles. In particular, the increase in resistance follows a similar
pattern as the growth of the cracks (shown together in Figure 5.14 c), with
a large increase during the first 2000 cycles and a stabilisation between 4000
and 10 000 cycles. The cracks in the CL, together with the delamination to
the membrane that was observed, contribute to worse physical contact within
the catalyst layer and at the interfaces between the catalyst layer and the
membrane. This physical decrease of contact translates to decrease of electrical
contact and thus an increase of electric and ionic resistance, as indicated by
the similar behaviour of crack growth and resistance increase.

To quantify the loss of carbon and the concurrent shrinkage of the carbon
support, the diameter of distinct carbon particles was measured throughout
the AST in the IL-SEM and IL-TEM images. Specific carbon particles were
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Figure 5.12: IL-TEM imaging of fresh Pt/C and after degradation during SUSD
AST cycling for 100, 500, and 1000 cycles. Images from cycles 2000–10 000
can be found in Figure 5.13. Markings and measurements have been added to
the images to guide the reader, though they are not comprehensive. Note that
the second image in the right column has another magnification than the rest
of the column. Markings have been added to indicate from from which area
this image is taken in relation to the other images.
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Figure 5.13: IL-TEM imaging Pt/C after degradation during SUSD AST
cycling for 2000, 4000, and 10 000 cycles. Images from cycles 0–1000 can be
found in Figure 5.12. Markings and measurements have been added to the
images to guide the reader, though they are not comprehensive.
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Figure 5.14: a) PSD during SUSD AST. b) average particle diameter (grey) and
ECSA loss (blue). c) Percent of CL surface covered by cracks (grey squares) and
HFR at OCV (blue circles). d) Decrease of carbon support volume measured
from SEM images (grey) and from TEM images (blue).

identified in all images in the image series and their diameter was measured.
The average decrease in the size of the carbon particles is shown in Figure 5.14d.
First, one can note that the trends seen in SEM and TEM are very similar,
which is a good indication that while TEM is a more localised technique, it
can still be used to give good data on the catalyst behaviour and that the
trends observed on the TEM grids are indicative of the processes happening on
a larger scale on the catalyst layer. The carbon size gradually decreases during
the first 4000 cycles, with little carbon shrinkage between 4000 and 10 000
cycles.

Overall, IL microscopy shows severe degradation of the CCL microstructure
during the SUSD AST cycling, both on the microscale in the form of crack
formation and growth, and on the nanoscale in the form of carbon particle
shrinkage and Pt particle growth, which is concurrent with an equally severe loss
of performance and increased cell resistance. Cracks in the CL, delamination
between the CL and the underlying membrane, and loss of internal connection
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Sample
name

Membrane
type

Ionomer Cathode cata-
lyst loading

Cathode cata-
lyst type

Initial Pt
particle
sizea

(mg cm−2) (nm)

A PFSA PFSA 0.4 Pt/C 4.9 ± 1.4

B PFSA PFSA 0.35 Pt/C 4.9 ± 1.4

C PFSA PFSA 0.4 Pt/C 3.7 ± 1.0

D PFSA PFSA 0.4 Pt/C 3.8 ± 1.4

aMean particle size and standard deviation of 500 particles measured from TEM images.

Table 5.1: Compositions of MEAs used to study degradation during IT-PEMFC
operation.

points within the CL likely contribute to the increase in resistance. Furthermore,
compaction of the CL and loss of porosity likely contribute to an increase in
mass transfer resistance. The growth of Pt particles as a result of support
corrosion and the loss of electrical connection to parts of the CL contribute
to the loss of ECSA, although the loss of ECSA contributes less to the overall
performance loss compared to the increase in resistance and the increase in
mass transfer. All of these effects combined severely limit the performance of
fuel cells, in particular compared to the degradation and performance loss seen
during normal-condition operation.

5.3 Intermediate Temperature Operation

The final project in this thesis examines the degradation of state-of-the-art
commercially available MEAs under IT operation, and is presented in Paper
V. Specifically, four different types of MEA composition were studied during
operation at 80, 100, and 120 °C. The compositions of the MEAs used for this
study are detailed in Table 5.1. This study was motivated by the industry’s
interest in operating PEMFCs in IT conditions for heavy-duty vehicles and
aviation applications, together with a lack of data on how current state-of-the-
art MEAs perform under these new operating conditions. The MEAs used
for this study were provided by PowerCell Group for research purposes. The
MEAs are all based on PFSA membranes of varying thicknesses, have cathodic
catalyst layers based on Pt/C catalyst and PFSA ionomer, and are produced
using different materials and recipes. The MEAs are originally designed and
optimised for automotive operating conditions (70–90 °C, 95 °C peak).

Figure S1 (in Supporting Information to Paper V) presents the complete sets
of polarisation curves measured at BOL, and after 1000, 5000, and 10 000 total
AST cycles conducted at either 80, 100, or 120 °C for samples A, B, C and D.
The polarisation curves were measured at 80 °C, 100% RH and at 1.5 barg
overpressure on both the anode and cathode. The iR-corrected performance at
BOL and at EOL after AST cycling at 80, 100, or 120 °C is shown in Figure
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Figure 5.15: iR-corrected polarisation curves and high frequency resistance of
MEA A (blue solid lines), B (orange dashed-dotted lines), C (green dashed
lines) and D (red dotted lines) from a) fresh MEAs (each curve is an average
of three fresh MEAs) b) MEAs subjected to 15 000 AST cycles at 80 °C, c)
MEAs subjected to 15 000 AST cycles at 100 °C and d) MEAs subjected to
15 000 AST cycles at 120 °C.

5.15a–d. At BOL, the MEAs have a notably similar performance (Figure
5.15a) which can be divided into two groups. The first group of MEA A and B
performs around 10–20 mV better than the second group consisting of MEA C
and D between 0.0 and 2.0 A, while C and D perform slightly better at the very
highest current densities. The MEAs all reach a maximum current density of
around 2.35–2.50 A cm−2 and their high-frequency resistance is around 30–40
mΩ cm2.

After AST cycling at 80 °C (Figure 5.15b), all MEAs have a decrease in
performance. MEA A, B and D have similar performance at EOL 80 °C.
However, since MEA D performed slightly worse than MEA A and B at BOL,
it has the least overall voltage loss. MEA C show the worst performance at
EOL 80 °C, and the largest amount of voltage loss, with a voltage of around
30–40 mV below the EOL performance of MEA A, B and D. The variation in
EOL performance between MEAs is more pronounced after AST cycling at 100
°C (Figure 5.15c) compared to 80 °C. At 100 °C, all MEAs show slightly greater
degradation than they did at 80 °C. MEA C continues to show the worst EOL
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performance, while MEA B shows the best. MEA A and MEA E show similar
performance to each other. However, after cycling at 120 °C (Figure 5.15 d),
the trends are considerably different. First, it is clear that all MEAs degrade
considerably worse at 120 °C than they did at either 100 or 80 °C. However, the
difference in degradation between the MEAs is considerably more pronounced.
Surprisingly, in opposition to the trends observed at 80 °C and 100 °C, MEA
C here outperforms all other MEAs significantly, still reaching around 1.35 A
cm−2 at 0.6 V. This can be compared to the worst performance which is seen
in MEA A, that barely reaches 0.1 A cm−2 at 0.6 V. MEA B and D, while
still exhibiting severe degradation, does better that MEA A, and both reaches
around 0.7 A cm−2 at 0.6 V. Furthermore, MEA A, B, and D show increased
resistance after AST cycling at 120 °C, reaching approximately 55 mΩ cm2 for
A and 40–45 mΩ cm2 for B and D, a change not observed in MEA C. It is
clear that an increase in operation temperature has a strong effect on MEA
performance and degradation behaviour.

The effect of temperature on the ECSA was investigated using CVs. Figure
5.16 a–d show the ECSA losses (absolute and percentage) of MEA A, B, C
and D, measured at BOL and after 1000, 5000, and 15 000 AST cycles at 80,
100, or 120 °C. The full set of CVs used to calculate the ECSA can be found in
supporting information of Paper V (Figure S2). Two types of ECSA decay
pattern can be identified, and once again, the behaviour can be divided into two
groups, with MEA A and B in the first group and MEA C and D in the second.
MEA A and B have initial ECSA of around 40–50 m2 g−1

Pt , with a ECSA loss
pattern that is roughly linear with the number of cycles. MEA C and D, on the
other hand, have a much larger initial ECSA of 65–78 m2 g−1

Pt , with a decay
pattern with rapid initial decrease and a gradual stagnation, much more similar
to the decay pattern seen in Figure 5.3 and Figure 5.14b. For both groups,
these ECSA losses increase with temperature, and they maintain their overall
pattern, that is, a linear loss for MEA A and B and a rapid initial loss with a
gradual stagnation for MEA C and D. At 80 °C, MEA C and D show higher
ECSA losses than MEA A and B, of around 35–50% ECSA losses for MEA C
and D compared to 20–25% ECSA losses for MEA A and B. However, at 120
°C this trend shift and MEA A and B exhibit more ECSA losses than MEA C
and D, with more than 90% ECSA losses for MEA A and B and around 80%
ECSA losses for MEA C and D.

The increase in ECSA losses was assumed to correlate with a larger growth
of Pt particles. This was confirmed by imaging catalyst powders from fresh
samples, and samples that had undergone 15 000 AST cycles at either 80 °C,
100 °C, or 120 °C with TEM, see Figure 5.17 for representative TEM images.
For each sample, the diameter of more than 500 Pt particles was measured to
form histograms (see Figure S3 in Supporting Information of Paper V) and
to measure the average Pt diameter (see Figure 5.18). Much like the ECSA,
two groups of Pt growth can be identified. MEA A and B have a larger initial
Pt size, with an average Pt diameter of around 4.9 nm, corresponding to the
smaller initial ECSA. In comparison, MEA C and D, have a smaller initial
Pt size, of around 3.7–3.8 nm on average, corresponding to the larger initial
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Figure 5.16: Absolute and relative ECSA measured at BOL and after 1000,
5000, and 15 000 AST cycles at 80 °C, 100 °C, or 120 °C from MEA A, B, C
and D.
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Figure 5.17: Representative TEM images of powders from the cathode catalyst
layers of MEA A, B, C, and D from fresh MEAs, and MEAs that had undergone
AST cycling at 80 °C, 100 °C, or 120 °C.

ECSA. At 80 °C, MEA A and B show little Pt growth, of only 4–5% to around
5.1 nm. MEA C and D show a larger growth of around 18–23%, to around 4.5
and 4.7 nm, respectively. However, while the relative growth of MEA A and B
is smaller, they are still larger after AST cycling at 80 °C compared to MEA C
and D, as they have a larger initial size. Likely, the increased stability of MEA
A and B comes from the initial larger Pt particle size, as larger particles are
known to be more stable [162].

At 100 °C, the average Pt diameter of all samples grows substantially more than
at 80 °C. Additionally, the size difference between the initial larger samples
(A and B) and the initial smaller samples (C and D) diminishes, resulting
in more similar size distribution, with mean diameters ranging from 6.2 to
6.7 nm. However, A and B still show less relative growth of 27% and 36%
respectively, while C and D grow by 70% and 71% respectively. At 120 °C, the
samples grow slightly more than at 100 °C, with average diameters ranging
from 6.3 to 7 nm. However, increasing the temperature from 100 to 120 °C
has a much smaller impact on growth rate compared to increasing from 80 to
100 °C. Furthermore, at 120 °C, there is no clear correlation between the initial
and final particle sizes, although A and B continue to show less relative growth
due to their initially larger sizes. The accelerated growth of Pt particles at
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Figure 5.18: a) Average diameter and b) relative growth of Pt particles for
MEA A (blue), B (orange), C (green), and D (red), calculated by measuring
over 500 Pt particles from TEM images for each sample.

100 and 120 °C, compared to 80 °C, is likely due to increased ion mobility at
higher temperatures. The increased Pt growth contributes to the increased
rates of ECSA losses observed for all samples at higher temperatures. Increased
ion mobility may also promote deposition of Pt in the membrane, forming Pt
bands, as is well reported to occur at operation at lower operation temperatures
(≤80 °C) [239–241], further contributing to increased ECSA losses and increase
ionic resistance through the membrane.

Comparing voltage losses with the decrease in ECSA, see Figure 5.19, shows
that the majority of the performance loss at 80 °C and 100 °C can be explained
by ECSA losses, i.e., the voltage loss roughly follows a trend of loss of -70
mV dec−1 ECSA. Hence, also the differences in performance loss can to a
large extent be explained by the different behaviour in ECSA. However, this
is not true at 120 °C. Only sample C follows a -70 mV dec−1 loss at 120 °C,
while MEA A, B and D deviates strongly, especially at higher current densities.
Although samples A, B, and D exhibited resistance increases at 120 °C, this
is still not enough to explain the large performance decrease. In particular,
the deviation from the expected voltage decrease is greater at higher current
densities, that is, where mass transport limitations are more prevalent.

It is interesting to note that the MEA that experienced the greatest degradation
at 80 °C (MEA C) outperformed the other MEAs at 120 °C, while the MEAs
that were best at 80 °C performed significantly worse at 120 °C. This underlines
the importance of adapting MEAs to specific working conditions. Catalysts
that exhibit good corrosion resistance at 80 °C do not necessarily maintain this
resistance at 100 or 120 °C. When designing an MEA for a wide temperature
range, a balance between performance and stability is critical, which means
that performance and durability at 80 °C may have to be sacrificed to ensure
stability at higher temperatures.

As a side note, although the original plan included IL microscopy as part of
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Figure 5.19: Voltage loss vs. ECSA at different current densities for sample A,
B, C and D during AST cycling at 80 °C, 100 °C or 120 °C.
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this study, technical issues with the microscopes and prolonged repair times
led to the abandonment of this aspect of the investigation, and only MEA
A was fully investigated using the IL-SEM technique. However, preliminary
IL-SEM imaging of MEA A at various temperatures revealed intriguing effects
on large-scale surface structures. Figure 5.20 shows representative IL-SEM
images of MEA A. At 80 °C, the large-scale structure was found to be stable,
similar to what was observed in our previous study carried out under similar
conditions; see Figure 5.4. However, at 100 °C, cracks are seen to form in the
cathode CL surface. What is notable is that these cracks form at two distinct
size scales and behave differently. Some larger cracks, circa 100 µm long and
5–10 µm wide, have formed between 5000 and 15 000 AST cycles, although
at this size scale the surface is still mostly intact. On the 10 µm scale, cracks
are formed as well. However, on this scale, cracks are noticeable already after
5000 cycles, and more unexpectedly, the cracks seem to close up and reduce in
size between 5000 and 15 000 cycles. This behaviour was observed at several
location. Why this self-healing takes place is unclear, but a continuation of
the IL-SEM study including, e.g., more frequent imaging of the sample may
confirm if this is commonly present, and if so how and when this process takes
place. During AST cycling at 120 °C, cracks can similarly be observed to
form at two distinct size scales, roughly 100 µm and 10 µm long, respectively.
However, larger cracks (around 100 µm long) are noticeably present already
after 5000 cycles, and they grow noticeably wider at 15 000 cycles, to around
20 µm. Smaller cracks (around 10 µm) are also noticeable after 5000 cycles,
but no self-healing or closing of these cracks were observed at 120 °C, and they
continue to grow in size until 15 000 cycles.

Although the other MEAs were not imaged with IL-SEM due to issues with the
instrumentation during the testing, they were imaged with SEM post-mortem,
see Figure S4 in Supporting Information of Paper V. In addition to MEA A,
the other MEAs showed no signs of crack formation or other morphological
changes to the cathode CL. This could be an indication that MEA A has
issues with structural stability, due to e.g., ink formulation. Ink formulation
is known to have an impact on catalyst microstructure, cell performance,
stability and crack formation at normal operation temperatures (<80 °C) [173,
303], and it is possible that ink recipes that prove sufficient at 80 °C can
result in crack formation at intermediate temperature operation, as MEA A
did. Although crack formation at 100 °C for MEA A did not translate to a
considerable performance loss, it indicates structural instabilities of the CL. Poor
microstructural stability at 120 °C could explain part of the severe performance
degradation observed for MEA A at this temperature, e.g., by promoting water
accumulation and exacerbating issues of mass transport limitations.

Hydrogen crossover was ruled out as a significant contributor to the increase in
performance loss at elevated temperatures, as it showed no correlation with the
increase in temperature or the number of cycles, see Figure S5 in Supporting
Information of Paper V. Changes in the double layer suggest that carbon
area is lost during the degradation, and that this decrease of carbon area
scales with temperature, see Figure S6 in Supporting Information of Paper
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Figure 5.20: IL-SEM images of MEA A at BOL and after 1000, 5000, and
15 000 AST cycles at 80, 100, and 120 °C.
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Figure 5.21: SEM images of the cathode catalyst layer of fresh MEAs and
MEAs that have undergone 15 000 AST cycles between 0.6 and 0.95 V at 80,
100, or 120 °C for MEA A, B, C, and D.
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V, which could suggest either that carbon has been lost via carbon oxidation
or that the porous structure of the carbon support has collapsed. However,
the general behaviour is similar for all samples and no clear correlation is seen
between the capacitance decrease and the performance difference between the
samples.

In summary, the intermediate temperature operation was shown to increase
the degradation rates of performance for all MEAs tested. At 80 and 100 °C,
this performance decrease can be explained by ECSA losses, which increase
at elevated temperatures due to increased Pt particle growth, likely due to
increased ion mobility. However, at 120 °C MEA A, B and D showed much
more performance loss than can be explained by only ECSA losses or resistance
increase, indicating problems with mass transport limitations. Furthermore,
MEA C, which performed the worst at 80 and 100 °C, significantly outperformed
the other MEAs at 120 °C

Although discussions of intermediate temperature operation often focus on
the performance of the PFSA membrane and ionomer, the results here show
that the catalyst layer plays a key role in endurance at these temperatures.
This must be taken into account when designing fuel cells for intermediate
temperature operation. Catalysts with strong corrosion resistance at 80 °C
may have inadequate stability at higher temperatures compared to those that
performed worse at 80 °C, highlighting the need for catalyst layers specifically
designed for intermediate temperature conditions.
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Chapter 6

Conclusions & Outlook

Fuel cells, and in particular proton exchange membrane fuel cells (PEMFCs),
are expected to be important for the decarbonisation of the energy and trans-
port sectors. However, PEMFCs suffer from issues related to degradation.
To design more durable materials and better mitigation strategies, the de-
gradation mechanisms of the different PEMFC components must be better
understood.

By combining identical location (IL) scanning electron microscopy and IL-
transmission electron microscopy (TEM) imaging with single cell fuel cell
measurements, we have managed to follow the degradation of the cathodic
catalytic layer (CL) of a PEMFC under real operation conditions. We have
demonstrated that it is possible to open the fuel cell, disassemble the membrane
electrode assembly, and image the CL in vacuum, without harming the fuel
cell performance or changing the electrochemical characteristics. So far, we
have used these methods to study CL degradation during two different types of
accelerated stress tests (ASTs). One focussing on degradation during normal
operation conditions and one mimicking degradation during start-up/shutdown
events. We showed that the CL degrades by different mechanisms during
respective AST. In particular, we showed that during start-up/shutdown con-
ditions, the carbon support loses volume, which brings Pt particles closer to
each other, which in turn promotes Pt agglomeration, coalescence, and particle
growth, and that cracks are formed in the cathodic catalyst layer. These effects
correlate to behaviours observed via electrochemical characterisation. Overall,
these results demonstrate the possibility of performing IL electron microscopy
under realistic fuel cell conditions, and the strength of combining macro- and
nanoscale imaging with electrochemical analysis. However, the methods are
not perfect and there is room for improvement. One issue is the fact that we
observe only the top of the catalyst layer farthest from the membrane, and
the degradation is known to differ throughout the cross section of the CL.
Optimally, similar measurements would be performed while looking at the
degradation at different depths in the CL. However, because of the way the
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membrane electrode assembly (MEA) is constructed, it is difficult to image
the CL closer to the membrane without permanently damaging the sample,
which would make the repeated tests necessary for IL imaging troublesome.
Furthermore, the introduction of TEM grids into the MEA does change the
local environment by introducing different materials in the form of the gold
TEM grid and can change the local transportation of gases. This could affect
the results and should be kept in mind. However, the same could certainly be
said for IL imaging done in a liquid electrolyte, and the results presented here
should give an indication of how degradation in PEMFC environments tran-
spires compared to previous liquid half-cell testing. The effects of TEM grids
on the local environment, and how that potentially affects the degradation of
the sample, should be investigated further to gain an even better understanding
of the true degradation processes transpiring inside the PEMFC CL.

Furthermore, we have studied the behaviour of Pt thin films in acidic and
alkaline environments using electrochemical quartz crystal microbalance. The
Pt thin films gain more mass during oxidation in alkaline environments than
in acidic environments, and the point of minimum mass is located at a higher
potential in the alkaline electrolyte, which coincides with the differences in CVs
in either electrolyte. Furthermore, Pt starts to dissolve noticeably when the
potential is cycled to above 1.1 V in both 0.5m H2SO4 and 1m KOH, and the
dissolution rates are similar in either electrolyte despite the difference in oxide
formation.

Our studies of degradation at intermediate temperature show that the degrad-
ation of the catalyst layer is highly dependent on operation temperature. In
particular, catalysts that are optimised for good performance and stability at
80 °C do not necessarily exhibit good corrosion resistance at elevated temperat-
ures, and may even perform significantly worse than catalysts they outperformed
at lower temperatures. Thus, the whole MEA might need to be redesigned if
operation at elevated temperatures is desired, and care should be taken when
choosing how to trade off between performance and durability.

For future work, it would be interesting if we could continue to develop the
IL techniques presented in this thesis, to delve further into the degradation
mechanisms in real fuel cell conditions, and possibly investigate how such
behaviour differs between real fuel cell set-ups and model systems. In particular,
it would be of interest to use IL-microscopy to study degradation behaviour
of PEMFCs under higher temperatures in more detail, as my initial result
indicate, there are differences in how the microscale structure changes over
time. Ultimately, it would be interesting to use these methods to study the
degradation of more novel catalyst materials in real PEMFC conditions to see
how their stability compares to that of the industry standard Pt.
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Gasteiger, “Cathode loading impact on voltage cycling induced pemfc
degradation: A voltage loss analysis,” Journal of The Electrochemical
Society, vol. 165, no. 6, F3118–F3131, 2018.
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[230] F. N. Büchi, M. Inaba and T. J. Schmidt, Polymer electrolyte fuel cell
durability. Springer, 2009, vol. 1.

[231] H. Pourrahmani et al., “A review on the long-term performance of
proton exchange membrane fuel cells: From degradation modeling to the
effects of bipolar plates, sealings, and contaminants,” Energies, vol. 15,
no. 14, p. 5081, 2022.

[232] A. L. Dicks and D. A. Rand, Fuel cell systems explained. John Wiley &
Sons, 2018.

[233] C. M. Sanchez-Sanchez and A. J. Bard, “Hydrogen peroxide production
in the oxygen reduction reaction at different electrocatalysts as quantified
by scanning electrochemical microscopy,” Analytical chemistry, vol. 81,
no. 19, pp. 8094–8100, 2009.

[234] O Antoine and R Durand, “RRDE study of oxygen reduction on Pt
nanoparticles inside Nafion®: H2O2 production in PEMFC cathode
conditions,” Journal of Applied Electrochemistry, vol. 30, no. 7, pp. 839–
844, 2000.

[235] A. A. Topalov et al., “Dissolution of platinum: Limits for the deployment
of electrochemical energy conversion?” Angewandte Chemie Interna-
tional Edition, vol. 51, no. 50, pp. 12 613–12 615, 2012.

[236] A. A. Topalov, S. Cherevko, A. R. Zeradjanin, J. C. Meier, I. Katsoun-
aros and K. J. Mayrhofer, “Towards a comprehensive understanding of
platinum dissolution in acidic media,” Chemical Science, vol. 5, no. 2,
pp. 631–638, 2014.
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