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A computational similarity-assisted multi-domain
framework for conceptual engineering design

JULIAN MARTINSSON BONDE

Department of Industrial and Materials Science
Chalmers University of Technology

Abstract

In this thesis, a set of methods is proposed for assisting design engineers in
exploring trade-offs among performance, manufacturability, and sustainabil-
ity, during the early design phase. These methods were developed in close
collaboration with a Swedish aerospace company to mitigate the risk of costly
redesigns later in development. Among the challenges addressed is how to
capture and evaluate the necessary information to consider such trade-offs
while there is still enough freedom to make changes to the design.

A computational framework is proposed which serves to elicit the necessary
foundation for informed decision-making. This framework entails understand-
ing the similarities among new designs and previous design endeavors through
the application of similarity metrics. These metrics provide increased trustwor-
thiness in evaluation results, a means for identifying asset reuse potential, and
guides designers into staying within the well-understood regions of the design
space. Furthermore, the framework highlights the importance of multi-domain
trade-offs, and prescribes methods for how to consider system performance,
manufacturability, and sustainability, concurrently. This reduces risk by poten-
tially identifying issues early in development. The framework also provides a
means for strategically identifying design configurations that are compatible
with future technologies through the application of a new flexibility metric,
preventing the risk of early system deprecation. Finally, the methods have
been implemented as software tools, enabling them to be flexibly adjusted for
different needs, and to be utilized by designers, academics, and students.

For the aviation industry, these contributions serve as proposals for how to
explore and integrate new design concepts. This has, in recent times, become
increasingly important due to the ongoing climate crisis, which necessitates
rapid development of more sustainable propulsion alternatives. Consequently,
an improved understanding of how to efficiently integrate new technology is
paramount.
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Chapter 1

Introduction

The ongoing climate crisis demonstrates the urgent need to rethink how aircraft
systems are designed and realized. The aviation industry is pressured to
rapidly innovate on a system level, and to implement sustainable solutions
that are often realized by novel technologies on a subsystem or component
level. However, understanding and meeting these needs while at the same time
asserting that safety, performance, and cost criteria are met is far from trivial.
Nevertheless, manufacturers need to master these complex trade-offs to remain
competitive.

The aviation industry is obligated to face these challenges, and the tar-
get has been set to achieve net-zero COs emissions by 2050. In addition,
drastic reductions of ground-level noise is to be achieved, along with a more
ethical sourcing of raw materials, and an overall improved passenger experi-
ence (ACARE, 2022; Innovair, 2024). All these targets are to be met despite
expectations of a doubled global aircraft fleet size by 2043 (Airbus, 2024).
These challenges have prompted the development of novel technologies that
need to be matured and integrated. However, the number possible alternative
solutions is vast. Multiple radical changes to aircraft and engine systems have
been proposed, and each alternative comes with its own conditions for design
engineers to master. This has given rise to an uncertainty for all manufacturers
in the industry regarding what the future of aviation will look like.

To stay competitive in such an uncertain technological landscape, man-
ufacturers in the aviation industry need to be able to respond rapidly and
accurately to new technology developments. Historically, developments within
the aviation industry has typically been evolutionary (Singh et al., 2012).
Smaller improvements minimize risks during the product life cycle from both
a safety and economical perspective. Confidence in engine design has grown
steadily over the past 50 years, as each product generation brings with it new
improvements, and lessons learned. As a result, modern aircraft systems uphold
an exceptional level of safety (ICAO, 2025), which manufacturers are unwilling
to compromise when introducing new technologies or concepts.

Utilizing product families is a recurring strategic choice, as it entails a
reduced risk through the reapplication of existing assets. A platform of re-
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Figure 1.1: The design paradox, based on illustration by Ullman (2009). In addition,
the figure visualizes the intended impact of the research presented in this thesis.

sources that are common to all products within the family is developed and
leveraged to make development more efficient (Jiao et al., 2007; Simpson, 2004).
This common platform, which is strengthened for each new product in the
family, enables reuse of resources such as experience, facilities, and equipment.
Consequently, the adoption of new technologies in the aviation industry is slow,
as larger leaps naturally lead to an augmented risk. With the proposed radical
changes to new engine and aircraft architectures, this built up confidence risks
loosing its value, as existing resources may no longer be applicable in such
radically new contexts. There is therefore a need for methods and tools
that reduce the risk of integrating new technologies into existing
product family systems.

In the early design phase, the opportunity to influence the design, referred
to as the design freedom, is high. At the same time, the collection of all
possible solutions, the design space, is infinitely vast. And so, designers need
to know where in the design space to look for promising solutions. This is
generally done by systematically exploring the design space and evaluating
different solutions. As development progresses, more is learned about the design
space, and decisions are made that increasingly fix the design specification.
Each decision that progresses the design specification typically builds upon
previous decisions. Thus, if a problem is encountered, changing part of the
design becomes increasingly expensive, as previous decisions need to be revisited.
Consequently, at the time when designers have gained a thorough understanding
of the design, their freedom to act on this knowledge is at its minimum. This
phenomenon, as visualized in Figure 1.1, is commonly referred to as the design
paradox (Ullman, 2009). That being the case, to reduce the risk of new



CHAPTER 1. INTRODUCTION

technology integration, the understanding of the design needs to be increased
during the stages where there is still a relatively high design freedom. It is
thus critical to improve knowledge creation in the early design phase, such that
enough insight into the design space can be gained to avoid problems later
in development. In this thesis, it is thus argued that a multi-domain
approach to early design space exploration is necessary. The design
space needs to be evaluated with regards to system-level impacts,
focusing not only on performance, but also on other critical aspects
such as manufacturability, and sustainability. In doing so, more
knowledge is gained in the early phase, where there is still enough
design freedom to make changes. By evaluating manufacturability, the risk
of high-cost manufacturing and late design changes due to manufacturability
issues can be avoided. By evaluating sustainability, it is possible to reduce the
risk of the product failing to meet long-term sustainability targets (Hallstedt &
Isaksson, 2017), ensuring that the product can remain viable on the market for
a longer time. The challenge is to capture criteria related to manufacturability,
sustainability, and other key aspects as early as possible, and perform rapid
evaluations based on those criteria. Thus, potential issues and opportunities
can be identified and acted upon before too much design freedom is lost.

1.1 The industrial need

At the time of writing, the aviation industry is estimated to be responsible
for approximately 2% of all man-made greenhouse emissions (Zhang et al.,
2020). Further exacerbating the issue, air travel trends indicate a continued
market growth that thus far has only temporarily been interrupted during
the COVID-19 pandemic (Grewe et al., 2021), indicating that greenhouse
emissions caused by commercial aviation are bound to continue increasing. The
ongoing growth of civil aviation in already mature economies in Europe and
America is outpaced by the emerging economies of primarily India and China.
This is resulting in the aforementioned expectation of a doubling of the global
commercial aircraft fleet (Airbus, 2024). Achieving net-zero will thus require
aircraft systems manufacturers to innovate and implement new technology
rapidly, if the 2050 target is to be met. Optimizing aircraft systems to minimize
fuel consumption is business as usual to any respectable manufacturer in the
aviation industry. However, merely reducing the fuel consumption will not
make this problem go away. The energy source itself needs to change, from
fossil to renewable. Additionally, it may even be necessary to partially capture
the already produced emissions in an attempt to reverse some of the damage.

To meet this challenge of converting to renewable energy, a vast array
of new technologies are being considered. Technologies of interest include
multiple new propulsion alternatives, the most prominent of which involves
turning to biofuels, typically referred to as sustainable aviation fuels (SAFs). In
addition, more radical alternatives being explored include different variations
of incorporating hydrogen as an energy source, as well as electric propulsion
variants, and hybrids. Each alternative has its own challenges, and would
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require significant changes to aircraft and engine systems. SAFs, of which
there are many variants, are the only alternative that has been deployed in
commercial aircraft, though merely to a fractional extent. However, SAFs are
not expected to solve the emission problems, only ameliorate it. Consequently,
other alternatives need to be explored.

This technological uncertainty has not been prevalent historically, as product
development within the aviation industry has, for the past 50 years, mostly
been evolutionary. Radical changes to aircraft systems have been scarce since
the introduction of the tube-and-wing aircraft architecture, and the kerosene-
fueled turbofan engine. Since then, manufacturers have aggregated decades of
experience with these solutions, rarely straying far conceptually. A solution that
has been proven in flight is typically considered safe for two reasons: Firstly, it
is less likely to run into problems during development and manufacturing, since
experience from similar products reduces such risks. It naturally follows that
there is a reduced risk of investing in such products. In other words, solutions
previously proven in flight are economically safe. Secondly, solutions that have
been proven in flight are less likely to result in catastrophic failure during
operations, meaning it is also safer for passengers. However, this aggregated
experience and confidence falls short when the aviation industry is forced to
make large conceptual leaps, such as turning to alternative fuels. Maintaining
the same safety standards while simultaneously innovating and keeping costs
at an acceptable level is one of the core challenges that the aviation industry is
currently facing.

How large the conceptual leap is for aircraft systems depends on which
energy source is being considered. SAFs have the benefit of being very similar
to their non-renewable counterpart, but even most SAFs have shown to be
incompatible with fuel system seals (Hamilton et al., 2024). However, the
expected impact of hydrogen-fueled propulsion, electric, or hybrids are far more
extensive. For hydrogen-fueled aircraft, containment is one of the most pressing
issues. Hydrogen has a significantly lower energy density than kerosene, and has
a tendency to degrade alloy structures it comes into contact with (Stefan et al.,
2022). Consequently, aircraft concepts that utilize hydrogen need to house
large cryogenic tanks that keep the hydrogen in a liquid form, thus ameliorating
those issues to some extent. This also means that such concepts tend to either
have radically different fuselage shapes, or significantly less available space
within the fuselage, relative to contemporary aircraft (Tiwari et al., 2024).
The problem with electric aircraft also pertains to storage (Wheeler et al.,
2021), as batteries are heavy, require a lot of space, and also have a low energy
density compared to kerosene. Consequently, electrification has thus far only
realistically has been considered for smaller aircraft, and is often combined into
hybrid solutions with gas turbines to extend the range.

Ultimately, the winning technologies in this race to sustainability will have
a profound impact on all levels of the industry, from airlines to component
manufactures. It is therefore important to consider recent experiences within
the aviation industry, where late design changes have resulted in expensive
consequences (e.g., Garcia, 2024). With this in mind, manufacturers need to
have a thorough understanding of the risks involved in the undertaking of new

4
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Figure 1.2: Cross-sectional image of an aero-engine, provided courtesy of GKN
Aerospace, and a turbine rear structure.

technologies, and how to diminish them. Therefore, to stay competitive, it
is critical for manufacturers across the supply chain to understand how their
systems will be impacted by the introduction of different technologies. In
this thesis, focus will be primarily on manufacturers of structural aero-engine
components.

When a new aero-engine is developed, components manufacturers are queried
whether they can provide certain components. For manufacturers of aero-engine
components to commit to a new design, confidence needs to be high. Thus,
such a query initiates an intensive and time-constrained phase during which
pre-studies are conducted to evaluate design feasibility. These studies need
to conclude that the requirements can be met, and that the component can
be manufactured. However, these subsystems are complex, and have multiple
conflicting requirements, making such evaluations extremely difficult. For
example, consider the turbine rear structure (TRS), depicted in Figure 1.2.
It is, among other things, responsible for: i) Deswirling the exhaust gases
exiting the turbine stages; ii) Providing mounting points for the engine such
that it can be mounted to the aircraft wing pylon; iii) Supporting the housing
of a bearing for the central shaft; iv) Absorbing radial loads in case of a fan
blade out incident. In other words, these types of components are subject
to extreme thermomechanical conditions, but at the same time they need to
be as lightweight as possible. The TRS is typically optimized for operational
performance, which often results in geometries that are difficult, and very
expensive, to manufacture. Over the last decades, efficiency gain has also been
achieved through advances in material science, as complex metal alloys are
employed to enable the TRS to withstand higher temperatures. While higher
temperatures can improve fuel efficiency, these materials come at the cost of
other aspects of sustainability, as such alloys are typically composed of critical
materials (Hallstedt & Isaksson, 2017).

Now, the manufacturers of these types of structures need to consider the
following: i) What will happen if the system which contains this product
radically changes? ii) What will happen if the requirements drastically change,
such that this solution, in its traditional form, is no longer considered viable?
As has been suggested throughout this introduction, both of these scenarios



CHAPTER 1. INTRODUCTION

are likely to happen, sooner or later. In this thesis, ideas are proposed for how
to reduce the uncertainties such that, when the time comes, the subsystem
manufacturers will be ready.

1.2 Research focus

Manufacturers in the aviation industry need to accurately and rapidly respond
to emerging technologies to stay competitive. At the same time, committing to
radically new designs involves an increased risk of encountering issues during
development, which can result in expensive late design changes. It is critical
to minimize the risk of late design changes, which are typically expensive and
time-consuming. However, there is an insufficient understanding of how to
capture, understand, and act on potential lead-time risks in the early design
phase. Consequently, the first research question (RQ) concerns the efficiency of
implementing new technologies, such that late design changes can be avoided.

RQ1 What information is necessary to enable efficient integration of new
technologies in next-generation designs?

A common strategy for accelerating the development of new products is to
reuse knowledge, and other assets, gained from developing previous designs.
This is the foundation of the product family approach. However, exactly what
can be reused is not clear, especially when new technologies are being considered
for integration into the system of interest. Building an improved understanding
of reuse capabilities has the potential to further accelerate development. This
is the aim of RQ2.

RQ2 What assets can be reused between product generations in a product family?

Finally, RQ3 focuses on the prescriptive aspect: to compile the developed
methods into a set of comprehensive tools that can be used in design scenarios.
These tools can be used together with industry to demonstrate and test the
proposed methods, and as a means of engaging researchers and students. The
tools and methods are fitted into a common framework for computational
similarity-assisted multi-domain conceptual engineering design, demonstrating
how they relate and contribute towards a common goal. The purpose of the
tools contained within this framework are not necessarily to be implemented
directly into industrial workflows, but primarily to serve as vehicles for the
ideas proposed in this thesis.

RQ3 How can digital modeling support be developed to enable assessment of
alternative variants in the early design phase?

1.3 Scope and delimitations

The research presented in this thesis primarily targets product development
activities in the early design phase. However, the early design phase is not a
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well-defined range within the product development process. Thus, to facilitate
discussion, the generic product development process (see Section 2.1.1) as
described by Ulrich et al. (2020) will be used as a baseline. The early design
phase will be considered as the concept development phase, and the system-level
design phase. It should be noted that, while this range may seem excessively
wide for the early design phase, a majority of the research presented in this
thesis targets product family design, in which a product platform of core
technology already exists. Ulrich et al. (2020) aptly refers to products in these
cases as Platform Products, as they are not built from scratch, but rather on
an existing platform.

Furthermore, much of the research presented in this thesis focuses on the
design of products within either the aviation or automotive industry. This
limits the possibility to analyze the impact of the research, as development
projects within these industries often span longer than a typical PhD project.
Instead, impact is typically evaluated by comparing the outcome relative to
that of alternative methods, and/or through focused design studies together
with experts from the respective industries.

1.4 Thesis outline

Chapter 1 explains the industrial need resulting in this research, and clarifies
what the presented research is focused on. Chapter 2 introduces some of the
key concepts in the presented research, as well as crediting closely related ideas
without which this thesis would not have been possible. Chapter 3 presents the
key scientific methods applied in the presented research. Chapter 4 provides
condensed overviews of each appended paper, and their highlights. Chapter 5
details the key contributions of the presented research, and how they relate to
the research questions. Chapter 6 discusses the research questions, and how
the results can be applied to answer them. Furthermore, the framework that
ties together the proposed methods and tools is presented. Chapter 7 discusses
the validity of the research, and how it may be applicable outside its intended
context. Finally, Chapter 8 summarizes the thesis by stating the claims that
can be derived from it, and outlines how this area of research can be continued
in the future.
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Chapter 2

Frame of reference

The purpose of this chapter is to position this thesis against previous research.
A visualization of the areas of relevance and contribution (ARC) can be seen
in Figure 2.1. This ARC diagram serves as a map of the concepts that are of
high relevance to this thesis, and has been used as a basis for what to include
in this chapter.

As Figure 2.1 depicts, the key areas to which this thesis contributes are:
geometry generation, design space exploration, design trade-off analysis, design
reuse, and the toolification of methods. Adjacent to these areas are multiple
critical concepts, most of which are explored in this chapter. At the foundation
of all these concepts is the product development process itself.
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Figure 2.1: An ARC diagram depicting concepts that are important (white) or
critical (blue) to the areas which the research presented in this thesis contributes
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2.1 The product development process

This section is intended to give an overview of the product development process.
How companies has approached the product development process has evolved
over the years but, as pointed out by Wheelwright and Clark (1992), in reality
the development process varies greatly among companies. Nevertheless, some
of the generalized steps covered here are shared by most companies.

Before embarking on the journey through the product development process
it is important to note that the nomenclature used in engineering design often
differs from what is typically used in systems engineering (INCOSE, 2015).
Since this thesis concerns the design of complex systems such as aircraft engines
and cars, some readers may expect systems engineering terminology. However,
the nomenclature in this thesis is firmly based in engineering design, and thus
readers that are coming from a systems engineering perspective may need to
stay vigilant. Regardless, the overarching processes described in engineering
design literature and systems engineering literature share many similarities,
though this is not analyzed here. Curious readers may find the review of design
and development process models by Wynn and Clarkson (2018) useful.

2.1.1 The traditional product development process

Ulrich et al. (2020) divides the product development process into six stages,
as depicted in Figure 2.2: planning, concept development, system-level design,
detail design, testing and refinement, and production ramp-up. These stages are
typically performed by three different company functions: marketing, design,
and manufacturing, that each have their own set of tasks for every step of the
process. The steps, which are performed more or less in sequence, start with
the identification of a market opportunity, and ends with the realization and
delivery of a product or service that exploits that opportunity.

Concept 1| System-level
development design

Testingand | | Production
refinement ramp-up

i
i

Planning e Detail design

Figure 2.2: The generic product development process, based on illustration by
Ulrich et al. (2020).

The market opportunity is identified and defined during the planning phase.
It can, for instance, be a problem that has not been resolved by existing
technology, or has only partially been solved. After identifying such a gap,
the next step is to identify who the potential customers are, and what needs
they have with regards to solving the original problem. When discussing
aircraft components, there is typically a need to minimize fuel consumption.
Needs are typically converted into requirements, which are more precise criteria
for how the final product needs to perform. As Pahl et al. (2007) puts it:
“Requirements should, if possible, be quantified and, in any case, defined in the
clearest possible terms.” Looking at the example of aircraft components again,
a requirement could be to specify the maximum allowed weight to ensure only
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an acceptable impact on fuel consumption. The requirements thus specify how
the final product is expected to perform, and often changes over time as more
information is gathered, and knowledge is gained.

Having defined initial requirements, the search for concepts that achieve
those requirements can begin. During the concept development phase, designers
utilize various creative processes and methods to generate design concepts. A
common starting point is to perform a functional decomposition, where the
problem is decomposed into the functions necessary to solve the problem. The
designers can then focus on achieving the individual functions, rather than
trying to solve the entire problem all at once. Then, the individual solutions
to each of the functions are combined into a single solution.

Multiple concepts are typically developed, which gain increased levels of
detail throughout the concept development, system-level design, and detail
design stages. Simultaneously, the concepts are screened for feasibility, and
eliminated until only one, or a few, remain. At that point, testing is performed
to validate that the design performs as intended, after which manufacturing
can commence.

Cooper (1990) observed that companies typically divide this process into
stages themselves, and based his stage-gate model on this common approach.
According to this model, work is conducted during the stages, which are
separated by gates. The gates are used to control the output of each stage,
typically by making a go/kill decision regarding whether to proceed with the
project. These decisions are typically made by a cross-functional team from
senior management, and are based on a set of predefined criteria. For instance,
a gate positioned immediately after a planning stage may require a list of
customer needs for the project to pass to the next stage.

What has been described above is a condensed explanation of traditional
product development. Wheelwright and Clark (1992), Pahl et al. (2007), and
Ulrich et al. (2020) all offer relatively modern takes on how this process is
typically conducted. Historically, the process has been significantly simpler.
Design was typically focused on a single point in the design space, which,
once finalized, was metaphorically thrown over the wall to the manufacturing
function (Boothroyd et al., 2010). In other words, the manufacturing and design
company functions often worked independently, without a unifying strategy
(e.g., Skinner, 1969), towards their own goals, often resulting in problems.
While these issues have been considerably ameliorated, modern companies still
suffer from variations of these issues even today. Consequently, the research
field of improving the efficiency of the product development process, and the
creation of new design methods, is still alive and well. In the next section,
well-known strategies and methods for improving the efficiency of product
development are examined.

2.1.2 Recent considerations for product development

Over time, many different approaches for bridging the gap between design
and manufacturing have been proposed and implemented. Among the earliest
methods for identifying and mitigating risks of manufacturing problems during
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design is what is referred to as design for manufacture and assembly (DFMA).
The term design for X (DFX) is commonly used to describe techniques, criteria,
and guidelines that can be applied during design to achieve a certain goal X
(Kuo et al., 2001). DFMA thus encompasses guidelines for designers with the
aim of reducing manufacturing and assembly problems (Boothroyd et al., 2010).
DFMA includes guidelines such as reducing the need for fasteners, reducing
the number of parts, and reusing standard components (e.g., Naiju, 2021). By
designing with manufacturing in mind from the start it becomes less likely that
manufacturability issues are encountered late in development. This can reduce
costs drastically, as late redesigns typically are very expensive. Conversely,
there are other sets of guidelines and criteria for additional goals, such as
improving the sustainability of the design. Design for sustainability (DFS)
(e.g., Ceschin & Gaziulusoy, 2019) can include guidelines for reducing material
use, and for ensuring that the artifact can be separated into components for
recycling purposes.

DFX techniques and guidelines have historically proven to be highly useful
(e.g., Boothroyd et al., 2010), though they do not provide the designer with
insight into how different domains trade against each other. For instance,
a highly manufacturable design may compromise performance targets, or
fail to meet sustainability requirements. In other words, there was a need
for an approach which enabled designers to consider multi-domain aspects
concurrently.

Concurrent engineering is an approach which aims to involve different
company functions in the design phase concurrently, enabling, for instance,
manufacturing experts to give their input while there is still enough design
freedom to act on it. However, as R. P. Smith (1997) once conjectured, “A
functionally separated organization makes it difficult to implement concurrent
engineering mechanisms.” Nevertheless, Sobek et al. (1999) observed that
Toyota at the time had a successful strategy for avoiding late design issues.
Toyota worked with sets of designs, also known as design space regions, which
were communicated among design and other functions at the company. Designs
are only committed to if deemed feasible by all other organizational functions.
Over time, the level of detail of the design concepts within the sets increases
as the considered design space region narrows down towards a single point.
Through ensuring that any design within the set is manufacturable already at an
early stage, the risk of late redesigns is significantly diminished. This approach,
referred to as set-based concurrent engineering (SBCE), enables engineering
teams from different organizational functions such as manufacturing, design,
and marketing, to work concurrently, improving efficiency.

To determine if a design is feasible for a specific organizational function,
Sobek et al. (1999) reports that engineers would use documented guidelines
(DFX). These guidelines are improved over time as experience is gained with
different types of designs. The concept of leveraging experience from previous
designs, when developing new and similar designs, is core to product family
design.

A product family is, according to Simpson, Maier, et al. (2001), “a group
of related products that share common features, components, and subsystems”.
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What is shared among the products in a product family is referred to as the
product platform. This platform is not restricted only to proven design solutions,
but also to intangible assets such as knowledge and processes (Robertson &
Ulrich, 1998). Through reusing already proven elements from previous projects,
the development risk can be reduced (Jiao et al., 2007). A common approach to
product family design is the scale-based product family (Simpson, Maier, et al.,
2001). In this approach, particular scaling variables are scaled up or down to
suite varying customer requirements. For structural aero-engine components,
this approach can be used to instantiate products for different engine sizes. This
enables the reuse of many important assets, such as models used to evaluate
the fitness of scaled designs with regards to emerging requirements.

Another critical asset in modern product development is the data which
many products and services generate throughout their life cycles. The avail-
ability of life cycle data has led to the advent of data-driven design, where
data from existing products is leveraged to inform the decision-making process
when developing new designs (Cantamessa et al., 2020). However, repurposing
data for new contexts brings with it significant challenges (Woodall, 2017).
Key problems include that it is unclear whether the data is relevant in the
context for which it is being adopted, and that a lot of background knowledge
is necessary to properly utilize collected data (Eckert et al., 2022; Frické, 2015).

At its core, the modern product development process shares many similari-
ties to its traditional counterpart, though its processes have been significantly
refined. Product families to maximize resource efficiency is commonplace today.
This is especially noticeable when shopping for phones or cars, where the
year-to-year differences between product models are often marginal due to the
extensive reuse of assets. Such products are too complex to be reinvented every
time a new model is developed. Indeed, products and systems are becoming
increasingly complex, which is a sentiment that has been repeated over time for
at least the past three decades (e.g., Szykman et al., 2000). This amplifies the
challenge of creating products that satisfy the requirements of all stakeholders,
as designers need to consider multi-domain (e.g., performance, manufactura-
bility, and sustainability) aspects in systems where even small changes can
have significant unforeseen consequences. To face the challenges brought on
by increased complexity, design researchers and practitioners need to improve
their ability to represent systems in the form of models, to better understand
their behavior.

2.2 Systems modeling for conceptual
engineering design

Throughout the product development process, it is necessary to continuously
improve the understanding of the system(s) being developed. In the context of
conceptual engineering design, many different concepts need to be evaluated
before further resources are committed to developing them. Evaluation using
physical testing may, for many reasons, not be possible. Common reasons
include that physical testing is resource inefficient or impractical (e.g., Maria,
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1997). Nevertheless, in search of the best solutions the design engineers need to
somehow evaluate the concepts. To navigate this issue, models and simulations
are commonly used (INCOSE, 2015). Models abstract the system of interest
into a representation that can be used to facilitate the evaluation process. The
concept of simulation, on the other hand, is closely related to modeling. Maria
(1997) describes simulations as the operation of models, which can be used
to infer the behavior of the system which the model represents. Similarly,
INCOSE (2015) describes simulations as “[...] the implementation of a model
(or models) in a specific environment that allows the model’s execution (or
use) over time.” In short, a model is an abstraction of a system of interest,
while a simulation is the use of the model to understand the behavior of the
system. Models and simulations are thus critical components of design space
exploration, where many different types of models and simulations are used to
understand different aspects of the design.

While there exists an abundance of alternative means of modeling systems,
this section will only focus on a few different types that are critical to the
research presented in this thesis. Function-oriented models are the basis of
platform architecture models, which are widely used in product family design.
Similarly, design structure matrices are extensively used in product family
design to optimize architecture and analyze interactions among system ele-
ments. Geometric models are commonly used for various types of physics-based
simulations. Finally, surrogate models are briefly covered. While surrogate
models are not necessarily models of systems, they are commonly used instead
of simulations to approximate system behavior.

2.2.1 Function-oriented models

Function models are typically used in the early design phase to understand
the necessary functionality of the system. This is done through functional
decomposition, which decomposes the system into the functionality it needs
to perform. Models used for functional decomposition typically assume the
form of block schematics or function trees (Hubka, 1982). Block schematics
visualize the technical process, representing the order of operations conducted
to fulfill the main function of the system. Function trees, on the other hand,
typically decompose the system by starting from its highest-level functionality,
and then iteratively breaking it down into its sub-functions until a useful level
of decomposition is reached. The research in this thesis primarily leverages
function trees in the form of function-means (F-M) and enhanced function-
means (EF-M) trees.

F-M trees Tjalve (1979) expand on the original function tree concept by
including the means to achieving each function into the same model, as exem-
plified in Figure 2.3. With the ability to implement design tools into software,
new function model concepts were developed that contained more design in-
formation, such as the improved F-M tree proposed by Malmqvist (1997),
and later the EF-M tree originally proposed by (Schachinger & Johannesson,
2000). These advancements of the function tree model enabled them to be
used not only for initial functional decomposition, but also for design space

14



CHAPTER 2. FRAME OF REFERENCE

Pranchlor

[Tt ed]2

7
7

Ie f‘/\c/t’/kirg \/; [ 1 ,/- [ - /‘ }570 y
Edlcarsmlcal=m

— b

e e

Gotunte | [ 2 T [AGiF |
L_ﬁmt__i &/_ 18 M e |

18

Figure 2.3: Traditional hand-drawn F-M tree with alternating functions and means.

exploration. The EF-M tree can contain non-functional requirements in the
form of constraints, and information about interactions among means such as
signals or physical interfaces. The mapping of such interactions can also be
represented in matrix-form, and it enables analysis of system behavior.

2.2.2 Design Structure Matrices

A common tool for representing dependencies between system elements is
the design structure matrix (DSM). DSMs can be used to model product
architectures, processes, or even entire organizations, as exemplified by Eppinger
and Browning (2012). It is scalable, and simple to read for both humans and
computers. As such, it has been used as a basis for various types of algorithms
to assist in the design process. For instance, clustering algorithms can be
applied to DSMs to identify modularization opportunities (Yu et al., 2003),
and the change propagation method (CPM) can be used to identify different
types of risk (Clarkson et al., 2004).

CPM utilizes two DSMs as inputs: one DSM that represents the likelihood
of change propagating from one system element to another, and one DSM that
represents the impact of change propagating between elements. By evaluating
the interplay between impact and likelihood, a new DSM can be computed that
contains the risk each system element imposes on all other elements. What
type of risk is computed depends on what impacts and likelihoods are being
measured. Brahma and Wynn (2023) lists multiple examples, such as how
much a proposed change to a system might impact the design, product family,
or production.

Of significant importance to this thesis is the compatibility between the DSM
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format, and the interactions mapped using EF-M. These modeling techniques
can contain the same information about system element interactions, as was
hinted at by Raudberget, Dag et al. (2014), and explicitly demonstrated by
Miiller et al. (2019). Consequently, EF-M modeling can reap the benefits of
analysis enabled by DSM models.

2.2.3 Geometric representations

Detailed modeling of product geometry using computer-aided design (CAD) is
generally reserved for the later phases of design (Pahl et al., 2007). At the same
time, CAD has been criticized for forcing designers into overcommitting to
details too early (Woodbury & Burrow, 2006). Nevertheless, for certain types
of development projects, such as when developing a product within a scale-
based product family, coarse geometries of concepts can be helpful for early
feasibility studies. The CAD geometry itself is useful, as it provides a visual
representation of the design which can be used to communicate ideas. But
perhaps more importantly for scale-based product families, the CAD format
is useful for different types of analysis, and can be meshed for use in finite
element analysis (FEA).

In the aerospace industry, it is common to utilize shell-based geometries
to represent early designs (e.g., Robinson et al., 2011). An example of such a
model can be seen in Figure 2.4. Shell models are composed of surface elements,
or shells, that lack thickness and are thus of relatively low detail. The thickness
of individual walls are instead represented by attributes associated with each
individual surface. As a result, shell-based geometries are computationally
inexpensive, and can easily have their attributes varied for optimization studies
to evaluate alternative thicknesses.

Figure 2.4: A shell model of a Turbine Rear Structure used for early design phase
evaluation.
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Alternative approaches exists, however, including methods that facilitate
the use of solid geometries. Sandberg et al. (2017), for instance, demonstrated
the use of CAD journals to automatically generate solid models of the structural
components of a turbo-fan engine, which were then used for FEA analysis.
Another approach was proposed by Miiller et al. (2019), who bridged the gap
between function and form by using EF-M modeling as a basis for generating
CAD geometries. This particular approach utilized CAD building blocks that
were pieced together into different configurations through a special software.
This enabled a relatively high modeling flexibility at the cost of complexity in
the software that was designed to facilitate this process.
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Figure 2.5: Simplified overview of a design space exploration process that highlights
the issues with CAD modeling and computationally expensive simulations.

The work of Miiller et al. (2019) highlights an important problem with CAD
modeling in the conceptual phase in that it is difficult to represent radically
different designs. To evaluate novel solutions, it is necessary to be able to
represent a wide range of designs (Amadori et al., 2012). The CAD format is
limited in its flexibility, but is nevertheless a necessary format for many types
of simulations. Parametric variation is possible, but is typically hindered by
geometric dependencies in the models which significantly reduces flexibility
(Aranburu et al., 2022). The building block approach presents interesting
opportunities, but is difficult to implement and maintain. At the same time,
the richer the geometry, the more expensive the simulation. This results in a
difficult to navigate trade-off during conceptual design, as visualized in Figure
2.5, where engineers need to find an approach that balances these aspects.
A common means of reducing computational expenses is to utilize surrogate
models.
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2.2.4 Surrogate modeling

Simulating system behavior can be computationally expensive. This is especially
true for physics-based simulations that utilize FEA. However, when searching
for high-performing designs, such as when exploring the design space through
optimization studies, it is generally necessary to evaluate large sets of designs.
In such scenarios, designers often resort to surrogate models (Papalambros &
Wilde, 2017), also known as metamodels (Simpson, Peplinski, et al., 2001).
Data-based surrogate models are trained on data produced by higher-fidelity
models (or physical tests), such as physics-based simulations. The trained
surrogate model can then provide approximations at a significantly reduced
computational expense. Examples of data-based surrogate models include
polynomials trained using polynomial regression, Gaussian processes, and
neural networks. Throughout this thesis the term surrogate model is used in
short for data-based surrogate model.

An important surrogate model property is the dimensionality, which is
determined by the number of variables it requires to generate an approximation.
A well-known phenomenon is the so-called curse of dimensionality, which
entails that the higher the dimensionality, the more data is required to train
the model for it to yield accurate approximations (e.g., Wang & Shan, 2006).
This poses a problem for system behavior approximation, where the number of
variables that affect the behavior is often high. Multiple approaches have been
proposed to mitigate this issue, including variable screening and reduction (e.g.,
Viana et al., 2021), and multi-fidelity models (e.g., Giselle Ferndndez-Godino,
2023). Nevertheless, this presents a challenge for designers, as it is impossible
to know with absolute certainty how trustworthy the models are, even though
these models ultimately inform critical decisions during the design process.

2.3 Design Space Exploration

Design space exploration is commonly viewed in literature as a computer-
oriented exercise where the variables of a system are systematically varied, in
search of promising designs. Authors who share this sentiment include Gries
(2004) and Woodbury and Burrow (2006). Typically, this exercise is composed
of sampling the design space, representing the sampled design points using one
or more modeling techniques, and then evaluating the representations based
on a set of design objectives. In this thesis a slightly broader definition of
design space exploration is used, where sampling and evaluation can also be
performed by humans. This broader definition seems to be shared by authors
such as (Nelson et al., 2009; Shah et al., 2003), who use the term exploration
in association with ideation and concept generation, which traditionally are not
computer-exclusive activities. In this section we will look at discrete design
space exploration, which is common in the earliest stage of conceptual design,
and how designers tackle decision-making by informing themselves of potential
trade-offs.
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2.3.1 Discrete design space exploration

In the early concept phase, it is common practice to functionally decompose
the system of interest and then ideate means of achieving each of the individual
functions. Through combining different means of achieving each function,
alternative solution candidates can be identified. A similar scenario can also
be found in product family design, where multiple alternative means may exist
that fit within the product platform architecture, and different instantiations of
these means form new design variants (e.g., Siddique & Rosen, 2001). However,
a significant difference between these two scenarios is the amount of information
available. In the early conceptual phase, little is known about the alternative
means. Conversely, in a product family, many of the alternative means may
already be well-developed, and thus more information is likely to be available.

The process of identifying and evaluating combinations of means that
together form the basis of new designs is referred to in this thesis as discrete
design space exploration. A traditional method for representing discrete design
spaces is the morphological matrix, originally proposed by Zwicky (1967).
Morphological matrices list all of the functions which a system is expected to
perform, along with alternative means of achieving each of those functions, as
depicted in Figure 2.6. Paths can then be traced through the morphological
matrix to represent combinations that form design concepts. Alternatively,
F-M or EF-M trees can be expanded with alternative means for individual
functions, enabling them to contain multiple alternative design concepts. This
was exemplified by Miiller et al. (2019) who used an EF-M to explore alternative
concepts. Miiller et al. explored all possible combinations of means within
the EF-M by exploiting the richness of EF-M modeling to define parameters,
constraints, and interactions among the individual means. This information
was then leveraged to generate geometries for each of the alternative concepts.

One of the issues with these types of design spaces is the combinatorial ex-
plosion caused by the vast number of possible combinations (Motte & Bjdrnemo,
2013). This often makes it infeasible to evaluate all combinations, unless the
number of functions and alternative means are kept at a low number. To
ameliorate this, a common approach is to map and avoid any incompatible
pairings of means (e.g., Pahl et al., 2007), and to avoid considering means that
are deemed to be infeasible (Ulrich et al., 2020). Alternatively, a computational
approach can be taken where optimization is utilized to identify promising
solutions. Alternative computational techniques have been demonstrated by,
for instance, Bussemaker et al. (2024), Ma et al. (2017), Olvander et al. (2009),
and Tiwari et al. (2009). Tt is important to note that, to apply optimization
to discrete design space exploration, enough information about each alterna-
tive means needs to be available to enable mathematical evaluation. In the
traditional morphological matrix, no such information is embedded, but the
computational approaches generally enrich the morphological matrices with
quantitative properties. Bussemaker et al. (2024), on the other hand, utilizes
an entirely different format by representing system architecture alternatives in
a tree-based structure, and embedding relatively mature mathematical models.

Model-driven design space exploration (MDSE) is a different approach to
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Figure 2.6: Example of a morphological matrix, adopted from Almefelt (2005).

exploring discrete design spaces. It utilizes a system model which is systemati-
cally transformed in search of new designs given a set of goals and constraints
(e.g., Hegediis et al., 2015). These transformations are done through a set of
pre-determined rules which, when executed, change the system model (e.g.,
Voss et al., 2023). Since the design space is explored through the application
of pre-determined rules which transform the system model in predictable ways,
this approach to exploration is discrete. However, as exemplified by Gross and
Rudolph (2016), design variables can also be considered in a separate step,
thus enabling a combined exploration of the discrete design space and the
design variables. Notably, MDSE differentiates from exploration using EF-M
or morphological matrices in that the design space is not restricted to a set of
possible combinations, as the same system can be transformed using the same
rules multiple times. In other words, there is not necessarily an upper bound of
possible combinations. Design spaces explored using MDSE are instead limited
by the constraints imposed on the system. This may render MDSE less suited
for early conceptual design, as defining constraints often require information
which is not necessarily available at that stage. On the other hand, it has been
shown to be an appropriate approach when the constraints are clear and the
assortment of necessary system components is known, but not their required
quantities. This is exemplified by the optimization study of a smart building
configuration conducted by Abdeen et al. (2014). The system components of
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this smart building are pre-defined: servers, sensors, devices, and applications.
The challenge is to identify resource-efficient combinations which can contain
any number of these components.

We can conclude that discrete design spaces provide a particular set of
challenges: the combinatorial explosion caused by the vast number of poten-
tial pairings of alternative means, and ensuring that all combined means are
compatible. Many approaches have been proposed for exploring such spaces
computationally, though such methods generally necessitate additional infor-
mation that can be difficult to elicit during the early stage of conceptual design.
Furthermore, discrete design spaces are found not only when creating new
products from scratch, but also when searching for novel instantiations within
established product families.

2.3.2 Informed decision-making

Decision-making in the design space exploration process involves weighing
multiple, often conflicting, design objectives against one another. These trade-
offs need to be identified and understood to assist designers in making better-
informed decisions, while there is still enough design freedom. This entails
not only understanding how the design will perform when in use, but also
during the other phases of its life cycle. Of additional emphasis is how aspects
of manufacturability and sustainability are affected by design choices. In
this thesis, these are referred to as domains, and these domains often have
conflicting requirements that need to be considered. In addition, the concept of
flexibility is introduced, as flexible systems maintain a degree of design freedom
throughout their life cycle.

Multi-domain trade-offs

Depending on product complexity and production volumes, manufacturing
and maintenance are typically responsible for the majority of the cost in a
product life cycle (Fixson, 2004). However, it is generally accepted (though
debated to what extent) that a significant portion of the decisions resulting
in those costs are made during the design phase (Barton et al., 2001; Pahl
et al., 2007; Ulrich & Pearson, 1993). In addition, it is known that the cost
of correcting design problems significantly escalates the further into the life
cycle the problem is identified (Stecklein et al., 2004). With this in mind, it is
clearly important to evaluate manufacturability already in the design phase,
to mitigate excessive manufacturing costs. Traditionally, DFMA has been
used to assist designers in developing manufacturable designs. However, when
evaluating large quantities of alternative designs, applying DFMA guidelines is
not feasible. Instead, an automated evaluation approach is necessary, similarly
to how FEA can be automated to evaluate performance aspects of designs. Ex-
amples of this includes Runnemalm et al. (2009), who demonstrated how GKN
Aerospace (referred to as Volvo Aero at the time) had started to use welding
simulations to evaluate manufacturability. Stolt et al. (2016) demonstrated how
the manufacturability of alternative designs can be evaluated by enriching CAD
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models with weld information. Another example is Séderberg et al. (2017),
who discusses the utilization of the Robust Design and Tolerancing (RD&T)
software for evaluating design robustness.

Vallhagen et al. (2013) pointed out that it is not only necessary to evaluate
the manufacturability of alternative designs, it is also necessary to understand
how manufacturability interacts with performance. Put differently, choices
made that affect manufacturability can also affect performance, giving rise to
multi-domain trade-offs that need to be considered. Vallhagen et al. (2013)
proposed a framework which highlights the importance of manufacturability
simulations in design, as well as SBCE and the identification of trade-off curves.
However, as Siedlak et al. (2015) noted, performing manufacturability and
performance analysis concurrently requires information not typically available
in the conceptual design phase. Siedlak et al. (2015) exemplifies how this can
be done, enabling designers to consider trade-offs between manufacturability
and performance by combining structural models, aero models, manufacturing
and assembly cost models, and production flow models. Another example of
how this can be achieved was demonstrated by Kim et al. (2022), who utilized
optimization to trade manufacturability against mission performance to explore
alternative aircraft rib variants.

While a few prominent examples of such research exist, the body of research
pertaining to manufacturability and performance trade-offs in the early design
phase is noticeably sparse. The same can be said for the body of research
concerning sustainability trade-offs in the early design phase. A discernible dif-
ference, though, is that the toolbox for exclusively evaluating manufacturability
is becoming richer, while there is still a significant lack of tools to evaluate
sustainability (Hallstedt et al., 2022; Lovdahl et al., 2024). Recent decision
support methods for improved sustainability include material criticality as-
sessment, which enables consideration of alternative materials based on their
life cycle sustainability (Hallstedt & Isaksson, 2017); the sustainability finger-
print method (Hallstedt et al., 2023), which enables qualitative assessment of
alternative concepts with regards to their life cycle sustainability.

While trade-offs among sustainability and other aspects is largely missing
from contemporary research, there are some examples of researchers contribut-
ing to filling this gap. Al Handawi et al. (2020), for instance, demonstrated an
optimization approach to balancing remanufacturing potential against struc-
tural performance. Another recent example is the study conducted by Spinelli
and Kipouros (2025), who applied Bayesian networks to assess sustainability
and performance concurrently.

It is critical to note that sustainability entails looking at more variables
than merely greenhouse emissions. Indeed, for a product to be sustainable it
cannot have a negative impact on the environment, but also not on society
or the economy (Mebratu, 1998; Ramani et al., 2010). For instance, battery-
electric vehicles do not generate greenhouse emissions when driven, though
the potential health-risks caused by handling of the associated toxic materials
(Lehtimé&ki et al., 2024) and the sources of the electricity used to charge said
batteries (Requia et al., 2018) also need to be considered. Focusing only on
single aspects, such as COs emissions, can result in sub-optimization and
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even the emergence of new problems. How to consider such trade-offs within
sustainability, and simultaneously towards the domains of manufacturing and
performance, is not well-understood. Indeed, the available scientific literature
regarding manufacturability or sustainability trade-offs against performance
is sparse. To my knowledge there are no scientific records of attempts to
conduct trade-offs among all three of these domains simultaneously. However,
to assert cost-efficient products that perform as intended while simultaneously
not negatively impacting society or the environment, multi-domain trade-offs
need to be considered from as early as possible during the development process.

Optimization in conceptual design

To facilitate the identification and quantification of trade-offs, it is common
practice to utilize optimization (e.g., Fleming et al., 2005). Traditionally,
design optimization has been viewed as a means of identifying the best design
alternative (Papalambros & Wilde, 2017), however, it also enables designers to
identify and explore the limits of the design space. Indeed, many of the design
space exploration studies referred to above take advantage of optimization
to some extent. To exemplify, Olvander et al. (2009) employed Tabu search
to find optimal combinations within morphological matrices; Siedlak et al.
(2015) traded manufacturability, aero, and structural performance using an
optimization approach. Al Handawi et al. (2020) utilized optimization to trade
remanufacturability against structural performance. In short, identification
of trade-offs using optimization can facilitate SBCE as it enables designers
to focus on a range of the best possible designs given a set of objectives and
constraints.
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Figure 2.7: Example of an aircraft multidisciplinary analysis (MDA) adopted from
Tosserams et al. (2010).

System design often requires accounting for interactions among different
disciplines. For example, in aircraft wing design, fuel capacity, wing length, and
stiffness are interdependent. Thus, when optimizing such systems it is necessary
to account for how these disciplines interact. From this necessity the field of
multidisciplinary design optimization (MDO) was conceived. For a review of
different MDO formulations, see Martins and Lambe (2013). Accounting for
interactions necessitates rigorous mathematical bookkeeping to assert that a
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common description of the system is consistent in all subsystems, for which
multiple approaches have been suggested. One of the most prominent MDO
approaches is non-hierarchical analytical target cascading (Tosserams et al.,
2010) which, in its compact form (Talgorn & Kokkolaras, 2017), significantly
reduces the necessary mathematical bookkeeping.

To evaluate a system using MDO it is first necessary to decompose it and
analyze the dependencies among its subsystems. This is referred to as MDA, and
it ultimately determines which variables are coupled, shared, or independent.
This MDA can be visualized as a flow diagram, as exemplified in Figure 2.7.
Then, the problem can be programmed into an MDO solver that conducts the
mathematical bookkeeping and potentially outputs a design configuration that
satisfies all subsystems without breaking any variable couplings.

Considering flexibility

As a design matures throughout the development process, decisions are made
that increasingly constrains the design space. This reduces designers ability
to make changes, or take the design in new directions. The ability to change
the design, generally known as the design freedom (e.g., Simpson et al., 1998;
Ullman, 2009), typically dissipates completely by the end of the design process
(Simpson et al., 1998). However, a means of maintaining design freedom beyond
the design phase is to design systems such that they can be changed easily.
Fricke and Schulz (2005) referred to this as flexibility. A flexible system can
thus more easily accommodate emerging customer requirements. Consequently,
there is a need to evaluate the flexibility of systems such that they can be
designed to be flexible. A well-known method for quantifying flexibility is
CPM, which enables calculating how changes propagate throughout a system
(Clarkson et al., 2004). Through CPM, the likelihood of changes propagating to
other parts of the system and the impact of such propagations are combined to
calculate the risk associated with making changes. Other means of measuring
flexibility includes Holtta and Otto (2005), who quantified the effort necessary
to redesign a subsystem without significantly impacting other parts of the
system. Cormier et al. (2008) proposed flexibility metrics that considered
interactions between subsystems, how they interface, and the range between
subsystems. Alonso Ferndndez et al. (2024) developed a flexibility metric that
enables designers to consider space allocation for future system changes, taking
into account field effects such as heat transfer.

A concept closely related to flexibility is design margins. To facilitate system
flexibility, it generally needs to have an excess of capacity beyond the demand
of its present requirements. This excess capacity enables the system to absorb
uncertainties by providing headroom for future system upgrades (Eckert et al.,
2019). However, as (Brahma et al., 2024) points out, this additional capacity
comes at a price that must be considered with care to avoid overdesign.

Exploration through visual analytics
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