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Abstract

Halide perovskites have gained significant interest due to their remarkable opto-
electronic properties and diverse applications. However, most of these applications
involve lead-based halide perovskites which suffer from critical challenges related to
lead toxicity and long-term stability. In order to counter these challenges various
strategies have been explored, including encapsulation, surface passivation, com-
positional engineering, and alternative synthesis techniques. One of the promising
approaches is the development of lead-free halide perovskites. In this licentiate
thesis, a computational study is conducted on these materials, using advanced
Density Functional Theory calculations and Molecular Dynamics simulations em-
ploying neuroevolution potentials. The structural properties, with a particular fo-
cus on octahedral tilting and phase transitions are explored. Furthermore, charge
localizations in the form of polarons in Csy,AgBiBrg and CsGeX4 (X=CI,Br,I) are
investigated. Additionally, the formation of self-trapped excitons in Cs,AgBiBrg
is examined. These self-trapped states play an important role in the material op-
tical properties reported in several experimental reports. Overall, the results in
this work provide valuable insights on the structural and electronic properties of
lead-free halide perovskites.

Keywords: density functional theory, molecular dynamics, lead-free, halide per-
ovskites, halide double perovskite, polaron, self-trapped exciton
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Introduction

In 1839, a mineral was discovered in the Ural Mountains extending across western
Russia by Gustav Rose. This mineral was CaTiO;, and its crystals showed a clear
cubic structure. This mineral was named after the Russian mineralogist Lev Per-
ovski. Later on, the name 'perovskite’ was applied to the class of materials with
the general chemical formula ABX that exhibit the same type of arrangement of
atoms. In the mid-20th century, perovskites gained significant interest. Numerous
perovskite oxides were explored and their interesting properties such as ferroelec-
tricity, piezoelectricity, catalytic activity, and ionic conductivity were revealed. In
the early 2000s, synthetic perovskites containing halogens, namely metal halide
perovskites, rose to the scene [1]. In a remarkably short period, metal halide per-
ovskites have captivated researchers with their extraordinary properties and found
their way into solar cells, light-emitting diodes and sensor technologies [2, 3].

The phenomenal performance, coupled with relatively sustainable and low-cost
fabrication methods, positions metal halide perovskites at the forefront of emerging
solar technologies to replace traditional Si-based devices. The power conversion ef-
ficiency (PCE) of perovskite-based solar cells tremendously improved in less than
two decades, surpassing 24% [4]. Moreover, their combination with silicon-based
solar cells has achieved PCE of 33.9% [5]. This joint configuration, namely silicon-
perovskite tandem solar cells, captures sunlight across different regions of the solar
spectrum, resulting in more efficient power conversion. Beyond exceptional perfor-
mance, perovskite solar cells offer low-cost and scalable fabrication [6, 7].

Band gap tunability through compositional engineering and scalable fabrica-
tion also make metal halide perovskites an attractive group of materials for light-
emitting diodes (LEDs) [8], for example, in high-quality backlit displays of per-
ovskite@glass composites [9]. This backlit display is reported to cover a wide color
gamut of 176% of commercial LCDs and 127% of the NTSC 1953 standard, there-




Chapter 1. Introduction

fore achieving high color-accuracy. Moreover, through solution processing, the
production cost of perovskite-based LEDs can be lowered further by employing
methods such as inkjet printing [10].

The fast response time and high sensitivity make halide perovskite crystals great
candidates in sensor applications [11]. It is reported that perovskite-based sensors
can even be used to mimic all five human senses such as vision, olfaction, tactility,
palate, and hearing [12]. Thus, halide perovskite based sensors can be utilized in
future applications of medical equipment and bionic prosthetics.

Although halide perovskites are promising materials for high-performance opto-
electronic device applications, they face significant challenges, such as stability and
toxicity issues. It is worth noting that the most effective and widely used halide
perovskites are generally lead-based. Lead (Pb), a neurotoxin that can have serious
detrimental effects on human health, limits the widespread use of lead-based metal
halide perovskites [13, 14]. Furthermore, lead-based halide perovskites tend to de-
grade over time under environmental conditions. This can lead to contamination
of soil and water, posing a serious environmental threat. In addition to the health
concerns, degradation under environmental conditions is a vulnerability to their
long-term performance [15, 16]. To overcome such drawbacks, researchers have
explored various approaches. One strategy involves reducing lead leakage from
lead-halide solar modules through different encapsulation methods [17]. Another
approach focuses on developing lead-free alternatives of perovskite crystals that
exhibit properties similar to those of lead-based counterparts [18]. In this thesis,
I explore the properties of lead-free halide perovskites using Density Functional
Theory and Molecular Dynamics simulations.

The primary objective of this thesis is to investigate the structural dynamics
and charge localizations inherent in lead-free halide perovskites. I examine the
various structural phases of halide double perovskites and phase transitions caused
by temperature changes. These transitions are characterized by octahedral tilting
and I discuss the contribution of different factors that play a role in this pro-
cess. Finally, through hybrid density functional theory modeling, I study polarons
and self-trapped excitons in lead-free halide perovskites such as Cs,AgBiBrg and
CsGeX;5 (X = Cl, Br, I).

The remainder of this thesis is organized as follows. In Chapter 2, a brief overview
of lead-free halide perovskites is provided. Lead-free Halide Double Perovskite,
their crystal structure, the effects of different compositions, and their applications
are discussed. In Chapter 3, the mechanics of phase transitions is explained. In
Chapter 4, I cover the charge localization in halide perovskites as well as its impact
and related challenges in modeling. In Chapter 5, the computational methods used
in this thesis are introduced. Chapter 6 summarizes the three papers that make the
basis of this thesis. Finally, the thesis is concluded and a brief outlook is provided
in Chapter 7.



Lead-Free Halide Perovskites

As discussed in Chapter 1, although lead-based halide perovskites exhibit remark-
able optoelectronic properties, due to health and environmental concerns, consider-
able attention in the perovskite community has shifted toward exploring lead-free
alternatives. For example, the substitution of Pb with other 4A group elements of
the periodic table such as tin (Sn) or germanium (Ge) could be expected to remove
toxicity while keeping the exceptional performance. Thanks to their ideal band
gap [19], exceptionally long carrier lifetime [20], and high charge carrier mobility
[21], tin halide perovskites were hoped to resolve the limitations of their lead-based
counterparts. Unfortunately, they have displayed performance inferior to those of
the Pb-based perovskites in a range of applications. Moreover, the strong tendency
of Sn?* to oxidize to Sn** in Sn-based halide perovskites leads to unwanted p-type
doping and increases charge carrier populations, which significantly alters the elec-
tronic properties of the host material [22-25]. Ge-based halide perovskites, like
their Sn-based counterparts, are prone to oxidation but are generally considered
more stable. Although their PCE is inferior even compared to Sn-based perovskite
solar cells [26, 27|, due to their high structural stability and non-toxic nature, they
are still considered candidates for photovoltaics [28]. Moreover, Germanium halide
perovskite (GHP)s are reported to be promising materials in non-linear optics [29].

Ge-based perovskites show an important distinction in terms of their crystal
structure. Unlike Pb- and Sn-based perovskites, Ge-based perovskites do not ex-
hibit a high degree of octahedral tilting. Instead, at low temperatures, the Ge
cation in the GeXy octahedron becomes off-centered, leading to a low-symmetry
rhombohedral or monoclinic structure [29, 30]. As will be shown in Chapter 4,
this cation off-centering can have a significant impact, for example on the polaron
formation.

Alternatively, another group has emerged as lead-free analogs, Halide Double




Chapter 2. Lead-Free Halide Perovskites

Perovskites [31]. A major part of this thesis is focused on the members of this
material group.

2.1 Halide Double Perovskites

N )
B @
B @

X e

Figure 2.1: Crystal structure of single (left) and double (right) perovskites.

Halide Double Perovskite (HDP)s are the product of substituting the divalent Ph*
ion with two distinct group elements, monovalent B+ and trivalent B* 3+, resulting
in a formula of AB'B*“Xg. The crystal structure of HDPs consists of B*Xg and
B3T X octahedra in alternating arrangement where X is a halogen atom, and A is a
monovalent cation such as Cs™ or Rb™, as presented in Fig. 2.1. Increased degrees of
freedom in the selection of B-cations allow for tailoring their electronic properties
further for specific applications [32]. For example, in Fig. 2.2 electronic band
structures of Cs,AgBiBrg, Cs, AgBilg, Cs, AgSbBry, Cs,AgSbBry, Cs, T1BiClg, and
Cs,T1BiBrg Halide Double Perovskite (HDP)s are presented. It is observed that a
Halide Double Perovskite (HDP) containing T1 and Bi results in a relatively large
direct band gap at I', while replacing T1 with Ag reduces the band gap and shifts
the CBM to the R point. Additionally, halogen substitution increases the band
gap in the order I — Br — Cl. The compositional variety offers a high number
of possible HDP configurations. Up until now, over 900 possible HDPs have been
identified. Among these, 350 have been successfully synthesized, meanwhile, over
600 compounds remain to be investigated [33].
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Figure 2.2: Electronic band structures of halide double perovskites Cs,AgBiBry,
CsyAgSbBrg, CsyAgInCly calculated with PBE functional.

Halide Double Perovskite (HDP)s find diverse applications, including solar cells
(34, 35], LEDs [36], photocatalysts [37], photodetectors [38, 39], and X-ray detectors
[40]. Based on their composition, HDPs can be categorized as Bi-based, Sh-based,
In-based, Fe-based, Tl-based and Au-based [41]. Bi-based HDPs are considered
one of the most promising groups for photovoltaics, due to their electronic configu-
ration that allows high light absorption and long carrier lifetimes [18, 42, 43]. The
star of its class, Cs,AgBiBrg, displays remarkable moisture resistance and ther-
mal stability, yielding up to 240 days of stability in ambient atmosphere [44]. It
exhibits high absorption below 3.6 eV (340 nm), a strong feature around 2.8 eV
(440 nm), and weak absorption around 1.9 eV (650 nm), expected to arise from an
indirect bandgap [45]. In addition to absorption, a photoluminescence (PL) signal
has been observed at 1.95 eV, however, its origin has not been fully understood
up to now [46]. The unresolved question related to the PL peak motivated the
computational analysis in Paper I. Our results show that experimentally reported
emission properties of Cs,AgBiBrg mainly arise from self-trapped states, and it is
further discussed in Chapter 4.

Sb-based HDPs, similar to the Bi-based ones, are also broadly researched for their
use in photovoltaics [47]. For example, Cs, AgSbBrg is one of the most studied Sh-
based HDPs. It resembles Cs,AgBiBrg and crystallizes in the cubic phase, with
the space group Fm3m. However, the synthesis of this HDP yields significant
amounts of secondary phases such as Cs35b,Brg and Cs,SbBrg. The existence of
these secondary phases reduces light absorption and charge carrier transport, thus
lowering the device efficiency. Cs,AgSbBrg exhibit an indirect band gap with a
shallow absorption edge at 1.64 eV [47].

In-based HDPs such as Cs,AgInCly; gained vast interest owing to their direct
band gap and ambient stability [48]. Strong optical absorption below 300 nm and
weak absorption around 378 nm are experimentally reported for bulk Cs,AgInCly.
Moreover, this HDP exhibits a broad PL peak around 600 nm. However, its lower
photoluminescence quantum yield and worse tolerance to ambient conditions make

5



Chapter 2. Lead-Free Halide Perovskites

the competition against lead-based halide perovskites challenging for this material.

Due to their soft nature, HDPs can undergo transitions between different phases
such as cubic, tetragonal, or orthorhombic. Such structural phase transitions occur
as a function of temperature due to a relatively small A-cation that brings about
octahedral tilting instabilities [49]. The collapse of soft phonon branches can lead to
phase transitions [50]. Phase transitions can affect for example stability, transport,
and optoelectronic properties of halide perovskites. Therefore, exploring underlying
factors like tilting instabilities that influence phase transitions is important for
improving the accuracy and efficiency of the computational simulations. The next
chapter will focus on the phase stability and transitions in relation to octahedral
tilting in halide perovskites.



Phase Stability and Transitions in
Lead-Free Halide Perovskites

To model a material accurately, one needs to know which phase is relevant at a
given temperature. Therefore, this chapter examines phase stability and transitions
in lead-free halide perovskites, highlighting the methods used for their character-
ization and discussing the fundamental driving forces behind these transitions as
well as the factors that constrain their stability.

0 A0 A0
(a) ; (b) aaa
C K"\'b 4 Pm3m
— —--- - =<2
_::/" )(15 atata a’b*b* a’a’c* a’a’c a’b b aaa
RN Im3 14/mmm P4/mbm 14/mcm Imma R3c
a‘'b'ct a‘a‘c a’btc a'b b a’bc abb
Immm P4, /nmc Cmem Pnma C2/m C2/c
a'bc abc
P2, /m Pl

Figure 3.1: (a) Schematic representation of the Euler angles ¢, 6, and ¢ that describe
the orientation of the octahedron. (b) Group-subgroup relationships of the tilt systems
and space-groups given in Table 3.1. Zero, one, two, and three tilt rotations are indicated
by blue, green, yellow, and red colored boxes, respectively. Dashed lines indicate that
the corresponding phase transition must be first-order.

A large number of halide perovskites cannot maintain their simple cubic phase
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Chapter 3. Phase Stability and Transitions in Lead-Free Halide Perovskites

with space group Pm3m at room temperature, exhibiting lattice distortions due to
the highly flexible framework of corner-sharing [BXg4] octahedra and A cations [51,
52]. The Goldschmidt tolerance factor (¢) [49, 53] is an empirical approach to
quantifying the size match between A and B-cations in halide perovskites within
the cubic phase, and is defined as:

_ Tatrx

V2(rg+ry)’

where 74, rp, and ry are the radii of A-cation, B-cation, and halogen, respectively.
Crystals with a tolerance factor in the range of 0.75< ¢t < 1.00 are more likely to
form perovskite structure. Outside of this range, the material is more likely to
adopt a different crystal structure. At the lower end of ¢, where ¢ approaches 0.75,
the mismatch between cation sizes leads to distortions like octahedral tilting [52].
The magnitude of these distortions can be described by three Euler angles: ¢, 6,
and 1 (see in Fig. 3.1(a)). Euler angles play an important role in the classification
of perovskites. A simple notation that was suggested by Glazer [54] for describing
and classifying octahedral tilting in perovskites revealed 23 possible tilt systems.
Later on, Howard et al. reduced the number of possible structures to 15 by apply-
ing group-theoretical methods [51]. Glazer’s notation provides a clear and simple
way to describe tilting patterns. It utilizes a pseudocubic unit cell where a single
octahedron is centered as a reference. The rotation of this unit cell is used to
describe the tilting systems, as presented in Table 3.1. Each phase is described
by three letters with superscripts a‘b/a* where a, b, and ¢ represent the relative
tilts along the three principal crystallographic axes, meanwhile the superscript 0,
—, + indicates the tilt direction relative to the ideal cubic structure. For example
a?a®a® corresponds to the cubic phase (no tilting on average), and atb~ ¢~ corre-
sponds to in-phase rotation along the crystallographic direction a and out-of-phase
rotation along the crystallographic directions b and ¢, therefore corresponds to an
orthorhombic structure. Rotation axes and the tilt direction are also important to
indicate the group-subgroup relationships of the tilts. These group-subgroup re-
lationships, which reveal the prerequisites for transitions between two phases, are
displayed in Fig. 3.1(b). However, it is important to note that in certain cases
the group-subgroup relation does not apply to the specific domains shown in the
figure. For example, a®b~ b~ is not a subgroup of a’a’c~, but a subgroup of a6~ a°,
which is another domain of aa®c~. Moreover, group-subgroup pairs connected via
dashed lines in the diagram are required to be first-order by the Landau theory [55].
Tendencies towards octahedral tilting and phase transitions in metal halide per-
ovskites can be different depending on their composition. In halide double per-
ovskites, this tendency can be analyzed further in relation to the selection of B°
and B% cations. Due to the inclusion of B cations with different electronic char-
acteristics, perovskite crystals with diverse numbers of lone-pair electrons can be

(3.1)
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Table 3.1: Classification of tilts in Glazer’s notation for perovskite structures. Tilts are
categorized by the number of tilts. tilt class and the tilts columns show the specific tilt
direction. Space group, and number of distinct tilt configurations.

tilt class tilts tilt number space group N
zero-tilt 000 (a%alal) 23 Pn3m(#221) 1
one-tilt 00~ (aoaoc_) 22 I4/mem(#140) 4
00+  (a%™) 21 P4/mbm(#127) 2
two-tilt 0~ (a%b7) 20 Imma(#74) 4
(a%b7c7) 19 C2/m(#12) 4
04+~ (a%te) 17 Cmem(#63) 8
0+ + (a%*bt) 16 I4/mmm(#139) 8
three-tilt —~~  (aa"a") 14 R3c(#167) 6
(a”b"b7) 13 C2/c(#15) 8
(a”b7c¢c) 12 P1(#2) 8
+~~ (ath™b") 10 Pnma(#62) 4
(athc7) 8 P2, /m(#11) 8
++ - (atatce) 5 P4, /nmc(#137) 8
+++ (ata’ah) 3 Im3(#204) 8
(atbtct) 1 Immm(#71) 8
= ) ) | - ,/‘ .
il . O o )
/ O p 7 7= /
6 i B ) -
g € cuwic © . B
d | (Fnim) \
A >
(P4/mnc) (14/m)

Figure 3.2: Cubic (Fm3m) and tetragonal (P4/mnc and I4/m) phases of halide double

perovskite A,B'B%X, with their corresponding Glazers’ notation.

obtained. The effect of the number of lone-pair electrons in metal halide perovskites
on the structural dynamics has been previously only examined in specific cases [56].
In Paper II, the correlation between the number of lone-pair electrons and octa-
hedral tilting in the broad family of HDPs is further investigated. The relative
stabilities of their cubic (Fm3m) and tetragonal (P4/mnc, and I4/m) phases are
assessed (see Fig. 3.2). Their ground state structures are reported by quantifying

9



Chapter 3. Phase Stability and Transitions in Lead-Free Halide Perovskites

the octahedral tilts after relaxation. I discover a relationship between the number
of lone-pair electrons and the degree and stability of tilting in the family of 46
HDPs, where a higher number of lone-pair electrons results in both stronger and
more stable octahedral tilting at 0 K. As a consequence, the phase transition tem-
peratures and the degree of local distortions of compounds with a higher number
of lone-pairs are generally increased. This insight can be used in designing and
engineering double perovskites for specific applications.

T T T T T

- (a) CsoAgBiBrg

)

-
-
w
N

11.28

11.24

= heating

11.20 | s c00lING
1 | | | |

Lattice parameters (A

T T T T T

1240 I (1)) Cs,AgBilg §

12.20

12.00

Lattice parameters (A)

11.80 1

50 100 150 200 250 300
Temperature (K)

Figure 3.3: Lattice parameters for (a) CsyAgBiBrg and (b) Cs,AgBilg as a function of
temperature from MD simulations. The red and blue lines represent heating and cooling
simulations.

Although the number of lone pair electrons has a dominant effect on promoting
octahedral tilting, there are additional factors that determine this property. HDPs
with single lone pair electron per formula exhibit broad distribution in tilting en-
ergies and angles. To better understand the local dynamics of the phase transi-
tions in HDPs, I performed MD simulations using machine-learned potentials for
Cs,AgBiBrg and CsyAgBil;. Although these materials have a single stereochemi-
cally active lone pair electron per formula unit, substantial differences in their phase
dynamics are observed. Fig. 3.3 shows the lattice parameters for Cs,AgBiBrg and
Cs,AgBily as function of temperature. Here, the HDP with energetically less stable
(tilting energy of -3.1 meV for I4/m, -0.6 meV for P4/mnec, per formula unit) and
more narrow tilt (14/m: 7.4°, P4/mnc: 6.1°), Cs,AgBiBrg, exhibits a transition
from tetragonal to cubic phase around 70 K while CsyAgBilg which has tilting
energies more favorable by 36.6 meV and 32.0 meV per formula unit for 74/m and

10



P4/mnec, respectively, exhibits two phase transitions at higher temperatures. As
presented in Fig. 3.3 (b), Cs,AgBilg undergoes phase transition from a two-tilt
monoclinic phase to a one-tilt tetragonal phase around 120 K, and from tetragonal
to cubic phase around 210 K. This implies that tilt energies and angles determined
at 0 K can be used as a qualitative indication of the expected phase at finite
temperature and the degree of anharmonicity of HDPs.

polymorphous
framework

0000

monomorphous
framework

0000
[o‘ololo_ﬂ

Figure 3.4: Crystal structure of CsyAgBiBrg in monomorphous and polymorphous
framework. The inset presents the energy difference between two structural frameworks
where the polymorphous structure is 420 meV more favorable than the monomorphous
structure.

The existence of multiple perovskite phases also affects the computational model-
ing. Electronic structure calculations are often done at 0 K in an average structure
representing the phase that can sometimes only be stable at finite temperatures.
In the context of perovskites, it has been established that perfectly cubic supercells
do not represent well for example the electronic structure of the material at finite
temperatures [57, 58]. This is because these perfect structures of perovskites used
in many simulations fail to capture the complexity of the material’s local atomic
environment. To address this, rather than assuming a single repeated structural
motif (referred to as a monomorphous structure), it is more realistic to consider
a more complex structure in which multiple lower-symmetry motifs coexist. This
distribution of low-symmetry local motifs including octahedral tilting, bond-length
variations, and atomic displacements is called a polymorphous network [58]. A
polymorphous structure has a larger-than-minimal cell size to allow low-symmetry
distortions to appear. Zhao et al. showed that as the size of the supercell increases,
the system’s energy decreases compared to the monomorphous cell, stabilizing af-
ter 32 formula units. Fig. 3.4 displays an example of the monomorphous and
polymorphous crystal structure of Cs,AgBiBrg, each containing a unit cell with
32 formula units (320 atoms), where the polymorphous structure is energetically

11
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more favorable by 420 meV. The use of polymorphous structures leads to more
accurate predictions of electronic properties and better aligns with experimental
measurements.

12



Localized Charges in Halide
Perovskites

Upon excitation, for example by light or an electrical pulse, an electron-hole pair
can be created in a material. Right after excitation, the charges are often assumed
to occupy the delocalized valence and conduction states. However, due to interac-
tions with phonons or imperfections, they can become localized. Localized charges
in halide perovskites play a pivotal role in the electronic and optical properties
of the material and therefore directly impact their performance in optoelectronic
applications. Localization can occur as self-trapping (polarons) or in the presence
of defects. Defects are imperfections in the crystal structure of the materials and
can be intrinsic or extrinsic. Such defects in halide perovskites can be electronically
inert or induce electronic states near the conduction or valence band edge, forming
shallow traps that affect the charge carrier effective mobility [59]. In contrast, deep
defects can introduce trap states further within the bandgap and can be detrimen-
tal to the device efficiency [60]. Halide perovskites are expected to exhibit both
types of localization, defect and polaron-related. The latter type is studied in this
work.

4.1 Polarons

Polarons are quasiparticles that arise due to the strong coupling of excess charge
carriers with ionic vibrations. In a polarizable solid, the injection of an excess
charge leads to local ionic displacements, creating a polarization cloud [61, 62].
The formation of electron and hole polarons is illustrated in Fig. 4.1. Polarons are
reported to play a key role in physical phenomena such as charge carrier mobility,

13




Chapter 4. Localized Charges in Halide Perovskites

reactivity, and photoemission [63, 64]. In addition, polaron formation has been
suggested to increase defect tolerance in halide perovskites as a result of reducing
carrier scattering caused by defects or phonons [65].

O—

N
_4 :

Figure 4.1: Electron and hole polarons

Polarons are classified based on t heir s patial extent, as small or large polarons.
Small polarons are confined t o a single (see Fig. 4.1) ora few lattice sites, large
polarons can spread over tens of unit cells [65]. Motion characteristics of small
and large polarons differ s ignificantly. Co herent transport, which refers to carrier
propagating through a medium with minimal scattering events and mobility above
1 cm?V~!s71 is a characteristic property of large polarons, while incoherent trans-
port, where carrier propagation occurs as phonon-assisted hops with mobility below
1 em?V~1s71 is indicative of small polarons [62]. Moreover, small polarons can
become large if their mean-free-path becomes long. This implies that the lattice
deformation induced by the presence of the polaron is spread out over larger vol-
umes. A change in temperature can increase the mean-free-path of a small polaron.
Likewise, large polarons can become small by losing coherence. Polaron formation
and characteristics in halide perovskites can be controlled by volumetric strain and
cation alloying in order to boost their performance in specific a pplications. The
efficiency o f h alide p erovskites i n p hotovoltaic a pplications ¢ an b e e nhanced by
minimizing non-radiative recombinations and the performance of the light-emitting
applications can be amplified by m aximizing t he direct e lectron-phonon recombi-
nation of electrons and holes. Therefore, accurate modelling of polarons in halide
perovskites is essential for understanding and improving their effectivenessin op-
toelectronic device architectures.

In lead-free halide perovskites such as Cs,AgBiBry polarons can have a signifi-
cant impact on their electronic and optical properties. In Paper I, the formation of
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polarons and their effect on the electronic properties of Cs,AgBiBrg are examined.
As presented in Fig. 4.2, excess charges can localize within lattice distortions. As
discussed in Chapter 3, local distortions are important for modeling the electronic
structure of halide perovskites. Also in the case of a polaron it is important to take
the local distortions into account since its formation is found to be more favorable
in the polymorphous network. Moreover, our findings revealed that the electron
polaron formation is stable, whereas the hole polaron formation is marginally un-
stable in Cs,AgBiBry [66]. These self-trapped charges create in-gap states that
can influence optical transitions, which can be used to interpret the PL signals in
experimental studies [46].
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Figure 4.2: Band decomposed charge densities of polarons in Cs,AgBiBrg in monomor-
phous and polymorphous structures. self-trapped excitons and holes are displayed by
blue and yellow-colored isosurfaces, respectively. In the energy diagram, gray lines in-
dicate VBM and CBM while yellow and blue lines show the hole and electron localized
electronic states.

In Paper 111, polaron landscape is examined in Germanium halide perovskite
(GHP)s, in particular CsGe X5 (X = C1,Br,I). The results show that these materials
exhibit polaron formation. Fig. 4.3 presents the polaronic configurations discovered
in GHPs. While there are two stable configurations, EP1 and EP2, for the single
electron polaron in CsGeCl;, CsGeBrs, and CsGels, the single hole polaron is only
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Figure 4.3: Isodensity surfaces of polaron configurations in CsGeCly, CsGeBrj, and
CsGel;. Electron and hole polarons are displayed by yellow and blue isosurfaces, re-
spectively. In the energy diagram, gray lines indicate VBM and CBM while yellow and
blue lines show the electron and hole localized electronic states. E; shows the polaron
formation energy per charge.

stable in CsGeCl;. Moreover, the localization of multiple charge carriers in GHPs
is also investigated. Results show that there is strong double electron polaron
formation in all CsGeX5 perovskites. However, in the case of double hole polaron,
it is only stable in CsGeCl;. In CsGeBrg and CsGels, the polaron formation energy
has a positive value, pointing out that these states are metastable double polarons.

4.2 Self-Trapped Excitons

An exciton is a bound state of an electron and hole that are attracted to each
other by the Coulomb interaction. In halide perovskites different types of excitons,
namely free, extrinsic, and intrinsic self-trapped excitons can occur. A free exciton
is a neutral electron-hole quasiparticle that migrates almost freely through the
lattice and is weakly affected by defects or impurities within the lattice. If excitons
interact with defects or impurities, their mobility can be significantly reduced,
and they can localize at these local lattice deformations, becoming extrinsic STEs.
Additionally, excitons can localize without the presence of defects, due to transient
lattice distortions, forming intrinsic STEs [67, 68]. A schematic illustration of the
free exciton, as well as extrinsic and intrinsic STEs is shown in Fig. 4.4 along with
a schematic configuration coordinate diagram.
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Figure 4.4: Schematic illustration of (a) the configuration coordinate diagram of the
free carrier state (FC), free exciton state (FE), self-trapped exciton (STE), ground state
(GS); crystal structures of (b) free exciton, (c) extrinsic self-trapped exciton, and (d)
intrinsic self-trapped exciton.

Extrinsic self-trapped states can be induced by dopants. For example, Sn-doping
in a 2D organic-inorganic halide perovskite is reported to generate a broadband red
to near-infrared emission at room temperature originating from self-trapped states
[69]. On the contrary, intrinsic self-trapped excitons do not require the presence
of lattice defects. Intrinsic STEs can originate from the distorted excited states
of octahedra and exhibit a broadband PL emission that covers most of the visible
spectrum, as it is reported for (C4;NyH;5)5InyBryg [70]. While intrinsic self-trapped
excitons cause homogenous emission broadening, extrinsic self-trapped excitons
lead to in-homogeneous emission broadening due to the heterogeneity in the excited
state [71]. Both intrinsic and extrinsic STEs are reported to be important features
in halide perovskites and are leveraged in optoelectronic applications such as white-
light generation [72-74].

17



Chapter 4. Localized Charges in Halide Perovskites

Figure 4.5:

Energy (eV)

I I
CBM
3 T ey
2 - -
o
o
1F g d
o — —_—
VBM VBM
1 |
w/o with
SOC SOC

CsyAgBiBrg and the corresponding energy diagram.
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Computational Methods

In the previous chapters, the properties of metal halide perovskites that make them
attractive semiconductors in wide-range of applications were examined, exploring
both the advantages and limitations inherent in these materials. Moreover, findings
on the structural dynamics and electronic structures of lead-free halide perovskites
are presented. In this chapter, background on the used computational methods
will be provided.

5.1 Electronic Structure Theory

The wavefunction of a quantum system contains information about the system dy-
namics. For non-relativistic systems, extracting this information involves solving
the Schrédinger equation. However, when dealing with many-body interactions,
complexity escalates dramatically, making the direct solution of the Schrodinger
equation a formidable task. In order to overcome this problem, various computa-
tional strategies have been developed. Among these, DFT stands out due to its
exceptional computational efficiency and accuracy in predicting a wide range of
properties of many-electron systems.

The time-independent Schrodinger equation can mathematically illustrate the
physical system as:

HU = E, (5.1)

where H is the Hamiltonian operator, ¥ is the wave function, and FE is the energy
eigenvalue. The wavefunction W describes nuclei and electrons in the system. The
Hamiltonian for an N-body system can be divided into several parts:
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~

H=T,+T,+V,.+V.. +V,., (5.2)

where T is the kinetic energy of the nuclei, T is the kinetic energy of the electrons,
V is the interaction between nuclei and electrons, V is the interaction between
electrons, and V,,m is the Coulombic interaction between nuclei. The solution to the
Schrodinger equation for an N-body system is non-trivial. Therefore, several ap-
proximations need to be introduced in order to simplify the problem. Granting that
even the smallest nucleus is much heavier than an electron, the Born-Oppenheimer
approximation separates the nuclear and electronic motions by assuming that the
nuclear motion is much slower than the electronic motion. This allows electrons to
be considered as responding instantaneously to any ionic changes. The separation
of the nuclear and electronic degrees of freedom leads to the electronic Hamiltonian:

~ ~ ~

H,=T,+V, +V.

(& ee*

(5.3)

Although the complexity is greatly reduced by the Born-Oppenheimer approx-
imation, electron-electron repulsion introduces a many-body problem, making it
formidable to find a solution to the Schrodinger equation for many-electron sys-
tems. An early approach to address this issue was the Hartree approximation.
It simplifies the problem by treating each electron as moving independently in an
averaged electric field created by all other electrons. This method neglects electron-
electron correlations beyond the mean-field level, specifically the interactions due
to their Coulombic repulsion.

The Hartree approximation has limitations. Neglecting electron-electron correla-
tions beyond the mean-field level results in inaccuracies in the calculated electronic
properties of a quantum system. Furthermore, treating each electron as moving
independently neglects the antisymmetry requirement imposed by the Pauli exclu-
sion principle, which ensures that no two electrons occupy the same quantum state.
The limitations of the Hartree approximation can be addressed by more advanced
theoretical methods.

5.2 Hartree-Fock Method

The HF method is an advancement over the Hartree approximation, providing a
more refined approach for solving the many-electron problem. The wavefunction
of an N-electron system is approximated as a single Slater determinant composed
of single-electron wavefunctions, which obeys the Pauli exclusion principle:
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where 1), (x;) are the spin orbitals composed of the spatial orbital function and the
spin function. The HF method neglects the electron correlation. The Hartree-Fock
equation that solves the Schrodinger equation to determine the molecular orbitals
is:

1 Z,
Fp, = [—§V? — Z: R + zj:(Jj — K|, (5.5)

where F is the Fock operator that represents the effective one-electron operator
experienced by an electron in the molecular orbital +;, J; is the Coulomb operator,
K is the exchange operator. They can be mathematically described as:

1

|74 _952’

Jihi(wy) = (;(z1)] |[9;(21))1;(75), and (5.6)

K jthi(y) = ((xy) ,w (@) (): (5.7)

|
|y —

Solving the HF equations in (Eq. 5.4) for an initial guess of molecular orbitals
results in the change in the Fock operator F;. The HF equations are solved itera-
tively until convergence is reached. This solution is referred to as the self-consistent
field solution.

5.3 Density Functional Theory

Another approach to solving the many-body Schrodinger equation is DFT, which is
a widely used computational method. It provides an efficient and effective frame-
work for calculating the electronic properties of many-body systems. DFT uses
the electron density as its fundamental variable, based on the Hohenberg-Kohn
theorems. The first theorem states that the external potential, V. (r) is in cor-
respondence with the functional of the electron density n(r). According to the
second theorem, the system’s energy can be calculated using the electron density
functional. The exact ground state density, labeled as ny(r), minimizes the total
energy of the system, yielding the true ground-state energy. The ground state en-
ergy is obtained as the expected value of the Hamiltonian using the ground state

wave function:
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Bulol = S = 11y 1)+ [ @rv o) + V) + B 69)

(Wo| W)
where F;; represents the interaction energy of the nuclei.
Forces on a nucleus can be calculated based on the Hellmann-Feynman theorem.
This theorem is crucial for structural optimization, with the force on a nucleus
represented as:

oF

F,=———.
)

(5.9)

The total energy, derived from Eq. 5.8, informs the computation about the force
on the nucleus as follows:

oV (r) OF
F, = —/d3rn(r) 8Rtf ) _ aRIII' (5.10)

Building on the Hohenberg-Kohn theorems, the Kohn-Sham formalism provides
a method to approximate the energy functional by introducing non-interacting
reference electrons that reproduce the same electron density as the real system.
The energy functional is expressed as:

Blin) = [ n()Ve 0)dr + Figln] = [ n(x)Vo (£)dr + Tl + B0 (] + B, [,
(5.11)
In this expression, Fyy is the universal functional, T'[n] represents the kinetic

energy of non-interacting electrons, EMa¢[p] is the Hartree energy, and E_ [n]
denotes the exchange and correlation energy. The effective potential is defined as:

Veff _ 5fn(r>‘/ext(r)dr + EHartree [n] + Exc [n]

5.12
on(r) (5.12)
This equation simplifies to:
ff n(r’) .,
Vel = v (r) + i Ia/|dr + V,.(r) (5.13)

where V. (r) is the exchange-correlation potential. Utilizing this form of effective
potential, the Kohn-Sham DFT Schrodinger equation models a one-electron system,
yielding the electron density:
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[—%Vz + Veff} ¢; = E;0;. (5.14)

Here, ¢, are the Kohn-Sham one-electron orbital eigenfunctions. The electron
density is determined from Eq. 5.14 as:

n(r) =3 |é:f*. (5.15)

The effective potential, Vg, depends on the density n(r). To solve the Kohn-
Sham equations, an initial guess on the electron density is made. The corresponding
effective potential (V ) is constructed, the Kohn-Sham orbitals (¢,) are calculated,
and the new electron density derived from these orbitals is compared with the
initial density. Upon reaching convergence in this self-consistent process, the final
electron density can be used to calculate the total energy. Although this process
determines the final electron density, the exact exchange-correlation energy remains

unknown.

5.3.1 Exchange-Correlation Functionals

The Kohn-Sham equations, integral to DFT, are employed to ascertain the final
electron density of a system, which is then used to calculate the total energy. How-
ever, to complete these equations, the exchange-correlation energy E., . is essential
but not directly available. Approximations are made to estimate this energy, and
these approximations, known as exchange-correlation functional, are a fundamental
aspect of DFT.

The Local Density Approximation (LDA) treats the system as consisting of finite
volumes, each with a constant electron density. The exchange-correlation energy
in LDA is given by:

XC

ELPA[] = / n(r)e™i[n]dr (5.16)
Here, €0 is the exchange-correlation energy per electron [75]. LDA is par-
ticularly effective in systems such as metals where the electron density changes
smoothly. However, it generally tends to underestimate lattice parameters and
overestimate cohesive energies.
The Generalized Gradient Approximation (GGA) goes a step further by account-
ing for variations in electron density gradients within each division. The GGA
expression for exchange-correlation energy is:

EGGA[] — / FECA (n(r), Vn(r))dr. (5.17)
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In this equation, Vn(r) represents the gradient of the electron density [76]. Un-
like LDA, GGA is more accurate for systems with rapidly changing electron den-
sities, often yielding results with higher precision. Over time, several GGA func-
tionals were constructed by applying gradient corrections in various ways. Perdew-
Wang (PWO1) [77], Perdew-Burke-Ernzerhof (PBE) [76], and revised PBE for solids
(PBEsol) [78] are the examples of commonly used GGA functionals.

Both LDA and GGA experience problems describing the electronic structure of
semiconductors that arise from inaccurate description of systems with fractional
charges [79, 80]. Therefore, they cannot properly describe localized states. More-
over, they tend to drastically underestimate the band gap of a system due to the
self-interaction error, where an electron interacts with itself through the Coulomb
(Hartree) term. This error arises because the exchange-correlation functionals such
as LDA and GGA do not fully cancel out the self-interaction. In order to treat
these problems, several approaches have been used. One of these approaches is to
use hybrid functionals [80-82].

Hybrid functionals have gained popularity for determining exchange-correlation
energy. They are typically linear combinations of other known exchange-correlation
functionals. Hybrid functionals can provide results closer to the experimental val-
ues, therefore improving the accuracy of the calculations while increasing the com-
putational cost. A well-known hybrid-functional, PBEQ, is a combination of PBE
and a portion (0.25) of the exact exchange from Hartree-Fock theory [82-84]. The
mathematical expression for PBEQ is:

1 3

EPBEO _ = pHF | 2 pPBE | pPBE 518
Xc 4 x + 4 €T + C ( )
Moreover, based on the PBEO approach, PBEO(«) hybrid functionals can be de-
rived by changing the mixing parameter of the Fock exchange. It is reported that a
fine-tuned PBEO(«) functional can give highly accurate electronic structures, com-
parable with computationally demanding GW [85]. The mathematical expression

follows:

ELBE@) _ QEHF 4 (1 — a)EFBE 4 EPBE (5.19)

where « is the fraction of Fock exchange. The fine-tuned « value is specific for a
system, which improves the accuracy by correction of the self-interaction error [86].
The fraction of the HF exchange energy can be derived by enforcing the Koopmans’
condition [85]. The generalized Koopmans’ theorem implies that the total energy
of a system should be piece-wise linear upon the addition of electrons [87]. That
implies that the single-particle level, ¢;, is constant and does not depend on its
occupation. Fig. 5.1 illustrates the variation of single-particle levels with a. The
eigenvalues intersect at the point where « satisfies the Koopmans’ condition. At
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this fraction «, self-interaction error is minimized for the system. The generalized
Koopmans’ theorem is beneficial when it comes to correctly describing localized
states such as polarons in semiconductors where electron-phonon interactions are
significant.
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Figure 5.1: Illustration of single-particle levels vary with Fock exchange fraction in the
hybrid functional. Blue and red regions indicate occupied and unoccupied bands, respec-
tively. Dashed blue and red lines show the band edges, VBM and CBM, respectively.
Light blue and orange dashed lines display occupied and unoccupied single-particle lev-
els.

5.4 Molecular Dynamics

Materials simulations are often carried out at 0 K, for fixed atomic positions. How-
ever, properties of materials at finite temperatures can exhibit significantly differ-
ent behavior due to thermal vibrations and dynamic interactions between atoms.
Molecular Dynamics (MD) simulations are a powerful tool for capturing these phe-
nomena. In this thesis, I use MD simulations to examine phase transitions in halide
perovskites.

MD simulations involve solving the equations of motion, which describe the
trajectories of particles over time based on the forces acting on them:

0%r;(t)
ot?
where m; is the mass of the atom I, r;(¢) is the position of the atom I at time ¢,

and F(t) is the force acting on it. These forces are derived from the total potential
energy of the system, U, which can be written as:

U=U({r;(0)}), (5.21)
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where {r;(¢)} represents the set of positions of all atoms at time ¢. The forces
acting on each atom are obtained by taking the negative gradient of the potential
energy with respect to the atomic positions:

F;(t) ==V, U{r;(®)}). (5.22)

In ab initio Molecular Dynamics (AIMD), the potential energy, U, is determined
from first-principles calculations. The time evolution of the system is performed in
increments, referred to as time steps, denoted by At. At each time step, AIMD uses
quantum mechanical methods such as DFT to calculate the electronic structure of
the system, which provides the forces acting on atoms. This approach allows for
accurate, real-time description of atomic interactions including complex effects such
as bond-breaking and charge localization. As a result, AIMD is a reliable method
in which no assumptions about the system need to be made a priori. However,
AIMD is computationally expensive since the electronic structure is recalculated
at every time step for each atomic configuration, which limits its use to relatively
small systems and short time scales.

In contrast to AIMD, in MD simulations based on parametrized interatomic po-
tentials the forces between atoms are approximated. These interatomic potentials
are mathematical functions that are parameterized based on simplified physical
models or experimental data to describe how the atoms in a system interact. Com-
puting forces from these parametrized interatomic potentials is computationally
much cheaper than performing the on-the-fly electronic structure calculations in
AIMD, enabling simulations of much larger systems over longer time scales.

Among these approaches, classical MD fully neglects quantum nuclear effects,
and treats atomic motion using Newtonian mechanics. While computationally
efficient, its accuracy heavily depends on the choice of the interatomic potential.
Empirical potentials may not be able to fully capture the true nature of interatomic
interactions, especially where the electronic effects play a significant role. In recent
years, machine learning techniques allowed for bridging between the accuracy of
AIMD and the efficiency of classical MD. Based on a limited dataset of DFT
calculation, one can construct machine-learned interatomic potentials that retain
the predictiveness of AIMD at a fraction of the cost. Here, I used machine-learned
potentials to investigate phase transitions in HDPs.

All MD simulations output atomic trajectories. The integration method used at
each time step is determined by the numerical algorithm (e.g., Verlet or velocity-
Verlet). The velocity-Verlet algorithm, often used due to its stability, updates
velocities and positions as follows:

Fr(t,,) + Fr(timen)
2m;

Vi (ty1) = vr(t,,) + At and (5.23)
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rlte) = 51(t) + or{tg) A+ 50 (A0 (5.24)

where v;(t,,.1), and v;(t,,) are the velocities, r;(¢,,,,) and r;(¢,,) are atomic
positions of atom I at time steps ¢,,, and t,,, ;, respectively. The choice of ensemble
dictates the control of factors such as temperature and pressure, which can be
controlled through thermostats and barostats. Commonly used ensembles in MD
simulations include NVE, NVT, and NPT.

In the micro-canonical NV E ensemble, the number of particles (N), volume (V),
and energy (F) are constant. In the canonical NVT ensemble, number of particles,
volume, and temperature (7') are kept constant. The control over temperature is
achieved through the use of thermostats. Several thermostats can be used with the
NV'T ensemble to modulate the temperature. Some commonly used thermostats
are Berendsen, Langevin, and Nose-Hoover thermostats [88-91].

Finally, in the isothermal-isobaric NPT ensemble barostats are used to control
the pressure within the simulation cell. Berendsen and stochastic cell rescaling
barostats are some of the commonly used ones [88, 92|. In Paper II, the NPT
ensemble and the stochastic cell rescaling barostat are used.

5.5 Neuroevolution Machine Learning Potentials

Among various machine learning-based interatomic potentials, Neuroevolution Po-
tential (NEP)s have emerged as an accurate and efficient approach. NEPs use
ANN to model interatomic interactions. This section first introduces ANNs, then
describes the generation of NEPs.

An ANN is a computational model that is inspired by the structure of the human
brain, consisting of neurons and synapses [93]. Neurons process the input data,
apply a function, and pass the output to subsequent layers. The structure of an
ANN typically includes an input layer, one or more hidden layers, and an output
layer. The hidden layer, consisting of neurons positioned between the input and
output layers, plays a crucial role in transforming the input data into an expression
that the output layer can use. ANNs are involved in a learning process where the
weights of the connections between neurons are adjusted to minimize the difference
between their predicted output and the actual output. Although there are several
types of ANNs, this chapter focuses specifically on feed-forward neural networks.

Neuroevolution machine learning potentials are trained using an evolutionary
strategy for performing high accuracy and low-cost atomistic simulations [94, 95].
A feed-forward neural network is used to extract features such as site energy of an
atom as a vector that has N, components, which is referred to as a descriptor
vector. Such an ANN can be mathematically described as,
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Ui(q) = U;({at })). (5.25)

With a single hidden layer, the neural network model becomes:

Nneu Ndes
U, = w! tanh (Z wilgh — b}j”) — b, (5.26)
m v=1

where tanh(x) is the activation function in the hidden layer, wﬁ% is the connection

weight matrix from the input layer to the hidden layer, w&l) is the connection
weight vector from the hidden layer to the output node, b is the bias vector of
the hidden layer, and b is the bias node for U;. Here, w&og, wﬁ), b and M)
are trainable parameters. An important aspect of machine learning potentials is
the use of descriptors. The descriptor in a neuroevolution potential is an abstract
vector that consists of radial and angular parts. Descriptors that contain only the
radial information, or both the radial and angular information, are referred to as
radial or angular descriptors, respectively. The radial descriptor components are
defined as:

qp = Zgn(rij)7 (5.27)
=i
where g,,(7;;) is the contribution from each neighbour. The summation runs over
all the neighbors of atom .

In order to train a NEP model, one needs to have a comprehensive training
dataset, 2D,, that covers the relevant configuration space. In the approach used
here, the initial dataset, 2, is composed of a variation of rattled and strained
structures. This initial set is a good start for capturing the potential energy surface
of the system. Then, an ensemble of models is trained on several random subsets
of the dataset 2D, along with a full potential trained on all data. Each model in
the ensemble is trained on a different random subset of the data, therefore reducing
the risk of overfitting. This method is called Bootstrap aggregating (bagging) [96].
After training the ensemble, a short MD simulation is performed using the full
model. Forces in snapshots from the MD runs are predicted by each model in
the ensemble. The uncertainty for each structure is then estimated by calculating
the standard deviation of the forces predicted by different models. The model is
improved by using the active learning approach, which iteratively enhances 2D,
by identifying and collecting atomic configurations where the model exhibits high
uncertainty. These collected configurations with high uncertainty are recalculated
using DFT. New data points are added to the training set, yielding an updated
dataset, D, ;. This active learning cycle is repeated multiple times (typically 3-10
times). Each time, a new ensemble of models is trained on the expanded dataset 2,
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Figure 5.2: (a) Evolution of total loss and its individual contributions during training
of the full model for Cs;AgBiBrg based on the SCAN-rVV10 functional. (b) Parity plots

for the full model for Cs,AgBiBrg. (c¢) Energy and force RMSE for the uncertainties.

followed by MD simulation and updating the dataset with new high-uncertainty
structures (see in Fig. 5.2 (c¢)). The process continues until the uncertainty in the
forces and energies of the structures determined during MD falls below the overall
force RMSE and energy RMSE for the dataset. This iterative scheme significantly
improves the accuracy of the trained NEP model while keeping the computational

cost low.
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Paper |

Charge Localization in CsyAgBiBrg Double Perovskite: Small Polarons and Self-
Trapped Excitons

Cs,AgBiBrg is a lead-free halide double perovskite that exhibits intriguing op-
toelectronic properties such as a long-lived charge carrier lifetime and a relatively
narrow band gap within the visible spectrum, making it suitable for photovoltaic
applications, photocatalysis, photodetectors, and X-ray detectors. Understanding
charge localization in this material is crucial, as self-trapped charges can impact
the charge transport and optical properties. In Paper I, charge localization phe-
nomena are studied in the halide double perovskite Cs,AgBiBrg. This material is
cubic at room temperature, however, the highly symmetric structure is not stable
at OK, at which electronic structure calculations are generally performed. We car-
ried out DFT calculations at the PBEO(«) level (at 0 K), where the fraction of
Hartree-Fock exchange, «, is determined that satisfies Koopmans’ theorem. The
study reveals the importance of self-trapped states in this material, highlighting it
as a crucial factor for accurate modeling of localized charges in Cs,AgBiBry.

The findings from this study indicate that electron localization on Bi atoms is
energetically favorable, whereas hole polarons at Ag sites are marginally unstable.
Moreover, the attraction between oppositely charged polarons at neighboring Ag
and Bi sites results in the formation of STEs. Furthermore, the inclusion of spin-
orbit coupling effects in the analysis is crucial for understanding the charge behavior
and the stabilization effect of neighboring electron and hole localizations in forming
STEs. Results are compared with a recent experimental publication by Wright
et al. [46], particularly in relation to PL measurements. Experiments indicate
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barrier-less self-trapping of charges, evident from a PL signal around 1.9 eV, which
is thought to correspond to a localized color center which can arise due to presence
of defects. We suggest that several possible scenarios can explain the observed
PL signal. This includes direct recombination within the STE, the recombination
of a trapped electron with a delocalized hole, and the recombination of a hole
trapped in the STE with a delocalized electron in the conduction band. Results
in this work contribute significantly to the understanding of charge localization
mechanisms in Cs,AgBiBryg, offering insights that are valuable for the development
and optimization of green optoelectronic devices.

Paper Il

Effects of Lone-Pair Electrons on the Octahedral Tilting in Halide Double Per-
ouvskites

Halide Double Perovskite can contain different combinations of metals. It has
been suggested that the structure and dynamics of these materials are related to
the presence of lone-pair electrons. In Paper II, a comprehensive investigation is
conducted on how lone-pair electrons affect the structural dynamics and phase tran-
sition energetics in halide double perovskites. The tilting energy and angles at 0 K
are calculated for 46 HDPs in cubic Fm3m (a%a’a®), tetragonal 14/m (a®a’c™),
and tetragonal P4/mnc (a’a’c™) phases. It is revealed that HDPs with two lone-
pair electrons tend to exhibit significant octahedral tilting, favoring tetragonal
structures over cubic. In contrast, HDPs with one lone-pair electron show varied
trends in tilting angles, indicating that phase stability and tilting in that class
strongly depend on additional factors. Furthermore, HDPs without lone-pair elec-
trons generally adopt cubic symmetry already at 0 K, although there are notable
exceptions.

Furthermore, to directly assess the relationship between the degree of tilting at
0 K and phase transitions, the neuroevolution potentials are trained for two repre-
sentative cases, CsyAgBiBrg and Cs,AgBily. Heating and cooling MD runs are car-
ried out. The results show that the material with stronger tilting at 0 K transitions
at significantly higher temperatures. Cs,AgBiBry shows a single tetragonal-to-
cubic transition around 70 K, while Cs,AgBily displays two phase transitions, one
at 120 K (monoclinic-to-tetragonal), and another at 210 K (tetragonal-to-cubic).
This approach highlights the trend of how octahedral tilting evolves with temper-
ature and its role in driving structural phase transitions in HDPs. These results
deepen the understanding of phase transitions in HDPs and the role of lone-pair
electrons related to the B-site cations, which is essential for developing more stable
and efficient materials.

32



Paper Il

Exploring the Polaron Landscape in Lead-Free Germanium Halide Perovskites:

CsGeCly, CsGeBrs, and CsGels

Germanium halide perovskites (CsGeCl;, CsGeBr;, and CsGels) are non-toxic
alternatives to lead-based halide perovskites. These materials exhibit broad-range
absorption in the UV-visible spectrum and direct bandgaps tunable over the entire
visible range through strain engineering, piezoelectric responses, and metal doping.
GHPs have been used in various applications including solar cells, lasers, and in-
frared photodetectors. GHPs are a promising group of materials in nonlinear optics.
Localized charge carriers such as polarons can influence the nonlinear optical re-
sponses in these materials, therefore it is important to understand the excited state
behavior. In Paper III, polarons in CsGeXj are studied. These materials adopt a
monoclinic phase with C'c space group at low temperatures. DFT calculations are
carried out at the PBEO(«) level (at 0 K), where a values are the fraction of the
exact exchange that satisfies Koopmans’ condition. The study explores various con-
figurations of self-trapped states, reporting single- and double-polaron formation
in GHPs.

The findings from this study indicate that single electron polarons in all CsGeXj5
perovskites are stable, while the single hole polaron is only stable in CsGeCl;. More-
over, GHPs exhibit favorable double electron polaron formation. However, in the
case of the double hole polaron configuration, only CsGeCl; is energetically stable.
In CsGeBry and CsGels, although double hole polarons configurations can be iden-
tified, their formation is energetically unfavorable. Results in this work contribute
to the understanding of charge localization mechanisms in CsGeXj perovskites,
providing valuable insights for their future applications.
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Conclusions and Outlook

In this thesis, a computational investigation of lead-free halide perovskites is con-
ducted. The focus is primarily on the halide double perovskites and CsGeX5 single
perovskites. Initially, the composition of these lead-free alternatives — which offer
tunability, increasing their potential for future optoelectronic applications — is ex-
amined. However, composition alone does not determine the electronic structure
of these semiconductors. This leads to the main focus of the thesis; structural dy-
namics, phase transitions, and formation of self-trapped states in lead-free halide
perovskites.

In the context of the structural properties of lead-free perovskites, various struc-
tural phases were explored, focusing on the effects of octahedral tilting. Among
15 possible tilt systems, the cubic and tetragonal phases characterized by Glazers’
notation aa’a’, ala’ct, and a’a’c™ were examined in relation to the number of
lone-pair electrons. The findings were revealed a distinct correlation between the
number of lone-pair electrons in the unit cell and the tilt angles. Additionally,
the investigation was extended to local structural distortions, examining how tem-
perature affects the structural dynamics in halide double perovskites through MD
simulations. To achieve DFT-level accuracy while minimizing the computation de-
mand, NEPs were trained and employed. The phase diagrams are constructed for
the selected HDPs to correlate with the predicted effect of the number of lone-pair
electrons on the magnitude of tilts.

Additionally, charge localization in lead-free halide perovskites is was investi-
gated. The importance of the formation of polarons and STEs in lead-free halide
perovskites was highlighted. Overall, this thesis offers significant insights into the
behavior of localized charges such as polarons and STEs, along with an in-depth
understanding of phase transitions and tilting instabilities in these materials.

Future work may explore the open questions that emerge from the papers pre-
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sented in this thesis. For Paper II, further investigation could focus on identi-
fying additional factors that influence octahedral tilting in perovskites that have
one lone-pair electron. To achieve this goal, machine-learning based feature se-
lection algorithms could be used. In Paper I, I have examined localized charges
in the bulk material. However, understanding the behavior of self-trapped states
at the material’s surfaces is also important. Therefore, charge localization on the
Cs,AgBiBrg surface could be further examined. In Paper III, I studied the for-
mation of electron and hole polarons in CsGeX5 (X=Cl,Br,I). Future work could
extend the scope to STEs in these materials. Given the potential interplay between
polarons and STEs, understanding the formation mechanism of STEs in CsGeXj,
could improve their performance in non-linear optics. Furthermore, STEs should
also be investigated in other HDPs, as some of them can be prone to charge lo-
calization. One of the interesting cases is CsyAgInClg, where experimental studies
report temperature-dependent optical response. It would be interesting to investi-
gate charge localization dynamics under varying thermal conditions to understand
the process behind the thermal quenching of luminescence in this perovskite mate-
rial.
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