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A B S T R A C T 

H II regions powered by ionizing radiation from massive stars drive the dynamical evolution of the interstellar medium. Fast 
radiative transfer methods for incorporating photoionization effects are thus essential in astrophysical simulations. Previous work 

by Petkova et al. established a hybrid radiation hydrodynamics (RHD) scheme that couples smoothed particle hydrodynamics 
(SPH) to grid-based Monte Carlo radiative transfer (MCRT) code. This particle-mesh scheme employs the Exact mapping 

method for transferring fluid properties between SPH particles and Voronoi grids on which the MCRT simulation is carried out. 
The mapping, ho we ver, can become computationally infeasible with large numbers of particles or grid cells. We present a no v el 
optimization method that adaptively converts gravity tree nodes into pseudo-SPH particles. These pseudo-particles act in place 
of the SPH particles when being passed to the MCRT code, allowing fluid resolutions to be temporarily reduced in regions 
which are less dynamically affected by radiation. A smoothing length solver and a neighbour-finding scheme dedicated to tree 
nodes have been developed. We also describe the new heating and cooling routines implemented for impro v ed thermodynamic 
treatment. We show that this tree-based RHD scheme produces results in strong agreement with benchmarks, and achieves a 
speed-up that scales with the reduction in the number of particle-cell pairs being mapped. 

Key words: hydrodynamics – radiative transfer – methods: numerical – software: simulations – HII regions. 
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 I N T RO D U C T I O N  

tellar photoionization feedback imposes substantial impact on the 
roperties of molecular clouds. On one hand, the expansion of H II

egions due to thermal o v erpressure could sweep surrounding gas 
nto shells or pillars, promoting star formation within these self- 
ravitating structures (e.g. Elmegreen & Lada 1977 ; Whitworth 
t al. 1994 ; Dale, Bonnell & Whitworth 2007a ; Dale et al. 2009 ;
ale & Bonnell 2012 ; Walch et al. 2013 ). Meanwhile, the heating

nd dispersal of gas from embedded regions by the ionization-driven 
utflows could halt further fragmentation (e.g. Bate 2009 ; Dale, 
rcolano & Bonnell 2012 ; Geen, Soler & Hennebelle 2017 ; Ali,
arries & Douglas 2018 ). In any case, ionizing radiation serves as
 vital ingredient in star formation models. Quantifying the impact 
f radiative feedback from massive stars is crucial to building up a
igger picture of the galactic ecosystems. 
Over the past decades, our understanding of H II nebulae physics

e.g. Kahn 1954 ; Osterbrock 1974 ) gave rise to analytical solutions
hat describe the evolution of ionized regions (e.g. Spitzer 1978 ). 
one the less, density structures around young massive stars are 

ypically highly anisotropic due to turbulence, accretion flows, or 
he gravitational amplifications of fluctuations in the density field 
e.g. Dale & Bonnell 2011 ). Given the complexity of local environ-
ents in star-forming regions, numerical calculations of radiative 
 E-mail: cscl1@st-andrews.ac.uk 
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ransfer (RT) must be relied upon to incorporate their effects into
ydrodynamical simulations. 

Modelling the coupling between matter and radiation is the essence 
f RT algorithms. Early techniques involve moment-based methods, 
hereby the radiation field is integrated into the hydrodynamic 

quations and solved using the flux-limited diffusion (FLD) method 
e.g. Whitehouse, Bate & Monaghan 2005 ; Krumholz, Klein & 

cKee 2007 ). An issue, however, is that the diffusion approximation
ecomes inappropriate in regions with sharp opacity gradients, such 
s the feedback-driven cavity shells (Kuiper et al. 2012 ), which are
biquitous around H II bubbles. The other commonly used technique 
s ray-tracing, where RT equations are solved directly on lines drawn
etween the sources and the surrounding fluid elements (e.g. Kessel- 
eynet & Burkert 2000 ; Dale, Ercolano & Clarke 2007b ). These rays
ay split recursively for spatial refinement (e.g. Bisbas et al. 2009 ;
aczynski, Glo v er & Klessen 2015 ). 
While these techniques had been vastly pro v en to be accurate

nd ef fecti v e, one shortcoming is that the y are unable to model
he photon scattering, absorption, and re-emission. Neglecting these 
rocesses limits our ability to understand the effect of dust on H II

e gions (e.g. Ha worth et al. 2015 ; Ali 2020 ). One could argue that
uch stochasticity at atomic level may be neglected from the large-
cale perspective, but plenty astrophysical phenomena, such as the 
roduction of interstellar medium diffuse field (e.g. Haworth & 

arries 2012 ) or the reprocessing of ultraviolet (UV) photons (e.g.
itt, Thronson & Capuano 1992 ), are crucial pieces of physics
hich ray-tracing methods cannot fully take into account. To the 
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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arc
ontrary, the Monte Carlo radiative transfer (MCRT) technique
 v ercomes these limitations by explicitly simulating the random
vents. 

MCRT is a grid-based method that works by discretizing the
adiative source into photon packets, then propagating them through a
iven density field to perform individual random walks. Meanwhile,
ach grid cell accumulates the packets’ path-lengths and estimates the
teady-state ionic fraction. The packet-emission is repeated until the
emperature and ionization structures conv erge. F or further details,
he interested reader is referred to e.g. Och, Lucy & Rosa ( 1998 ),
rcolano et al. ( 2003 ), and Wood, Mathis & Ercolano ( 2004 ). 1 

espite being computationally e xpensiv e, the MCRT method holds
reat advantage in handling radiation self-consistently even in highly
nhomogeneous environments. 

In view of this, Petkova et al. ( 2021 ) presented a radiation hy-
rodynamics (RHD) scheme that couples an MCRT ionization code
o a smoothed particle hydrodynamics (SPH; Gingold & Monaghan
977 ; Lucy 1977 ) code. MCRT methods are traditionally used for
ost-processing hydro simulation snapshots to produce synthetic
mission maps (e.g. Lomax & Whitworth 2016 ), and so far adopting
CRT as a ‘live feedback’ computation is still relatively uncommon.
 current notable example is the live coupling of SPH code PHANTOM

Price et al. 2018 ) to the MCRT code MCFOST (Pinte et al. 2006 ,
009 ) for simulating dust-processed radiation and computing gas
emperatures in protoplanetary discs (e.g. Pinte et al. 2019 ; Nealon,
rice & Pinte 2020 ; Borchert et al. 2022 ). In a similar vein, our
HD scheme couples PHANTOM to the MCRT code CMACIONIZE

Vandenbroucke & Wood 2018 ; Vandenbroucke & Camps 2020 ) for
odelling photoionization. 
The RHD scheme works as follows. At each hydro step in

HANTOM , the SPH fluid density field is passed to CMACIONIZE to
 x ecute the MCRT simulation on a Voronoi grid (Voronoi 1908 ) with
nitial generation sites coinciding with the particles’ locations. The

CRT simulation solves for the steady-state ionic fraction of each
ell, and the results are subsequently returned to PHANTOM . With this,
e heat up the ionized SPH particles, thus e x ert a thermodynamical

mpact on to the fluid. 
Due to the meshless nature of SPH, coupling it to a grid-based
CRT code requires transferring fluid properties between the two
odels. This RHD scheme uses the Exact density mapping method,

eveloped by Petkova, Laibe & Bonnell ( 2018 ), that allows particle-
nterpolated densities to be accurately reconstructed on a Voronoi
rid with which the MCRT simulation is run. The Exact mapping is
ormulated based on an analytical solution to the 3D volume-integral
f SPH interpolation for a Voronoi cell of any geometry (Petkova
t al. 2018 ). This method allows the Voronoi grid to be modified
ndependently of the particles while ensuring mass conservation. 

Ho we ver, in spite of its excellent accuracy, a major drawback of
his RHD scheme is the computing time. Both the MCRT simulation
nd the Exact density mapping method are highly e xpensiv e proce-
ures. As runtime rises log–log linearly with the number of particle-
ell pairs (cf. appendix A in Petkova et al. 2021 ), the simulations
ecome infeasible with o v er 10 5 SPH particles, rendering it unde-
irable for practical applications. This urges the need to impro v e the
lgorithm’s efficiency in the large particle number regime, allowing
his RHD scheme to operate for large-scale numerical experiments. 
NRAS 538, 1461–1480 (2025) 

 We note that gridless MCRT methods have also been developed (e.g. Altay, 
roft & Pelupessy 2008 ; P a wlik & Schaye 2008 ) (see Section 4.2 ), but these 
ethods rely on alternative approaches to calculate photoionization rate that 

s beyond our scope. 
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This paper is organized as follows. In Section 2 , we describe our
o v el tree-based optimization method developed to accelerate this
HD scheme. We emphasize that this algorithm is applicable to
ny astrophysical SPH codes where gravity trees are in place. We
lso introduce in Section 2.5 the heating and cooling computation
ethods for improving the thermal physics treatments. In Section 3 ,
e present the test results to illustrate the accuracy and benefits
f the new implementations. Finally, we discuss the applications in
ection 4 and summarize in Section 5 . 

 N U M E R I C A L  M E T H O D S  

.1 Tree-based radiation algorithms 

he radiation transport problem for N fluid resolution elements has
n intrinsic complexity of O( N 

7 / 3 ) (cf. e.g. Grond et al. 2019 ).
e veloping lo w-scaling algorithms to model radiation fields has been
ne of the priorities in numerical astrophysics. Recently, there has
een a growing tendency to utilize the tree-based gravity solvers
known as gravity trees ) into RT methods. Gravity trees refer to
he tree data structures that hierarchically group the fluid resolution
lements, with each group known as a node . The root node represents
he whole simulation domain. These methods are developed to solve
elf-gravity in a computationally feasible manner. Consider a target
lement upon which we e v aluate the total gravitational force. By
raversing (i.e. walking ) the tree with respect to this target, the distant
lements may be collectively treated as larger fluid parcels, such
hat their force contributions can be approximated using multipole
xpansions rather than calculated via a direct summation, reducing
he complexity from O( N 

2 ) to O( N log N ) (e.g. Barnes & Hut 1986 ).
he way how the tree is walked determines the sizes of these parcels
nd thus the computation accuracy of gra vity; tree tra versals are
ontrolled by the node opening criteria (see Section 2.2.2 ). 

Gravity trees have been adopted in astrophysics since the de-
elopment of hydrodynamical simulations. Some notable examples
nclude the ‘Press’ tree (Press 1986 ; Benz 1988 ) used in SPHNG

Benz et al. 1990 ), the TREESPH (Hernquist & Katz 1989 ) used in
ADGET-2 (Springel 2005 ), the Barnes–Hut tree (Barnes & Hut 1986 )
sed in AREPO (Weinberger, Springel & Pakmor 2020 ), and the k -d
ree (Bentley 1979 ) used in GASOLINE (Wadsley, Stadel & Quinn
004 ), co v ering both particle-based SPH/ N -body codes and grid-
ased Adaptive Mesh Refinement codes. The availability of gravity
rees in astrophysical simulation codes makes them highly suitable
or RT applications, since they already keep track of the distribution
f matter in the simulation domain. 
Trees enable a fast retrie v al of information on the intervening
aterials along the photon paths without extra computation o v er-

ead. F or e xample, the TREECOL algorithm dev eloped by Clark,
lo v er & Klessen ( 2012 ) uses the gravity tree to create angular
istribution maps of column densities as seen from the fluid elements
or measuring the self-shielding of gas (e.g. Smith et al. 2014 ). Later,
his evolved into the TREERAY algorithm by W ̈unsch et al. ( 2018 ,
021 ) and Haid et al. ( 2018 ). TREERAY combines the gravity tree
ith the reverse ray-tracing method, whereby the radiative sources

re all embedded into the tree during tree-build, allowing the distant
ources to be ‘merged’ with respect to the target fluid elements.
n both algorithms, the physical properties for RT are computed
hile the self-gravity is solved. Ho we ver, like the gravitational force
ethod, TREERAY walks the tree only with pre-defined criteria, and

s unable to adapt to the actual amount of flux received by the fluid
lement. This issue necessitates the implementation of adaptive tree-
alk systems in tree-based RT, as demonstrated by Grond et al.
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Figure 1. Illustration of the recursive splitting of simulation domain to build 
the k -d gravity tree. The 3D space is represented as a 2D plane, and each plane 
in the stack represents a tree level. The sub-domains (nodes) are labelled 
according to the convention of Gafton & Rosswog ( 2011 ) (see also Fig. 2 ). 
For illustration purpose, tree-build is terminated at the fifth level. Consider 
a target particle at the position indicated by the red dot. Only the coloured 
nodes are considered in its gravitational force e v aluation (see Section 2.2.2 ). 

Figure 2. Structure of the k -d tree that corresponds to the example shown in 
Fig. 1 . The labelling convention enables node relations to be easily recovered. 
Arrows indicate an example tree-walk sequence with opening criteria defined 
with respect to the target particle marked in Fig. 1 (see Section 2.2.2 ). Nodes 
in orange are those which would have been accepted during this traversal. 
Their physical domains are also coloured in orange in Fig. 1 . 
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 2019 ) in their TREVR code, which ensure that the regions with
teep density gradients (such as in a clumpy medium) are adequately 
esolved. 

Furthermore, the MCRT technique itself has a long history 
f adopting tree-based adaptive refinement approaches. Tree data 
tructures are used in grid-partitioning to resolve regions where 
ust fraction is high, or where radiation field varies rapidly, hence 
chieving the most efficient use of computing power (Wolf, Hen- 
ing & Stecklum 1999 ; K urosa wa & Hillier 2001 ; Saftly, Baes &
amps 2014 ). In this w ork, emplo ying adaptive grids for the MCRT

imulation is indeed a plausible way to speed up the calculations. 
o we ver, because of the density mapping, the computation would 

till be o v erwhelmed by the large particle number, let alone that
ailored grids are difficult to be set up before the MCRT without a
ood prior estimate of the radiation field. 
For this, we ought to treat the coupling itself. In the same vein

s the tree-based methods described abo v e, we apply the gravity
ree to ‘merge’ fluid elements in regions which are less dynamically 
ffected by the ionizing radiation. Here, the most intuitive way to 
ptimize an SPH–MCRT coupled scheme is to reduce the number 
f particles ‘seen’ by the MCRT code. Since the RT is not computed
ithin SPH in this scheme, we can simply convert the gravity tree
odes into pseudo-SPH particles, 2 whose positions, masses and 
moothing lengths are then used to compute optical depths in the 

CRT simulation (see Section 2.4 for details). Similar to Grond 
t al. ( 2019 ), we also implement an adaptive tree-walk algorithm
o ensure that regions of high ionic fractions are sufficiently well 
esolved by the MCRT grid. Thus, this pseudo-particle method is, in 
ssence, a tree-based adaptive refinement system which is dedicated 
o particle-mesh coupled codes. 

.2 The k -d gravity tree 

e first provide an o v erview of the gravity tree used in our RHD
cheme, though we stress that the methods are generalizable to 
ther tree-based gravity solvers. The tree currently implemented in 
HANTOM is a binary k -d tree, and is developed based on the recursive
oordinate bisection tree algorithm proposed by Gafton & Rosswog 
 2011 ), which was specifically designed for astrophysical SPH codes. 
his k -d tree is highly efficient for both gravitational computation 
nd neighbour-search, with the latter being crucial for computing 
PH kernels. Details on the tree-build and tree-walk algorithms are 
ocumented in Price et al. ( 2018 ), ho we ver the reader is reminded
hat modifications have been made since the publication of the paper. 

e describe below the main features of this tree. 

.2.1 Tree-build 

he k -d tree adopts a ‘top-down’ approach in the building pro-
ess. Starting from the root node, the nodes’ spatial domains are 
ecursively split into two. The split is through the centre of mass
f the constituting particles to maintain load balancing, and along 
he longest axis of the cell to a v oid elongation. Each split adds a
evel to the tree and the tessellated cells become the daughter nodes.
his procedure is repeated until the leaf nodes (often referred to as

lo west-le vel cells’) contain less than a certain number of particles. In
HANTOM , by default, the splitting ends when the leaf node contains
ess than 10 particles. We illustrate the tree structure in Figs 1 and 2 .
 The name ‘pseudo-particle’ has also been used to describe gravity tree nodes 
n e.g. Dale et al. ( 2014 ) and Sch ̈afer et al. ( 2016 ). 

t  

g  

r  

i  
osition of a node is defined to be its centre of mass, and size s node 

s defined to be the distance from its centre of mass to its furthest
onstituent particle. Each node also stores the computed quadrupole 
oments for e v aluating the long-range gravitational accelerations 

e.g. Benz et al. 1990 ), though this quantity is not required in our
HD scheme. 
Following Gafton & Rosswog ( 2011 ), the nodes are labelled such

hat their indices carry information of local proximity. The root 
s given an index of 1, and the subsequent nodes are labelled in
scending numerical order, from left to right, progressively down the 
ree. An example is demonstrated in Fig. 2 . This labelling convention
ives rise to a set of convenient arithmetic rules that allow node
elations to be reco v ered without e xtra memory consumption. F or
nstance, a node with index n a is located on level k a ≡ � log 2 n a � ;
MNRAS 538, 1461–1480 (2025) 
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Figure 3. Flowchart showing the main computation procedures involved in this RHD scheme. Procedures on the left-hand side are those e x ecuted within the 
SPH code PHANTOM , and those on the right-hand side are carried out within the MCRT code CMACIONIZE . The vertical line indicates the interface between the 
two codes, which is established using the FORTRAN library in CMACIONIZE . The abbreviation xyzhm denotes the positions, smoothing lengths, and masses of the 
pseudo-particles, and f neu is the neutral fraction ( = 1 − ionic fraction f ion ). 
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ts parent n b on some higher level k b can be determined with the
ormula n b = � n a / 2 k a −k b � . We utilize these relations in Section 2.4.3
or our neighbour-find algorithm. Note that because the tree rebuilds
s particles evolve, the node labels that correspond to each spatial
omain in the simulation likely change across time-steps. 
Traditionally, gravity trees in astrophysical SPH codes are built in

 ‘bottom-up’ manner. An example is the ‘Press’ tree in SPHNG , where
articles are being hierarchically grouped together until reaching the
oot node. In this case, the leaf nodes are the individual SPH particles.
op-down approaches, in comparison to bottom-up methods, grant

he freedom to create ‘larger’ leaf nodes. It allows the long-range
ravitational force to be e v aluated once per lo west-le vel cell rather
han once per particle, hence achieving a much higher efficiency at
 small cost in accuracy. But while it is more advantageous for self-
ravity computations, in Section 2.4.1 we describe the additional
reatments required in setting up the pseudo-particles due to this
spect of top-down trees. 

.2.2 Tree-walk 

he tree is subsequently traversed for each lo west-le vel cell (or any
arget point) to e v aluate the total gravitational force acting on it.
ere, we describe the depth-first search algorithm implemented in

HANTOM . The arrows in Fig. 2 illustrate an example traversal. Tree-
alk begins from the root. We go through a series of opening criteria

o decide whether or not this node needs to be resolved into its
onstituents. If yes, we examine its child node on the right. This
ownward search is continued until the opening criterion is no longer
et, we accept the node as it is, and compute its force contribution

ia a multipole expansion. Thereupon, we turn left and look for the
djacent branch that is yet to be traversed. The tree-walk is terminated
NRAS 538, 1461–1480 (2025) 
hen all branches have been visited. In Figs 1 and 2 , nodes coloured
n orange are those which would have been extracted in this example
raversal to compute gravity. The closer to the target, the lower it is
n the tree, and vice versa. 
It is trivial to see that the physical domains of the accepted nodes

xtracted from tree-walks are ef fecti vely a re-tessellation of the
imulation space, implying that total mass must be conserved. Like
PH particles, nodes also represent fluid parcels, only of different
izes and masses. Hence, converting these nodes into pseudo-
articles does not modify the underlying density distrib ution, b ut
nly their resolution lengths. As such, tree-walks serve as a great
ool for adjusting the resolution of the fluid elements as seen by the

CRT code. 

.3 Code o v er view 

efore discussing the details on setting up pseudo-particles, this sec-
ion outlines computation procedures involved in this RHD scheme.

e highlight in particular the newly added operations compared to
he original version described in Petkova et al. ( 2021 ). The flow of the
lgorithm is illustrated in Fig. 3 . Note also that this RHD scheme has
ow been implemented as one of the physics modules in PHANTOM ,
eaning the call to CMACIONIZE and the photoionization heating

omputations are being integrated into PHANTOM ’s Leapfrog stepping
lgorithm (Tuckerman, Berne & Martyna 1967 ; Verlet 1967 ), rather
han through the LIVE ANALYSIS module which is typically only used
or post-processing simulation snapshots. Doing this enables the
ime-steps to be promptly constrained by the photoionization heating,
n consistent with other heating and cooling operations in PHANTOM .
t also means that CMACIONIZE is called e very (indi vidual) time-step.
or the current implementation, we assume a pure hydrogen gas
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3 It is acknowledged that the current implementation could provoke slight 
inconsistencies in temperatures between the SPH and the MCRT code, 
especially when the particles are yet to reach thermal equilibrium. Passing 
the current particle temperatures from SPH into the MCRT code to replace 
the assumed temperature of 10 4 K will be the subject of future work. 
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omposition for all calculations in the code. Extensions to treat other 
tomic species may be carried out in future developments. 

At the beginning of each hydro step, we check the self-consistently
ormed sink particles (Bate, Bonnell & Price 1995 ) to locate all
onizing sources. The sinks are assumed to represent individual 
tars in the current implementation, but extending the code to treat 
inks as clusters is straightforward. We assume the ionizing photon 
requencies from sinks follow a blackbody spectrum, and we estimate 
he stellar ef fecti ve temperature T ∗ with the sink mass M ∗ using
he mass–luminosity relation for main sequence and the Stefan–
oltzmann relation. This temperature T ∗ is also used for computing 

he photoionization heating rates (see Section 2.5.1 ). To calculate the 
yman continuum photon flux Q H , we use the formula in Dale et al.
 2012 ), 

log ( Q H ) = 48 . 1 + 0 . 02( M ∗ − 20 M �) , (1) 

hich is an analytical fit function to the tabulated relation between 
onizing photon flux and mass of solar-metallicity stars in Diaz- 

iller, Franco & Shore ( 1998 , see table 1). Alternatively, monochro-
atic sources may be manually set by the user. With the given

onizing photon flux, we estimate the stellar temperature by, again, 
tting a function to table 1 of Diaz-Miller et al. ( 1998 ), giving 

 ∗ = 0 . 89 exp (0 . 21 log 10 ( Q H ) + 0 . 28) + 7613 . 22 . (2) 

We also remind the reader that this RHD scheme uses CMACIONIZE 

s a pure time-independent photoionization code, meaning that 
onization equilibrium is enforced. As such, it is necessary to 
nsure that the time-step co v ers the time taken for the H II regions
o reach photoionization steady state. This time duration may be 
pproximated as the recombination time-scale, 

 D = 

m p 

αB ρ0 
≈ 19 . 6 yr 

(
ρ0 

10 −20 g cm 

−3 

)−1 

(3) 

cf. e.g. Bisbas et al. 2015 , equation 3), where m p is the proton
ass, αB is the case-B recombination coefficient (see equation 15 ), 

nd ρ0 is the ambient medium density. We estimate ρ0 by averaging 
he densities of SPH particles within 1 pc around the source. For
0 > 10 −20 g cm 

−3 , t D is under 20 yr. 
Once an ionizing source is switched on, if the time-step is smaller

han t D , the simulation will be halted and the user will be asked to
djust the (maximum) time-step or the initial conditions. Beyond that, 
e presume the H II region would remain in ionization equilibrium 

nd time-step checks are hence no longer required. This assumption 
s mostly appropriate for modelling embedded OB stars, since (a) 
he environment around massive stars are sufficiently dense that t D 
s not longer than the dynamical time-scale and (b) the ionizing flux
rom massive stars do not fluctuate. 

We e x ecute the RHD scheme after the tree-build and SPH density
olver, in which the particle smoothing lengths have updated. First, 
e walk the tree with respect to the ionizing source(s), and extract
 set of nodes and particles from the tree which is then turned into
seudo-particles (Section 2.4.1 ). This set of pseudo-particles’ distri- 
ution acts as the initial estimate of the spatial extents of the ionized
egions. Note that, unlike TREECOL and TREERAY , the tree-walk here 
s separate from the gravity solver. Then, we compute the nodes’ 
moothing lengths (Section 2.4.2 ), using a neighbour-find algorithm 

hich is specifically designed for tree nodes (Section 2.4.3 ). Prior
o calling CMACIONIZE , the pseudo-particles’ positions are used to 
et up the Voronoi grid generation sites. We also merge the most
ightly packed sites to a v oid exceeding the precision limit in the
oronoi grid construction within CMACIONIZE . Fortunately, the code 

ypically merges only the sites along the densest filaments where high 
esolutions are unnecessary, for they are least dynamically affected 
y ionizing radiation (e.g. Dale & Bonnell 2011 ). Afterwards, we
ass the pseudo-particles’ positions, masses, and smoothing lengths 
s well as the Voronoi generation sites to CMACIONIZE . 

CMACIONIZE first applies five Lloyd iterations (Lloyd 1982 ) to 
egularize the Voronoi grid by correcting the elongated cells. This 
tep is necessary in order to adequately resolve the regions of lower
ensity, which are likely filled with ionized gas (Petkova et al.
021 ). We then apply the Exact density mapping to transfer the
PH density field from the pseudo-particles on to the Voronoi grid
forward mapping). The MCRT simulation is run with the ionizing 
ources specified by PHANTOM . We set the packet-release procedure 
o iterate for 10 times and each time 10 6 photon packets are emitted
nto the field. 10 times is typically sufficient for the ionic fraction in
ach grid cell to converge (cf. Vandenbroucke & Wood 2018 , fig. 5).
n fact, CMACIONIZE can self-consistently solve for the steady-state 
onic fraction and the temperature in each cell, but if a pure hydrogen
omposition is used, the temperature is fixed to 10 4 K. Hence, in this
HD scheme, we track and evolve the particles’ thermal properties 
nly within the SPH code. 3 After the MCRT simulation is completed,
he inverse mapping (Petkova et al. 2018 ; Petkova et al. 2021 ) is
pplied to transfer the ionic fractions of the grid cells back on to the
seudo-particles, and return the results back to PHANTOM . 
Of course, with the user-defined tree opening criteria alone, the 

nitial set of pseudo-particles is likely unable to fully well resolve
he ionized regions, particularly in inhomogeneous environments. 
ence, it is necessary to adjust the tree-walks using the ionic fractions

eturned from CMACIONIZE . This adjustment is carried out iteratively 
ntil all ionized pseudo-particles are sufficiently small in size, as 
etermined by a checking criterion (Section 2.4.1 ). Only after that,
e compute the photoionization heating and cooling for each particle, 

nd update their internal energies in the SPH simulation (Section 2.5 )
o proceed to the next hydro step. Crucially, this iterative adjustment
ystem allows the pseudo-particles to adapt to the evolving H II

egions. Performing such trial and error process within a hydro step
liminates the need to predict the growth of the ionization fronts,
ithout delaying the ‘response’ to the subsequent time-step which 
inders the modelling accuracy. 

.4 Pseudo-particles 

he density mapping requires the positions, masses and smoothing 
engths of the SPH particles. We describe in the following the

ethods to obtain these quantities for the pseudo-particles. 

.4.1 Adaptive tree-walk 

he tree-walk is controlled via multiple opening criteria to set up the
seudo-particles. First, as an initial estimate, we define a threshold 
adius r part around the ionizing sources within which we must open
he leaves and extract the individual SPH particles. We hereafter 
onsider these SPH particles to be part of the full set of pseudo-
articles. We also define another threshold radius r leaf , where r leaf >

 part , such that in the annulus between the two radii, leaf nodes must
MNRAS 538, 1461–1480 (2025) 
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M

Figure 4. Slices from a 3D simulation of an ionizing source placed in a uniform medium (see Section 3.1 for the simulation set-up). Left panels illustrate the 
case with all SPH particles. Middle panels illustrate the pseudo-particles obtained from a tree-walk, with r part = 0 . 2 pc and r leaf = 0 . 4 pc . Right panels show 

the same as the middle but with the ionization front just resolved after the adaptive tree-walk iterations. Colour scales in the upper panels indicate particle mass 
and bottom panels indicate their neutral fractions. The sharp transition zone between the ionized and the neutral domains defines the ionization front. 
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e e xtracted. F or the outer re gions, we follow the criterion used for
ravity calculations, that is, to define an opening angle θ , given by 

2 < 

(
s node 

r node 

)2 

, (4) 

here s node is the size of the node and r node is its distance to the
onizing source. The angle θ is a parameter set between 0 and 1.
f the angle subtended by the node to the source is greater than
, we open the node. Hence, the smaller the θ , the more pseudo-
articles extracted. We typically set θ ∼ 0 . 1. Fig. 4 shows an example
utcome of this tree-walk. The reader may notice that the r leaf is set
o ensure a smooth transition in the pseudo-particle distribution from
he particle-level to the higher levels governed by equation ( 4 ). In
ituations where multiple ionizing sources are present, we traverse
he tree only once but allow the opening criteria to take all sources
nto account. The abo v e procedures pro vide the first set of pseudo-
articles, whose positions and masses are determined from the nodes’
roperties stored from tree-build, or directly from the SPH particles
or those within r part . 

Upon retrieving the ionic fractions returned from CMACIONIZE , the
ubsequent tree-walks are adjusted, as mentioned in Section 2.3 . This
s done by checking the size of the ionized pseudo-particles, to see
hether or not those with high ionic fractions (low neutral fractions)

re sufficiently low on the tree and small in size, hence well resolved.
e parametrize this checking criterion via a function that relates the

ower limit in neutral fraction to the relative size of the node, 

 neu , limit = 

1 

K 

(
− 1 

s node /s root 
+ K 

)
, (5) 

here f neu , limit is the neutral fraction threshold, s node is the size of
he node in concern, s root is the size of the root node, and K is a
ree parameter in the range of 1 < K � 500. Nodes with neutral
raction beneath its f neu , limit are considered under-resolved. We plot
quation ( 5 ) in Appendix A to show its dependence on the parameter
. The higher the K value, the higher the f neu , limit , which tightens
NRAS 538, 1461–1480 (2025) 

A  
he criterion on pseudo-particle size once their neutral fractions
rop slightly below 1. This parameter K primarily controls the
esolution of the partially ionized zones (see Section 3.3 for a further
iscussion). 
If one or more nodes did not pass the checking criterion, we

tore their labels and open them in the next tree-walk. We iteratively
esolve into the ionized regions by ‘pressing’ the pseudo-particles
own the tree until all nodes satisfy equation ( 5 ). The reader is
eminded that this iterative procedure is carried out within a hydro
tep to eliminate time delays in adjusting to the expanded H II regions.
f even the leaves fail, we simply increase r part (along with r leaf ) where
o further resolution checks will be performed, since it is impossible
o resolve below the particle level. 

To a v oid repeating these iterations in subsequent steps, an algo-
ithm was designed to let the code ‘remember’ how high the pseudo-
articles were on the tree. Keeping in mind that trees would rebuild
s particles mo v e, we ought to use the nodes’ physical properties
ather than their labels. The method is depicted in Fig. 5 . Consider a
ode that failed the checks during the initial trial, as marked by the
rey square on the first plane in the top panel. This node ef fecti vely
raws a spatial region where higher resolutions are required, and
e record it. As the node iteratively resolves into its constituents,
e, in the meantime, record the minimum size of its descendants

rossed by the tree-walks, as marked by the grey square on the
hird plane. In the next time-step, if a node (grey square on first
lane in bottom panel) falls within the boundaries of this recorded
egion, we open it and advance down the tree until the node size
ecomes comparable to that of its previously recorded smallest
escendant. 
This algorithm does not guarantee reproducing the previous set

f pseudo-particles, but it is capable of restoring their o v erall
istribution and immediately suppressing the iterations. Hence, this
terative procedure takes place typically only during the first time-
tep where the pseudo-particles adjust to locate the ionization front.
fterwards, it iterates only when the boundary of the H II region
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Figure 5. Illustration of method to restore the pseudo-particle distribution 
after the tree rebuilds. 2D planes represent the 3D space. The dotted circle 
represents the H II region and the black dot indicates the ionizing source. 
Grey squares represent arbitrary ionized nodes. Top panel shows the method 
to record the pseudo-particles’ sizes during step i, and bottom panel illustrates 
the method to restore it during tree-walk at step i + 1. 
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as mo v ed be yond the resolv ed area. If an ionized node becomes
hielded from the stellar source, we simply remo v e the node from
he list of stored regions, ‘pushing’ the pseudo-particles back up on 
he tree. 

One advantage of our method, compared to TREECOL , TREERAY , 
nd TREVR introduced in Section 2.1 , is that it is completely
ndependent of the tree-build procedure. The implementation does 
ot require modifying the tree-build modules which are often one of
he most complicated algorithms in astrophysical simulation codes, 
specially with parallelization. The algorithm is easily adaptable 
o other types of gravity trees, whether it is built top-down or
ottom-up. 
In fact, the use of threshold radii in the opening criteria, as

iscussed at the beginning of this section, is only necessary for top-
own trees whose leaf nodes are (much) larger than the individual 
PH particles. The reason originates from the fact that our adaptive 
lgorithm relies on the nodes’ labels to control the subsequent tree- 
alks. If the leaves of the tree are not the particles, the individual
articles would not be given labels (or any pointers) in the same
onvention as the nodes. While it is desirable to keep the ionization
ront on the particle level, the mismatch of labelling/indexing system 

etween nodes and particles makes it technically challenging to 
nclude the latter into the adaptive tree-walk algorithm. The simple 
olution is to separate them out from the ‘node-climbing’ system 

nd simply impose a radius within which particles must be extracted 
rom the leav es. F or bottom-up trees, none of these treatments would
e required; using equation ( 4 ) as the initial opening criterion would
e sufficient. 
.4.2 Smoothing length solver 

o let the nodes act in lieu of the SPH particles, we need to solve for
heir smoothing lengths. In analogous way to the SPH formulation, 
e set the nodes’ resolution lengths h node by relating them to their

ocal number density n node , 

 node = h fact n 
−1 / 3 
node , (6) 

here 

 node = 

∑ 

b node 

W ( | r node − r b, node | , h node ) (7) 

cf. e.g. Price 2012 ). Here, W is the smoothing kernel (a weight
unction in dimensions of inverse volume) and r node indicates the 
osition vector of the node. The number density is e v aluated via
 weighted summation o v er its neighbouring nodes, denoted by
 node . The constant of proportionality h fact in equation ( 6 ) specifies
he relation between smoothing length and the mean local node 
pacing, which also controls the number of node-neighbours in 
ts smoothing sphere. The kernel function adopted here is the M 4 

ubic spline (Schoenberg 1946 , B-spline family), truncated at 2 h .
his kernel has been widely used in astrophysical SPH codes and is

he current default option in PHANTOM . The Exact density mapping
urrently implemented in CMACIONIZE is also formulated based on 
he cubic spline kernel, though extensions to other types are possible.
ollowing the SPH convention, we hereafter abbreviate the kernel 
 ( | r node − r b, node | , h node ) as W ab ( h node ). 
To solve for the smoothing lengths, we developed an approach 

imilar to that described in Price & Monaghan ( 2007 ) and Price
t al. ( 2018 ). This can be done by simply substituting equation ( 7 )
nto equation ( 6 ), we formulate an equation that is just a function of
 node : 

 ( h node ) = h fact 

[ ∑ 

b node 

W ab ( h node ) , 

] −1 / 3 

− h node = 0 , (8) 

ith its deri v ati ve gi ven by 

 

′ ( h node ) = −1 

3 
h fact 

[ ∑ 

b node 

∂ W ab ( h node ) 

∂ h node 

] [ ∑ 

b node 

W ab ( h node ) 

] −4 / 3 

− 1 . 

(9

he key difference between equation ( 6 ) and the smoothing length
 xpression solv ed in PHANTOM , h a = h fact ( m a /ρa ) 1 / 3 (Price et al.
018 , equation 10, see explanations therein), is that the latter
nly applies to equal mass particles, whereas the former does not.
his makes equation ( 8 ) suitable for tree nodes whose masses
iffer significantly from each other. Note that the derivative term 

 W ab ( h node ) / ∂ h node in equation ( 9 ) needs to be computed alongside
 ab ( h node ) within the same loop o v er the neighbouring nodes. 
As nodes originate from distinct tree levels, the frequent jumps 

n distribution render it necessary to implement multiple back-up 
oot-finding methods. As a first attempt, the code iteratively solves 
or h node with the Newton–Raphson method: 

 node , new = h node − f ( h node ) 

f ′ ( h node ) 
. (10) 

ollowing Price et al. ( 2018 ), the iteration is performed until
 h node , new − h node ) /h node , 0 < εh node , where h node , 0 is the initial guess
nd εh node is the tolerance level. We set εh node to 10 −2 as opposed
o the default tolerance level of 10 −4 for SPH particles because,
nlike the equal mass particles, we do not (and cannot) require the
ode’s density and smoothing lengths to be used interchangeably (cf. 
MNRAS 538, 1461–1480 (2025) 
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Figure 6. Illustration of the neighbour-find algorithm. Nodes in orange 
are example set of pseudo-particles. Consider an arbitrary target node n a , 
coloured in darker orange, located on level k a . Consider an arbitrary level 
abo v e all pseudo-particles, labelled k mid . For nodes on k mid that fall within 
the threshold radius r cut around n a , we label them n mid ,b ; their descendant 
pseudo-particles n b are considered potential neighbours. 
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rice et al. 2018 , equation 10). In fact, the smoothing length here
s merely a choice. Setting a higher tolerance in exchange for faster
onvergence in the root-finding is hence justifiable. 

The number of iterations required to solve equation ( 8 ) largely
epends on the initial guess value h node , 0 . SPH particles use the
agrangian time-deri v ati ve of their densities to make this prediction,
ut since the pseudo-particles are not hydrodynamically evolved,
e instead estimate this using the node sizes. If we assume that its
eighbouring nodes share a similar cell length on average, then its
ocal number density is simply equal to the inverse of the node’s
olume, n node = (2 s node ) −3 . Substituting this into equation ( 6 ) gives
he estimated smoothing length, 

 node , 0 = h fact (2 s node ) . (11) 

he assumption on neighbours might not apply to regions where
he pseudo-particles are ‘steep’ on the tree, such as in areas which
re very distant from the ionizing sources. None the less, equation
 11 ) serves as a useful approximation that allows the root-finding to
onverge typically within 2–3 iterations with εh node = 10 −2 . 

For pseudo-particles whose neighbours are distributed in a highly
nhomogeneous manner, the Newton–Raphson method could fail
o converge. In this case, the code proceeds to apply the bisection
ethod. We set the initial guess range to { 10 −2 h node , 0 , 10 2 h node , 0 } to

ccount for the anomalous pseudo-particles whose smoothing lengths
re far away from their estimated values. Bisection methods are more
omputationally e xpensiv e, but conv ergence is guaranteed. 

In the very rare occasion where the bisection method fails too,
t likely indicates that a solution to equation ( 8 ) does not exist.
nstead of terminating the simulation, we opt to simply use equation
 11 ) to be its smoothing length. This method is appropriate only if
he smoothing lengths do not go v ern the particle densities. Should
he smoothing length solver dominate the computing time (e.g.
aving o v er 10 6 pseudo-particles; see Section 3.2 ), the code will also
witch to using equation ( 11 ) for all pseudo-particles, bypassing the
eighbour-find procedure. It may be difficult to maintain a consistent
eighbour number for each pseudo-particle, but it can still provide
ood estimates for the cell densities. 
Note that the SPH particles extracted near the ionizing sources

within r part ) are not passed into this smoothing length solver as it is
ore convenient to retain their original smoothing lengths. Ho we ver,

oing so would cause the algorithm to mistake those regions as voids.
he false lack of neighbours around the leaf nodes that border r part ’s
omain could let the code erroneously converge to longer smoothing
engths. To prevent this situation, we temporarily substitute the SPH
articles within r part with their leaves when computing the smoothing
engths. 

.4.3 Neighbour-find 

 fast neighbour-finding scheme is vital to the smoothing length
olv er. F or SPH particles, tree-walks are used to extract the trial
eighbours, yet the fact that the pseudo-particles themselves are tree
odes precludes them from following this approach. Fortunately, the
abelling system of the k -d tree allows node relations to be reco v ered.

e make use of this property to locate their ‘distant relatives’. Fig. 6
llustrates this algorithm. 

Consider a level somewhere midway on the tree, labelled k mid .
evel k mid must be above all pseudo-particles and, ideally, just above

he highest one. Next, consider a target pseudo-particle n a . We first
 v aluate the distance between n a and all nodes on k mid , labelled n mid ,
nd flag the ones that fall within a certain threshold radius r cut . We
NRAS 538, 1461–1480 (2025) 
hen loop through the rest of the pseudo-particles n b . For each n b ,
e locate its ancestor on k mid using its index, which we label n mid ,b .

f n mid ,b was flagged in the previous procedure, we immediately add
 b to the trial neighbour list. 
Indeed, the key for this algorithm to operate accurately and

fficiently lies in setting the right threshold r cut . If n a is low on the tree,
he size of its ancestor on k mid (labelled s mid ,a ) is usually sufficient
o co v er all of its neighbouring nodes. We make a more conserv ati ve
stimate by taking the diagonal of the cell, giving r cut = 

√ 

3 s mid ,a .
f course, n a could be higher on the tree and thus closer to k mid , in
hich case the abo v e definition of r cut becomes insufficient. As such,
e al w ays perform a check afterw ards by estimating the compact

upport radius of n a , which we denote r 2 h . For cubic spline kernels,
his can be determined by simply taking the double of the smoothing
ength estimate from equation ( 11 ), hence 

 2 h = 4 h fact s a , (12) 

here s a is the size of node n a . If the initially computed r cut is
maller than r 2 h , it likely indicates that n a is high on tree and we
equire an alternative method for estimating the threshold. That said,
his method follows the same principle. We consider the parent of
 a on one or two levels 4 above k a , labelling it n abo v e . We again apply
quation ( 12 ) but replacing the node size s a by that of its parent,
 abo v e . This conserv ati ve approximation takes into account the jumps
n tree levels among neighbours and we set this to be the threshold
 cut , replacing the previous estimation. 

The neighbour list is cached for fast retrie v al. Ho we ver, in
ituations where the total number of pseudo-particles is small, the
 v erhead becomes prominent. We therefore acti v ate this neighbour-
earch only if more than 10 4 nodes (excluding the individual SPH
articles but counting the leaves) are extracted from the tree;
therwise, we resolve to a brute-force approach when solving for
he smoothing lengths. 

.5 Thermal calculations 

ith the ionic fractions returned from the MCRT simulation, we
pdate the internal energy of the SPH particles. For pseudo-particles
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the ground state. 
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hat are leaf nodes or abo v e, we make the assumption that its
onstituent particles, on average, share the same ionic fraction. 

RT algorithms in SPH typically directly assign fully ionized 
articles with a temperature of 10 4 K. The partially ionized particles 
ay be given a temperature that corresponds to a fraction of that for

he fully ionized particles (e.g. Kessel-Deynet & Burkert 2000 ; Dale 
t al. 2012 ). In the original version of this RHD scheme, particles
ith ionic fraction o v er 0.5 are immediately assigned a temperature
f 10 4 K if it is not already hotter. This heating takes place instantly,
egardless of the time-step or the gas particles’ properties. We 
ereafter refer to this as the instant method. To ensure physical 
orrectness, one would need to be cautious of the simulation time- 
tep in making sure that it is consistent with the time-scales o v er
hich ionization takes place. 
This instant method is widely employed in radiative models and 

as been pro v en to be an appropriate treatment for H II regions as
ar as dynamics is concerned. Yet, despite ionization time-scales 
eing typically shorter than the dynamical time-scale, it is difficult to 
ssume that thermal equilibrium must be reached by the next hydro 
tep. Another numerical issue is that ‘resetting’ particle energies 
f fecti vely implies the removal of other thermal processes taking 
lace in the simulation. If, for e xample, a superno va detonates
ithin the H II region, since cooling is necessary for modelling the

upernova’s thermal input, having multiple competing methods for 
pdating the gas internal energy operating in parallel with each other 
ould result in a fault in the code’s thermal calculations. 

For this reason, we implement the photoionization heating and the 
adiative cooling, such that their contributions are added on top of
he other thermal processes. This allows the internal energy of the 
articles to be consistently evolved free of any imposed physical 
ssumptions, which, at the same time, impro v es the numerical 
legance and the code architecture. 

.5.1 Heating 

MACIONIZE computes photoionization heating rates using the ac- 
umulated path-lengths of the photon packets in each cell (e.g. 
andenbroucke & Wood 2018 ). While it is possible to import the
eating rates from CMACIONIZE to PHANTOM , a simpler way is to
ake use of the fact that CMACIONIZE is used in this scheme only

s a time-independent ionization code that solves for the steady 
tate. At ionization equilibrium, the heating rate’s dependence on 
he mean intensity of the radiative source J ν cancels out, leaving 
ith a term that represents the amount of excess energy created per
hotoionization event. Assuming that this energy is carried by the 
mitted electron, we may equate it to the kinetic energy of ideal
as. With this, for a pure hydrogen composition, the heating rate 
quation becomes 

 ( H ) = n e n p αA ( H 

0 , T ) 
3 

2 
kT i ( erg cm 

−3 s −1 ) (13) 

cf. Osterbrock 1974 ), where n e and n p are the number density
f free electrons and protons, respectively, k is the Boltzmann 
onstant, T i is the initial temperature of the newly created electron 
fter photoionization, and αA ( H 

0 , T ) is the case-A recombination
oefficient for hydrogen as a function of temperature. 

For pure hydrogen, we can write n e = n p = f ion n H , where f ion is
he ionic fraction and n H is the number density of hydrogen atoms.
n our code, we define number density as n H = ρ/m H , where ρ
s the particle density and m H is the proton mass. The electron
emperature T i is computed in different ways depending on the 
requency spectrum of the ionizing source. If a monochromatic 
ource is used, we apply the equation h ( ν − ν0 ) = 

3 
2 kT i to obtain

 i , where ν0 is the minimum frequency for ionizing hydrogen 
 hν0 = 13 . 6 eV ). For sinks with a blackbody spectrum, T i can be
pproximated with the stellar ef fecti ve temperature T ∗ as long as
T ∗ < hν0 (Osterbrock 1974 ). If the user request a blackbody source
ut only the ionizing flux is provided, we apply equation ( 2 ) to
stimate T i . 

The case-A recombination coefficient αA corresponds to the rate 
f collision, per unit volume, summed o v er recombinations (electron
aptures) to all hydrogen states including the ground state. 5 Since 
A ∝ T −1 / 2 (see Osterbrock 1974 ), by fitting the tabulated data in
sterbrock ( 1974 , table 2.1), we formulate the expression 

A = 6 . 113 × 10 −11 T −1 / 2 − 1 . 857 × 10 −13 ( cm 

3 s −1 ) . (14) 

he same method is applied to the case-B recombination coefficient, 
hich is used if the diffuse field is not being modelled in the

imulation. The expression reads 

B = 4 . 417 × 10 −11 T −1 / 2 − 1 . 739 × 10 −13 ( cm 

3 s −1 ) . (15) 

Aside from photoionization heating, we follow Koyama & In- 
tsuka ( 2000 ) to include an extra background heating term. These
eating rates, as originally calculated by Wolfire et al. ( 1995 ) for
ocal Galactic conditions, co v er the heating from external X-rays and
osmic rays, photoelectric heating from dust grains, the local far-UV 

eld, and the heating by molecular hydrogen formation/destruction. 
oyama & Inutsuka ( 2002 ) demonstrated that, on Galactic average,

hese contributions can be approximated with just a constant to serve
he purpose, 

 0 = 2 × 10 −26 ( erg s −1 ) . (16) 

his heating term � 0 is applied to all particles in the molecular cloud
ven if they are not photoionized. Note that, unlike equation ( 13 ), the
eating rate notation � quoted in equation ( 16 ) is in dimensions of
nergy per time. To allow for conversion, we define the relation � =
 ( H ) /n H . Hence, the total amount of heating being applied to the

articles can be expressed as � = G ( H ) /n H + � 0 + � shock + � PdV .
he last two terms represent the shock heating and the heating due

o gas compression, respectively, which are included by default in 
HANTOM . 

.5.2 Cooling 

he radiative cooling is implemented via a cooling curve, which 
s a set of pre-computed cooling rates tabulated as a function of
ensity and temperature. This cooling rate encapsulates the effect 
rom various atomic processes, including recombination cooling 
free–bound), energy loss from collisionally excited line radiation 
bound–bound), energy loss from inverse Compton scattering, and 
remsstrahlung radiation (free–free). Here, collisional ionization 
quilibrium is assumed. We adopt one of the cooling curves compiled
y De Rijcke et al. ( 2013 ). In line with our current assumptions, we
se the curve for iron abundance [Fe / H] = 0 . 0, magnesium–iron
atio [Mg / Fe] = 0 . 0, and redshift z = 0. The gas density assumed
n this curve is 2 . 13 × 10 −24 g cm 

−3 , and the cooling rates are in
nits of erg cm 

−3 s −1 . Since cooling rate scales with number density 
quared, dividing the tabulated rates by the square of its number
ensity gives a cooling function 	 ( T ), in units of erg cm 

3 s −1 . The
MNRAS 538, 1461–1480 (2025) 
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M

Figure 7. Cooling curve compiled by De Rijcke et al. ( 2013 ) for density 
ρ = 2 . 13 × 10 −24 g cm 

−3 , iron abundance [Fe / H] = 0 . 0, magnesium–iron 
ratio [Mg / Fe] = 0 . 0, and redshift z = 0. The analytical fit function (dashed 
line) smooths the cooling curve. 
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unction is plotted in Fig. 7 and it is akin to the other radiative cooling
urves used in the literature (e.g. Joung & Mac Low 2006 ; Gent et al.
013 ), as expected. 
One of the strengths of this cooling curve is that its cooling

ates are consistently computed for temperatures ranging from 10 to
0 9 K. This is particularly necessary if the simulation resolves both
he cold molecular gas and the shock-heated gas due to feedback,
hich is what this RHD scheme is designed for. Often in feedback

imulations, cooling functions that are compiled by different studies
re ‘stitched’ together. For example, the cooling curve used in
oung & Mac Low ( 2006 ) is comprised of the cooling rates computed
y Dalgarno & McCray ( 1972 ) for T < 2 × 10 4 K and Sutherland &
opita ( 1993 ) for T ≥ 2 × 10 4 K. Consistency may be hampered if
ifferent physical assumptions are used in the two papers. 
Additionally, to simplify the procedures involved in the internal

nergy calculations (see Section 2.5.3 ), we fit an analytical function
o the cooling curve of De Rijcke et al. ( 2013 ), as shown in Fig. 7 . This
nalytical function is modified from the cooling function proposed
y Koyama & Inutsuka ( 2002 ), which, similar to our purpose, was
ormulated to reproduce the general features of the cooling curve
 xtensiv ely calculated in Koyama & Inutsuka ( 2000 ). 
NRAS 538, 1461–1480 (2025) 

igure 8. 3D surface plot showing the equilibrium temperatures T eq as a function
oth plots are identical but at different viewing angles. The multivalued nature of 
t certain ρ–� combinations. 
.5.3 Evolving internal energies 

e update the internal energy u for the subsequent hydro step via
n implicit method. Unlike explicit methods, where the heating and
ooling rates are added on to a u̇ term in the integrator, updating
he energies implicitly prevents the time-step from being overly
onstrained by the cooling (cf. Price et al. 2018 , equation 72, 288).
he implicit method was originally proposed by Vazquez-Semadeni
t al. ( 2007 ), who applied it to the Koyama & Inutsuka ( 2002 ) cooling
unction with the aim to a v oid the dense shock fronts from severely
estricting the time-step. Later, Bonnell, Dobbs & Smith ( 2013 ) and
ucas, Bonnell & Dale ( 2020 ) extended this algorithm to account for

he thermal instability and the multiphase nature of the gas pressure
and temperature), which is particularly crucial for modelling the
ooling behaviour in the shock-heated regime ( T > 10 6 K). Our
lgorithm builds upon these developments by adapting it to our
eating terms and cooling functions. 
First, we pre-compute the temperatures for a range of densities ρ

nd heating rates � that satisfy the thermal equilibrium equation,
 H � − n 2 H 	 ( T ) = 0, where 	 ( T ) is the cooling function. The
olutions are presented as a 3D surface plot in Fig. 8 . During runtime,
e interpolate from this plot to obtain the particle’s equilibrium

emperature T eq . From Fig. 8 , it can be seen that the ρ–� parameter
pace is divided into four regimes: (a) one unique solution, that
s, a vertical line placed in a direction normal to the ρ–� plane
ould cross the solution surface once; (b) two solutions, where

he line crosses twice; (c) three solutions, where the line crosses
hrice; and (d) no solution. We hereafter label the T eq solutions in
scending temperature order. Should multiple equilibriums exist, the
 eq to which the particle would approach depends on its current

emperature. The key to note here is that the regime where cooling
rops with increasing temperature (at around 10 5 K < T < 10 7 K on
ig. 7 ) is thermally unstable, and runaway heating would occur before

t reaches the next stable equilibrium at higher temperatures. Thus,
he second T eq solution is likely unstable; most particles should be
ither at the first solution, or the third if they are substantially heated
y shocks. The reason for fitting a smoothed analytical function to
he cooling curve is such that the number of solutions is limited to
 maximum of three, though modifying the algorithm to account for
ll oscillations along the cooling curve is possible. 

The temperature of H II regions resulting from our heating and
ooling calculations may be gauged from this surface solution. Fig. 9
resents a ‘top-down view’ of Fig. 8 . The bottom panel shows, on
his ρ–� parameter space, the regime where there is only one T eq 
 of density ρ and heating rate � under the cooling function shown in Fig. 7 . 
this solution surface indicates the presence of multiple thermal equilibriums 

versity of Technology) user on 28 M
arch 2025
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Figure 9. Top panel shows the regime in ρ–� parameter space where a third 
T eq solution (i.e. a second stable equilibrium temperature) exist. The solutions 
are approximately within the range 10 7 K < T eq < 10 9 K. Bottom panel 
shows the regime where there is only one stable equilibrium temperature 
solution, which lie mostly at around 10 4 K or lower. Colours indicate the 
temperature of the solution. The black line plots equation ( 13 ) with T i = 4 ×
10 4 K, which gives the permitted ρ–� combinations under photoionization 
heating. The grey area marks the range for 9 × 10 3 K < T i < 6 × 10 4 K. 
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olution (first stable equilibrium). These solutions lie at around 10 4 K 

r below. The top panel shows the regime where a third solution
second stable equilibrium) also e xists. The y are seen to lie at around
0 8 K. 
To examine whether photoionization heating can drive the gas to 

heir second stable T eq , we plot equation ( 13 ) on this ρ–� parameter
pace, as shown by the black line, for an electron temperature T i 
or stellar ef fecti ve temperature T ∗ if it is a sink) of 4 × 10 4 K,
hich is the typical ef fecti ve temperature of a O7 star. This line

oughly defines the permitted ρ–� combinations if the gas is only 
ubjected to photoionization. We also consider the range of T i from
 × 10 3 to 6 × 10 4 K, as marked by the grey band, covering the full
emperature range of OB-type stars. It is apparent that the permitted 
–� combinations from photoionization do not intersect with the 
econd stable T eq re gime re gardless of gas density. Likewise, it is
ell within the boundaries of the first solution. This indicates that if
hotoionization is the only heating source present in the simulation, 
he ionized gas would not remain at high temperatures close to 10 8 K,
ut would be correctly driven to approximately 10 4 K. 

Finally, we update the internal energy of each particle with 

 i+ 1 = u eq + ( u i − u eq ) exp 

(
−d t 

τ

)
, (17) 

here i denotes an arbitrary hydro step and u eq is the internal
nergy that corresponds to the particle’s equilibrium temperature 
 eq . d t is the time-step, and τ is time-scale at which the gas particles
adiate thermal excess or gain energy deficit. According to Vazquez- 
emadeni et al. ( 2007 ), this is given by 

= 

∣∣∣∣ u − u eq 

n H � − n 2 H 	 

∣∣∣∣ , (18) 

hich estimates the amount of time required for the particle to reach
ts thermal equilibrium. The internal energy is implicitly corrected 
ith this method after each hydro step. 
 C O D E  TEST  

his section presents the results from testing this RHD scheme. 
e examine the benefits of adopting pseudo-particles as well as 

he accuracy of the newly implemented implicit internal energy 
alculations. 

.1 STARBENCH tests 

e test our tree-based scheme against the well-established analytical 
olutions described in STARBENCH , a set of standardized benchmarks 
ompiled by Bisbas et al. ( 2015 ) for calibrating RHD codes. The
ests are concerned with the D-type (Dense-type) expansion of H II

egions. As opposed to R-type (Rarefied-type), the initial phase, D- 
ype refers to the subsequent phase where ionization equilibrium 

as been reached. D-type expansions are predominantly driven by 
he thermal pressure gradient between the ionized medium and the 
ool neutral medium. Since both grid-based codes and particle-based 
odes are involved in STARBENCH , this benchmark is particularly 
uitable for validating our particle-mesh coupled RHD scheme. 

Consider a simple scenario where a radiative source with ionizing 
hoton flux Q is suddenly ‘switched on’ in a uniform medium of
ensity ρ0 , composed of pure hydrogen. STARBENCH studies from 

his test case the evolution of the ionization front radius, at early time
up to 0.14 Myr) and at late time (up to 3 Myr). Early time refers
o the phase during which the pressure and temperature gradients 
cross the ionization front are still large. The speed of the ionization
ront is subsonic relative to the ionized gas but supersonic relative
o the neutral, forming a shock front ahead of the ionization front.
he shocked gas is subsequently compressed into a dense shell. This
arly-time evolution is precisely described by analytical solutions. 
y equating the gas pressure in between the ionization front and the

hock front to the ram pressure of the ambient neutral medium, one
an arrive at the Spitzer solution, 

 Sp ( t) = R St 

(
1 + 

7 

4 

c i t 

R St 

)4 / 7 

(19) 

Spitzer 1978 ; Dyson & Williams 1980 ), where c i is the sound speed
n the ionized medium. Here, it is assumed that the temperature of the
onized gas T i is much higher than that of the neutral T 0 , such that the
atio T 0 /T i becomes negligible in the equations (cf. e.g. Bisbas et al.
015 ). The Str ̈omgren radius R St in equation ( 19 ), as first derived by
tr ̈omgren ( 1939 ), is given by 

 St = 

(
3 Q 

4 πα( H 

0 , T ) n 2 H 

)1 / 3 

. (20) 

his equation gives the ionization front radius once the H II region
eaches ionization–recombination equilibrium. Hence, it sets the 
nitial radius upon entering the D-type phase, as seen in equation
 19 ). Ho we ver, the Spitzer solution does not account for the inertia
f the dense shell itself. This problem was later addressed in the
ork by Hosokawa & Inutsuka ( 2006 ), who tackled the problem via

n alternative approach, that is, to examine the equation of motion
f the expanding dense shell. The authors arrived at what was later
eferred to as the Hosokawa–Inutsuka solution, 

 H I ( t) = R St 

( 

1 + 

7 

4 

√ 

4 

3 

c i t 

R St 

) 4 / 7 

. (21) 

he extra factor of 
√ 

4 / 3 compared to equation ( 19 ) arises from the
hell inertia. 

The late time is when the pressure inside the ionized region begins
o equilibrate with the external pressure. While the Spitzer solution 
MNRAS 538, 1461–1480 (2025) 



1472 C. S. C. Lau, M. A. Petk o va and I. A. Bonnell 

M

a  

H  

T  

R  

D  

T  

l  

t  

t  

(
 

v  

e  

o  

u  

w  

a  

5  

T  

a  

n  

a  

t  

s  

a
h  

t  

a  

1
 

r  

t  

c  

2  

M  

d  

i  

a  

t  

o  

i
 

i  

c  

i  

R  

e  

i  

N  

i  

b  

R  

c  

i  

(  

s
 

t  

r  

l  

K  

r  

Figure 10. Top panel shows the evolution of the ionization front radius from 

the STARBENCH early-phase test. The Spitzer solution (equation 19 ) and the 
Hosokawa–Inutsuka solution (equation 21 ) are plotted in black and grey, 
respectiv ely. Red curv e shows the results from using this RHD scheme run 
with pseudo-particles. Percentage errors relative to the analytical solutions, 
calculated with ( R sim 

− R sol ) /R sol × 100, are presented in the bottom panel. 

Figure 11. Neutral fraction of pseudo-particles in the STARBENCH test plotted 
as a function of radius at t = 0 . 03 Myr (top panel) and t = 0 . 11 Myr (bottom 

panel). The vertical dotted lines mark the radius of the shell element whose 
ionic fractions are closest to 0.2 and 0.8, respectively. The Spitzer solution 
and the Hosokawa–Inutsuka solution are shown for comparison. 
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nd the Hosokawa–Inutsuka solution predict an infinitely expanding
 II region, in reality the expansion should slowly come to a halt.
he radius at which the H II region stagnates has been derived by
aga, Cant ́o & Rodr ́ıguez ( 2012 ), who modified the models of
yson & Williams ( 1980 ) using the pressure balance assumption.
he equations of Raga et al. ( 2012 ) successfully reproduce the

ate-time e xpansion curv es obtained with numerical simulations,
hough a semi-empirically derived solution is still required to model
he ‘o v ershoot’ behaviour of the ionization front before stagnation
Bisbas et al. 2015 ). 

Since the coupling aspect of this RHD scheme has already been
alidated with both the early-time and the late-time tests (Petkova
t al. 2021 ), here we focus only on the former to judge whether
r not using pseudo-particles hinders accuracy. We follow the set-
p specified in STARBENCH . The ionizing source is monochromatic
ith energy hν = 13 . 6 eV and flux Q = 10 49 s −1 . The neutral

mbient medium has temperature T 0 = 10 2 K and density ρ0 =
 . 21 × 10 −21 g cm 

−3 , hence sound speed c 0 = 0 . 91 × 10 5 cm s −1 .
he particle mass is 10 −3 M �. Note that because the Spitzer solution
ssumes a large temperature contrast between the ionized and the
eutral medium, we first temporarily disable the heating calculations
nd revert to the instant method. As specified in STARBENCH , the
emperature of the ionized region is fixed to 10 4 K with sound
peed c i = 1 . 29 × 10 6 cm s −1 . We model the gas properties with an
diabatic equation of state and, aside from shock heating and P d V 

eating, we remo v e all other heating and cooling terms such that
he ionized and the neutral mediums remain roughly isothermal. The
diabatic constant γ is set to 1.00011 and mean molecular weight is
.0. 
In optically thick regions, re-emitted ionizing photons from

ecombination can be assumed to be absorbed locally (known as
he ‘on-the-spot’ approximation). Hence, following STARBENCH , a
ase-B recombination coefficient is used, which is fixed to αB =
 . 7 × 10 −13 cm 

3 s −1 . The photoionization cross-section used in the
CRT simulation is set to σν = 6 . 3 × 10 −18 cm 

2 . The simulation
oes not include gra vity, turb ulence or any other external forces to
solate the effect of thermal pressure. The particles’ initial positions
re set on a 128 3 glass cube to minimize numerical noise. We evolve
he particles on global time-stepping with a maximum time-step
f 10 −4 Myr , which is then adaptively constrained by the limiters
mplemented in PHANTOM as the simulation evolves. 

It is also worth noting that the temperature contrast between the
onized and the neutral gas particles may drive a shock which pre-
edes the expanding ionization front. Shock capturing in PHANTOM

s done by applying artificial viscosity (see e.g. von Neumann &
ichtmyer 1950 ). Ho we v er, such e xcessiv e fictitious dissipation may
rroneously lead to extra heating at regions immediately beyond the
onization front (which ef fecti vely acts as the piston described in
oh 1987 ). This is known as the wall-heating error (Noh 1987 ) and

s present in all numerical shock-smearing methods – in both particle-
ased (e.g. Rosswog 2020 ) and grid-based codes (e.g. Springel 2010 ;
adice & Rezzolla 2012 ), and in both Lagrangian and Eulerian
oordinates (e.g. Rider 2000 ; Hui & K udriako v 2001 ). Wall heating is
nevitable unless an artificial heat flux is added to dissipate the hotspot
Noh 1987 ). Hence, artificial thermal conductivity is crucial in our
imulations, and we set αu = 1 (cf. Price et al. 2018 , equation 42). 

Fig. 10 shows the results comparing our tree-based RHD scheme
o the Spitzer solution and the Hosokawa–Inutsuka solution. Here,
egions immediately beyond the ionization front are occupied by
eaves and higher level tree nodes (see Fig. 4 right panels). We set
 = 100 in equation ( 5 ) such that the ionized region is predominately

esolved by individual particles. We locate the ionization front by
NRAS 538, 1461–1480 (2025) 
alculating the average neutral fraction of pseudo-particles in each
hell element around the ionizing source and locating the two shells
hose ionic fractions are closest to 0.2 and 0.8, respectively. We show

he radii of these two shells in Fig. 11 , plotted on top of the pseudo-



Tree-based hybrid RHD scheme 1473 

p  

f

w
a
b
t  

t  

t  

a
t
t
t  

s  

i  

w  

t
a
e  

m
a

 

s
i  

u
V  

e
t
p  

V  

s
c
s
t

 

r  

S  

a
e  

n  

g
n  

m
o
t  

A

(  

‘
p  

s
d
w
n
s
i
o  

s

6

t

3

W
w  

d  

p
t  

p
a  

s
a  

t
1  

0  

w  

w
o
s  

m  

i
s

 

W  

c
t
V
s
S
t  

n  

b  

a  

i
t  

t  

p
p  

b  

t

r
g  

p  

p
T
fl  

t  

t  

t  

r  

t
 

p  

b
I
e  

d
n

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/538/3/1461/8046439 by C
halm

ers tekniska högskola (C
halm

ers U
niversity of Technology) user on 28 M

arch 202
articles’ neutral fractions, at 0 . 03 and 0 . 11 Myr . The ionization
ront radius is defined to be the mean radius between them. 

One of the concerns regarding the use of pseudo-particles is 
hether or not the evolutionary models would be significantly 

ffected by the ‘smearing’ of ionic fractions at the partially ionized 
oundary, which could happen when the ionization front just reaches 
he tree nodes’ domain. There may be two possible consequences: (a)
he ionic fraction of a cell is lowered due to the smearing, causing it
o be o v erlooked by the code when heating the particles 6 or (b) once
 node becomes ionized, all constituting particles heat up, causing 
he ionization front to erroneously accelerate. But here, we showed 
hat our adaptive tree-walk algorithm is successful at preventing 
his from happening as long as the K parameter (equation 5 ) is
ufficiently large (see Section 3.3 for a more detailed analysis). This
s also thanks to the fact that our tree-walk is iteratively adjusted
ithin a step to eliminate the ‘response time’, which is crucial for

hese time-sensitive benchmarks. Our result agrees well with the 
nalytical solutions. It also matches the findings reported in Petkova 
t al. ( 2021 ). The result demonstrates that using pseudo-particles im-
ediately beyond the ionization front does not hamper the simulation 

ccuracy. 
The reason why our e xpansion curv e is closer to the Spitzer

olution is likely because shocks in SPH are ‘thicker’. While 
t is reasonable to suspect that the inertia of the shell is being
nderestimated in our simulations, the STARBENCH test results in 
andenbroucke & Wood ( 2018 , figs 8 and 9) suggest an alternative
xplanation. The authors ran CMACIONIZE in RHD mode by applying 
he photoionization algorithm to every hydro step. Two tests were 
erformed – one on a static Cartesian grid, and one on a co-moving
oronoi mesh grid. It was revealed that the former gives results in
trong agreement with the Spitzer solution, whereas the latter is much 
loser to the Hosokawa–Inutsuka solution, despite both rely on the 
ame hydrodynamical and photoionization calculations. Comparing 
heir density distributions, the shock in the former also appears wider. 

The findings from Vandenbroucke & Wood ( 2018 ) show that H II

e gion e xpansion rates can be strongly influenced by the fluid model.
hocks in SPH tend to have lower peak densities and longer full width
t half-maximums due to the artificial dissipation terms as discussed 
arlier (see also Bisbas et al. 2015 , fig. A2). As such, the gas densities
ear the inner edge of the shock are higher than their counterparts in
rid codes, thus retarding the expansion of the ionization front. We 
ote ho we v er that, as discussed in Petko va et al. ( 2021 ), this issue
ay be addressed by increasing the SPH resolution. Alternatively, 

ne could also reco v er the Hosokawa–Inutsuka solution by defining 
he ionization front to be the outer edge of the transition zone (see
ppendix B ). 
Compared to the expansion curve obtained using all SPH particles 

cf. e.g. Petkova et al. 2021 , fig. 4), our curve also contains more
bumps’. This difference is more apparently seen in the residuals 
lot in Fig. 10 . The reason is due to the fact that tree nodes are
plit only along Cartesian axes during tree-build. With uniformly 
istributed particles, the nodes become cubically ordered. Thus, 
hen the spherical ionized region comes in contact with the leaf 
odes, the differences in node orientation relative to ionization front 
urface may introduce some directional inconsistencies. Though this 
ssue has been largely addressed by the adaptive refinement, the 
pening of nodes may still differ slightly across the ionization front
urface, leading to these minor fluctuations. 
 This happens with the instant method. With heating and cooling calculations, 
he issue may be less severe. 

7

b

.2 Runtime 

e now illustrate the amount of speed-up that can be achieved 
ith our tree-based method. We run three suites of simulations with
ifferent particle numbers, 10 5 , 10 6 , and 10 7 , and vary the number of
seudo-particles at the coupling interface to measure the computing 
ime per call to CMACIONIZE . The runtime also varies with different
article/cell distributions, hence the measurement may be specific to 
 simulation, but the o v erall trend should remain similar. We begin the
imulations using the uniform box from the STARBENCH set-up. To 
llow for a more realistic environment, we further impose a Gaussian
urbulent velocity field with a Kolmogorov spectrum (Kolmogorov 
941 ) on to the particles. 7 The turbulent gas is evolved for around
 . 03 Myr before the ionizing source is switched on. The length of time
as chosen to let the cloud develop a fractal density structure. Here,
e disable the adaptive tree-walk algorithm such that the number 
f pseudo-particles remains constant throughout the evolution. The 
imulations are terminated at the 20 th -call to CMACIONIZE , and we
easure the mean CPU time elapsed between each step. Error bars

ndicate the standard deviation across the evolutionary steps in each 
imulation. 

Fig. 12 shows the results, ran on sixteen 2 . 60 GHz CPU processors.
e plot the total CPU time per step. We also present the runtime

ontributions from the tree-walk, the smoothing length solver, and 
he computations within CMACIONIZE . The latter consists of the 
oronoi grid construction, the forward density mapping, the MCRT 

imulation and the inverse mapping for returning ionic fractions. 
ince the smoothing length iteration is parallelized on OPENMP , 

he neighbour-find for each node is independently e x ecuted on the
ode’s assigned thread; for simplicity, we only measure the CPU time
efore and after this parallel section. The 10 5 -, 10 6 -, 10 7 -particle runs
re plotted in red, blue, and black, respectively. Each scatter point
ndicates the average runtime per step measured from a simulation 
hat uses a pseudo-particle number indicated on the x -axis. We vary
his by adjusting r leaf and r part . Note that the individual particles
laced around the ionizing source count towards the number of 
seudo-particles. The data point at the end of each curve, marked
y a star shape, indicates the run using all SPH particles, where no
ree-based optimization algorithms are applied. 

The runtimes in all plots approximately follow a log–log linear 
elation with the number of pseudo-particles. The speed-up can be 
auged by inspecting the curv es. F or instance, if only 10 4 pseudo-
articles are needed to keep all ionized regions resolved in a 10 7 -
article simulation, then a hundred times speed-up may be achieved. 
he runtime’s dependence on (pseudo-)particle distribution is re- 
ected in the amount of deviation from a straight line. Tree-walk is

he most efficient procedure, and its scaling is most unaffected by
he distribution of nodes or particles. The small plateau seen at the
ail of the 10 7 -particle runs likely results from our choice of r leaf and
 part , since the number of particles extracted within r part varied, but
he number of nodes visited by the tree-walk remained similar. 

The total computing time, in most cases, is dominated by the
rocedures e x ecuted within CMACIONIZE , with the only e xception
eing the 10 7 -particle runs with large pseudo-particle numbers. 
n this regime, the smoothing length solver becomes comparably 
 xpensiv e to the MCRT simulation. The neighbour-find algorithm is
eemed responsible, since it involves looping over all other extracted 
odes to retrieve those which lie beneath the pre-selected parents. 
MNRAS 538, 1461–1480 (2025) 

 The velocity field generation code is from Bate, Bonnell & Bromm ( 2003 ), 
ased on the method described in Dubinski, Narayan & Phillips ( 1995 ). 
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M

Figure 12. Variation of mean CPU time per step with number of pseudo-particles in simulations with 10 5 (red), 10 6 (blue), and 10 7 (black) SPH particles in 
total. Top left panel shows the total runtime per step. Top right shows the computing time occupied by the tree-walk. Bottom left shows the o v erall time taken by 
the smoothing length solver (parallelized on OPENMP ), including the time for neighbour-search. Bottom right shows the computing time spent on CMACIONIZE ’s 
side, co v ering the time for forward density mapping, Voronoi grid construction, MCRT simulation, and inverse mapping. The star-shaped data points indicate 
the runs where no tree-based optimization algorithms are applied. 
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his leads to a poor scaling with the total number of nodes extracted
rom the tree; future impro v ements on the algorithm efficienc y would
e desirable. In practice, ho we ver, the number of pseudo-particles
ould only be minimized. Hence, the issue is inconsequential, and

he minimal runtime reached is our sole concern. None the less,
ompared to the runs using all SPH particles, the o v erhead of setting
p pseudo-particles is close to negligible. 

.3 Tr ee r esolution 

eaving the ionization front high up on the tree leads to error-
rone simulations. But how bad is too bad? Our aim here is to
auge to what extent we can relax the checking criteria to impro v e
he computational cost while maintaining a satisfactory level of
ccuracy. The following tests examine the effect of varying K in
quation ( 5 ) on H II region evolution. The initial gas density is
0 −19 g cm 

−3 , and the simulations are run with 10 6 particles, each
ith mass 10 −3 M �. Since K primarily controls the resolution
f the partially ionized domains, we again apply turbulence to
roaden the ionized-to-neutral transition zones along the lower
ensity paths. To quantify non-spherically symmetrical expansions,
e apply the instant heating and measure the growth in mass of
as with temperatures abo v e 8000 K. All simulations begin with
 leaf = 0 . 1 pc and r part = 0 . 05 pc . As the code iterates to resolve into
he ionization front, if leaf nodes also fail the checking criteria,
hen both radii are incrementally increased by 0 . 01 pc . We let
NRAS 538, 1461–1480 (2025) 
he code automatically adjust the tree-walks as the simulations
un. 

The results are presented in Fig. 13 , for K values of 10, 30,
0, 70, 100, and 500. The initial ionized mass of approximately
 M � corresponds to the gas contained within the Str ̈omgren
phere. Immediately after, the curves depart from each other. The
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Table 1. Runtime of simulations ran at different tree resolution parameter K 

shown in Fig. 13 , rounded to the nearest inte ger. F or reference, we include 
the CPU time for the run with no tree-based optimization algorithm applied. 

K Mean CPU time per step (s) Total CPU time (s) 

10 822 324 946 
30 1117 461 999 
50 3673 1093 908 
70 3228 1148 510 
100 3690 1462 631 
500 3873 1417 028 
Tree off 8282 2989 667 
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tep-function-like behaviour of ionic fractions leads to this bimodal 
rouping of the curves, though small differences can still be seen 
hanks to the added density structures. The K = 500 curve may be
nterpreted as the true values, since it almost enforces all partially 
onized domains to be on the particle level (see Fig. A1 ). For the
uns with K = 10 and K = 30, plenty ionized pseudo-particles are
eft on the leaf level during the initial evolutionary stages, leading 
o approximately 1 M � of extra masses to be erroneously heated by 
he end of the simulation. With K = 50, the results have improved,
ut a slight offset of around 0 . 2 M � is still present. With K = 70
nd abo v e, the curv es conv erge to the true value. It can be hence
oncluded that, for this simulation, setting K = 70 is sufficient to
roduce an accurate H II region model. 
To understand by how much a coarser ionization front resolution is

ompensated by the computing time, we summarize the simulations’ 
untime in Table 1 . We recorded the total CPU time taken, which
ncludes the iterating time, as well as the mean CPU time per hydro
igure 14. Column density (left panels) and density-weighted column internal
 = 0 . 02 Myr (top panels), immediately after switching on an ionizing source plac
as expanded. Left and middle panels show the run with tree-walk resolution param
onization front is left on slightly lower resolutions. 
tep. The results show that, in general, the runtimes scale up with
he value of K . The anomalies seen in Table 1 are most likely due
o the iterative calls to CMACIONIZE as the pseudo-particles adjust to
ollow the e xpansion. F or the K = 10 and K = 30 runs, despite being
he least e xpensiv e, their accuracies are pre viously sho wn to be not
ithin the acceptable range. Meanwhile, the K = 70 run is almost

s accurate as K = 500, and furthermore, its runtime is around 19
er cent shorter than the latter. Compared to the run using all SPH
articles, using K = 70 as opposed to K = 500 introduces an extra
 per cent speed-up. It hence justifies setting a smaller value of K if
omputing time is prioritized. 

We also inspect the morphology of the H II regions resulted from
he different K values. In Fig. 14 , we show the density-weighted
olumn internal energy for K = 10 and K = 500. Additionally, we
lot the gas column density of the simulation with K = 500 to
llustrate the impact of this H II region on the surrounding structures.
he snapshots in the top panels are taken shortly after the ionizing
ource is switched on, whereas the bottom panels show the evolved
 II regions after 0 . 025 Myr . The growth in size is apparent even
ithin such short time interval. To the contrary, the differences 
etween the run with K = 500 and that of K = 10 are much less
rominent. During the initial times, the boundary of the heated region
n K = 10 appears more ‘bumpy’, since all particles within the larger
onized leaf nodes are heated, leading to a less discretized border. At
ater stages, the heated region in K = 10 is slightly larger than the
 = 500 run, but the two are morphologically alike. It appears that

oosening the criterion on ionization front resolution does not lead 
o entirely flawed simulation results. 

Overall, the best choice of K depends on the science goals of
he simulation. If the study requires a precise measurement of, 
MNRAS 538, 1461–1480 (2025) 

 energy (middle and right panels) of the turbulent medium simulation at 
ed at the origin, and at t = 0 . 025 Myr (bottom panels), when the H II region 
eter set to K = 500, and right panels show the run with K = 10, where the 
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Figure 15. Expansion of ionization front radius under the instant internal 
energy update method (red), the explicit heating method (dark blue), and the 
implicit heating method (cyan). Each panel shows the result from simulation 
run with ambient medium density 10 −21 , 10 −20 , 10 −19 , and 10 −18 g cm 

−3 . 
The Spitzer solution (black) is plotted for comparison. 
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or example, the effect of H II region shells on the kinematics of
he surrounding gas, setting K = 500 (or at least K = 100) would
e necessary. Ho we ver, if one only needs a rough estimate of the
ollective impact from multiple H II regions, setting a lower K may
e a plausible choice. Nevertheless, to a v oid creating cubes of hot gas
n the simulation when K value is small, the more elegant solution
ould be to compute the ionic fraction of each SPH particle via

n interpolation from its neighbouring nodes. This would require a
ast algorithm to locate pseudo-particles whose smoothing spheres
 v erlap with the SPH particle; such developments would be ideal for
uture versions of this code. 

.4 Thermal treatments 

n this section, we test the newly implemented heating and cooling
outines. We showed in Fig. 9 that, under the effect of photoion-
zation, the gas particles would eventually reach their equilibrium
t around 10 4 K. What distinguishes between these particles is the
ime-scale o v er which the y are heated. If the simulation time-step
s shorter than the time-scale of the net heat gain, we would expect
he H II regions to heat up at a slower rate compared to those in the
TARBENCH tests. In fact, this time-scale is density-dependent. Since
 = G ( H ) /n H and G ( H ) ∝ n 2 H (cf. equation 13 ), substituting it into
quation ( 18 ) gives τ ∝ n −2 

H . This relation indicates that the lower
he density, the longer it takes to reach the equilibrium temperature
nd vice versa. 

The effect on the expansion of ionization front is investigated. We
epeat the STARBENCH tests (Section 3.1 ) but acti v ate the heating and
ooling computations to see how much it differs from the results in
ig. 10 . The Spitzer solution assumes a large temperature gradient
etween the ionized and the neutral medium, and that this physical
ondition holds immediately after switching on the ionizing source.
ith heating and cooling applied, this is no longer enforced. To

ary the heating time-scale, we perform the tests with initial gas
ensities 10 −21 , 10 −20 , 10 −19 , and 10 −18 g cm 

−3 . For each density,
he simulation is run with the instant method, the explicit method,
nd the implicit method, as described in Section 2.5.3 . Because of the
ooling, the temperature of the neutral ambient medium is no longer
xed at 10 2 K; their equilibrium temperatures become a function of
ensity (cf. Fig. 8 ), ranging from approximately 10 –10 2 K. We set
p the particles’ initial positions on a 128 3 glass. K = 500 is set for
he tree-walks. Fig. 15 shows the results. 

In all plots, the implicit curves are in perfect agreement with
he explicit, hence validate the calculation method presented in
ection 2.5 . Investigating the stability of this algorithm with larger

ime-steps would be ideal in a future study. We also see that, at lower
ensities, the ionization front is indeed expanding at a much slower
ate compared to the instant curves as well as the Spitzer solution. The
eason can be seen in Fig. 16 , where we plot the time-evolution of the
ean temperature inside the ionized regions. At ρ = 10 −21 g cm 

−3 ,
he gas particles within the Str ̈omgren sphere are heating up slowly,
nd reach their equilibrium temperatures only towards the end of
he simulation. But as density increases, at ρ = 10 −18 g cm 

−3 , the
quilibrium temperature is reached within a couple of time-steps.
his explains why, in Fig. 15 , that the implicit/explicit curves become

ncreasingly close to the instant curves in the high-density runs.
eanwhile, all curves begin departing from the Spitzer solution.

his is likely because with a denser ambient medium, the thermal
ressure within the H II region is increasingly counterbalanced by
he external ram pressure. 

One could also notice from Fig. 15 that, at ρ = 10 −18 g cm 

−3 ,
he implicit/e xplicit curv es o v ertake the instant curv e after
NRAS 538, 1461–1480 (2025) 
pproximately 2 Myr . This is in fact due to the difference in ionic
raction threshold adopted in each method. With the instant method,
nly the particles with ionic fractions o v er 0.5 are heated, whereas
ith heating rate computations, the term G ( H ) is applied as long as

he ionic fraction is abo v e zero (cf. equation 13 ). Hence, the latter
eats more particles in the transition zone between the fully ionized
nd the fully neutral, causing the ionization front to expand slightly
aster. 
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Figure 16. Mean temperature of the fully ionized particles o v er time under 
the implicit heating scheme for runs with ambient medium density 10 −21 , 
10 −20 , 10 −19 , and 10 −18 g cm 

−3 . 
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8 In our RHD scheme, this issue is addressed via the Lloyd’s iteration applied 
to the Voronoi grid, which impro v es the resolution in the voided regions. 
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 OTH ER  APPLICATIONS  

.1 Radiation pr essur e 

he use of MCRT methods is not limited to ionization modelling. 
adiation pressure from massive stars play an equally important 

ole especially at the early times of the star-forming regions (e.g. 
opez et al. 2011 ). The radiation pressure released in polar directions

rom the accretion disc may launch outflows and create cavities 
hat influence the star formation efficiencies (Kuiper et al. 2012 ). 
ompared to moment-based methods such as FLD (cf. Krumholz 
t al. 2009 ), it was revealed that frequency-dependent RT methods 
re more suitable for modelling the pressure forces from direct stellar
rradiation (Kuiper et al. 2012 ), making MCRT an ideal option. 

Dynamical coupling of MCRT to hydrodynamical simulations 
as been developed by e.g. Nayakshin, Cha & Hobbs ( 2009 ),
oebauer et al. ( 2012 ), and Harries et al. ( 2019 ). These RHD

chemes compute the radiation force acting on each fluid element 
y, for example, tracking the momentum dump from the photon 
ackets, or by applying Monte Carlo estimators to the beam energy. 
lternatively, some operate by continuously transferring weighted 
acket momentum on to the neighbouring fluid elements. All of 
hese methods produce smooth distributions of radiation force per 
nit volume, or radiation energy density, that fall radially from the 
adiative sources (cf. e.g. Harries 2015 , figs 1–3). 

The fact that radiation pressure impact decrements gradually o v er 
arge distances, as opposed to the step-function-like behaviour of 
onization, arguably makes it even more suitable for our tree-based 

ethod. It is entirely possible to swap ionic fraction in the adaptive
ree-walk algorithm with radiation force per volume, or radiation 
nergy density at the pseudo-particle, to be the node opening 
riterion. A smooth radially decaying pressure takes better advantage 
f the hierarchically built tree and likely operates well with just the
pening angle (equation 4 ). The algorithms described in Section 2.4 
an be applied to this modelling problem. 

.2 Gridless MCRT 

ridless MCRT methods that are solved directly on SPH density 
elds may also benefit from our tree-based optimization algorithms. 
n fact, most of these methods already incorporate the gravity tree 
or retrieving particles whose smoothing volumes are pierced by 
he packet trajectories (i.e. rays) (Altay et al. 2008 ; Forgan & Rice
010 ). Column density is e v aluated via line integrals of SPH density
 v er the path-length where the ray intersects the kernel. A notable
xample is TRAPHIC , developed by Pawlik & Schaye ( 2008 ), that
omputes RT on SPH with Monte Carlo approaches. This scheme 
mploys virtual particles , whose properties are interpolated from the 
eighbouring SPH particles, serving as additional sampling points in 
he fluid to aid the RT. In a sense, this is equi v alent to superimposing
 grid on to the particles, but without modifying the resolution.
espite the algorithms presented by e.g. Nayakshin et al. ( 2009 );
organ & Rice ( 2010 ) do not rely on such techniques, we suspect

hat directional biases may arise if the distribution of SPH particles
round the ionizing sources are highly anisotropic, such as near the
eedback-driven cavities. In these situations, the transport could be 
referentially directed towards the centre of mass of its neighbours 
see explanation in Pawlik & Schaye 2008 , Appendix A). Thus, in
eneral, RT algorithms that are solved locally on SPH fields can (and
hould) involve more computation procedures to compensate for the 
ack of fluid sampling points in voided regions where radiation- 
mpacted gas mostly gathers. 8 

To optimize these algorithms, placing pseudo-particles at the 
nterface between the SPH fluid model and the RT calculations is a
lausible option. There are two possible methods: (a) adopt pseudo- 
articles in regions that are shielded or less affected by radiation and
b) for rays that lack intersecting SPH particles, go up the tree for a
evel or two and use pseudo-particles’ smoothing volumes to e v aluate
he optical depths. The resolution lengths would be increased, but 
his method impro v es the directional sampling and addresses the
iases as discussed in P a wlik & Schaye ( 2008 ). In any case, the RT
alculations likely need to be iterated in a similar manner to our
daptive algorithm, such that the tree-walks are adjusted according 
o the actual radiation field. 

 SUMMARY  A N D  F U T U R E  WO R K  

his paper has presented a hybrid RHD scheme that couples particle-
ased SPH to grid-based MCRT, as first developed by Petkova et al.
 2021 ). SPH is particularly advantageous for star formation and
eedback modelling, while Monte Carlo methods are known for their 
bility to treat radiation in highly inhomogeneous environments. In 
his scheme, the hydrodynamics are computed with the SPH code 
HANTOM . At each hydro step, the fluid densities are passed to the
ode CMACIONIZE to run an MCRT simulation on a Voronoi grid, with
eneration sites (initially) coinciding with the particles’ positions. 
he MCRT iteratively solves for the steady-state ionization balance 

n each cell. The resulting ionic fractions are subsequently returned 
o the SPH code, with which we compute a heating term, alongside
ooling, and apply it to the particle internal energies. The method
e use to transfer fluid properties between the SPH particles and

he Voronoi cells is the Exact density mapping method of Petkova
t al. ( 2018 ). Ho we ver, while these numerical methods are all highly
ccurate, the computational cost can be immense. 

Our solution is to temporarily reduce the fluid resolutions at the
nterface between the SPH and the MCRT code using the tree-
ased gravity solvers. Gravity trees are often combined with RT 

omputations to achieve efficient RHD schemes. We developed an 
daptive tree-walk algorithm to transform tree nodes into pseudo- 
articles in regions that are less affected by the ionizing radiation.
MNRAS 538, 1461–1480 (2025) 
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o let the pseudo-particles act in lieu of SPH particles, we developed
 smoothing length solver and a neighbour-find algorithm, both of
hich are dedicated to tree nodes. The tree-walks are iteratively

djusted according to the ionic fractions returned from the MCRT
ode, allowing the pseudo-particles to adapt to the evolving radiation
eld. This algorithm is independent of the tree-build procedure,
aking it suitable for all types of gravity trees. The use of pseudo-

articles is not limited to ionization modelling, and, in fact, can be
pplied to couple SPH to many other numerical methods. 

Extending the code to treat atomic species other than hydrogen
ould be desirable. In that case, the heating contributions from
elium and other metals would need to be computed with Monte
arlo estimators in the MCRT code. Transferring temperatures and
eating rates between the two codes becomes necessary. Cooling
urves for higher metallicities may be imported from De Rijcke et al.
 2013 ). Alternatively, full chemistry calculations may be performed
o model the cooling. Another beneficial extension to this scheme
s to make full use of MCRT simulations, that is, to account for
ust grains in the model. As far as photoionization is concerned,
bsorption by dust reduces the Str ̈omgren radius and thus lowers the
 xpansion rates (e.g. Ha worth et al. 2015 ). But if radiation pressure is
ncorporated, momentum deposition may be amplified (e.g. Agertz
t al. 2013 ), and the expansion of H II regions could speed up if
he shell is optically thick to infrared (Krumholz & Matzner 2009 ).
ither way, the effect of dust on H II region evolution warrants further

nvestigation. 
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PPEN D IX  A :  TREE  RESOLUTION  

AR A M ETER  

he opening criterion in the adaptive tree-walk system aims to ensure 
hat all ionized nodes are sufficiently small in size. We parametrize 
his criterion via equation ( 5 ). Fig. A1 plots this function for K =
 . 01, K = 10, K = 30, K = 50, K = 70, K = 100, and K = 500.
he threshold in neutral fraction determines whether or not a node 
eeds to be opened in the next tree-walk during the iterative calls
igure A1. Plot of equation ( 5 ), the node opening criterion for the adaptive
ree-walk, for K = 1 . 01, K = 10, K = 30, K = 50, K = 70, K = 100, and
 = 500. The x -axis denotes the size of the node relative to that of the root.
he curves define their corresponding lower limit in neutral fraction. 

o the MCRT simulation. Take K = 30 as an example. If a pseudo-
article of size s node /s root = 0 . 4 has an ionic fraction of 0.2 (i.e. a
eutral fraction of 0.8), the code considers it under-resolved, and 
he node will be opened in the subsequent tree-walk. This reduces
he node size by approximately half and shifts the pseudo-particle(s) 
owards the left on Fig. A1 . This process is repeated until all pseudo-
articles lie abo v e the K = 30 curv e, such that those with high ionic
ractions are sufficiently close towards the left on this plot. Thus,
he parameter K controls the strictness of the opening criterion. 
etting K = 1 . 01 (seen at the lower right corner) ef fecti vely switches
ff the adaptive algorithm. On the other hand, with K = 500, the
unction approaches both axes of the plot. This means that as long
s the neutral fraction drops slightly below 1.0, all nodes must be
pened, and the ionized region must be resolved by the individual
PH particles. 

PPENDI X  B:  A LT E R NAT I V E  I O N I Z AT I O N  

RONT  

he original STARBENCH test (Bisbas et al. 2015 ) defines the ion-
zation front to be the radius at which the ionic fraction is equal
o 0.5. Likewise, in this paper and in Petkova et al. ( 2021 ), the
onization front is defined to be the midpoint between the two radii
hat correspond to ionic fractions of 0.2 and 0.8. In fact, the analytical
heories (Spitzer 1978 ; Hosokawa & Inutsuka 2006 ) assume a thin
hell approximation and do not consider the width of the shock, nor
istinguish between the shocked shell and the ionization front. These 
ssumptions introduce some ambiguity in comparing the solutions 
o simulations. Under the current definition, Fig. 10 shows that our
 xpansion curv e is closer to the Spitzer solution. Ho we ver, from
ig. 11 , the Hosokawa–Inutsuka solution appears to be tracing the
uter edge of the transition zone. If we instead define the ionization
ront to be the midpoint between the radii of ionic fractions 0.01
nd 0.02, we obtain the expansion curve shown in Fig. B1 . Due to
he uncertainty in the definition of ionization fronts in the analytical

odels, it may be argued that our RHD scheme also reproduces the
osokawa–Inutsuka solution. 
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Figure B1. Same as Fig. 10 but defining the ionization front to be the 
midpoint between the radii that correspond to ionic fractions of 0.01 and 
0.02, respectively, instead of 0.2 and 0.8. 
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