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6G networks are set to transform the way we connect and navigate the world. Beyond just faster

internet, 6G will combine communication and precise positioning to enable technologies like self-

driving cars, delivery drones, and smarter cities. It will provide seamless connectivity and accuracy,

even in remote areas or environments where today’s networks fall short.

This work focuses on three technologies that will make this possible. Massive multiple-input multiple-

output (MIMO) uses large arrays of antennas to boost network performance and handle thousands

of devices efficiently. Smart surfaces, known as reconfigurable intelligent surface (RIS), can direct

signals like mirrors for better coverage and pinpoint accuracy, even in crowded or tricky spaces.

Satellites, working alongside ground networks, bring connectivity and positioning to places where

traditional systems can not, like deep oceans or isolated mountains.

Together, these innovations are shaping a future where connectivity is everywhere, reliable, and

perfectly in sync with our increasingly digital lives. With 6G, the world will feel smaller, smarter, and

more connected than ever before.
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Abstract
Sixth-generation (6G) wireless networks aim to transform communication and
localization by enabling precise positioning and seamless connectivity for ad-
vanced applications like autonomous systems, augmented reality, and smart
cities. Technologies like massive multiple-input multiple-output (MIMO),
reconfigurable intelligent surface (RIS), and non-terrestrial networks (NTNs)
play a critical role in achieving these objectives by addressing challenges in
capacity, coverage, and synchronization in diverse environments.

This thesis investigates the use of massive MIMO technology to optimize
communication architectures by analyzing the interplay between the number
of antennas and quantizer resolution. This work identifies massive MIMO
configurations that balance performance and complexity across varying signal-
to-noise ratios (SNRs). The study contributes to the design of robust and
scalable architectures for next-generation communication systems.

Moving on to the localization topic, this thesis also explores a frugal RIS-
enabled localization and synchronization setup designed to provide precise
positioning in cost-effective deployments. A scenario with one base station
(BS) and two RISs is studied to localize a stationary user equipment (UE),
despite the presence of an unknown carrier frequency offset (CFO) between
the UE and the BS. This work highlights the potential of RIS technology to
enhance localization accuracy and reduce infrastructure requirements.

Another emerging direction in localization is the use of NTNs, driven by
their potential for large-scale deployment. This thesis investigates an inte-
grated LEO-cellular network for NTN-based localization and synchronization.
A hybrid system with one BS and one low Earth orbit (LEO) satellite is an-
alyzed to estimate the UE’s position, velocity, clock bias, and CFO under
synchronization challenges. The results highlight NTN’s potential for robust
localization in areas with limited terrestrial infrastructure.

By tackling key challenges in communication and localization, this thesis
contributes to the design of efficient solutions for 6G networks, supporting
their practical deployment in next-generation wireless systems.

Keywords: 6G, communication, localization, massive multiple-input multiple-
output (MIMO), non-terrestrial networks (NTNs), reconfigurable intelligent
surfaces (RIS), synchronization.
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CHAPTER 1

Introduction

1.1 Background
Wireless communication has become an indispensable necessity of the modern
networked society, enabling seamless connectivity across the globe. From mo-
bile phones to internet of things (IoT) devices, the main function of these tech-
nologies is to facilitate the exchange of information. Enabled by this capabil-
ity, numerous applications in different areas such as augmented reality (AR),
virtual reality (VR), smart cities , autonomous systems and telemedicine have
been developed. The total mobile traffic is predicted to reach 313EB/m 1 in
2029 [1], while this number is less than 150EB/m in 2025. To realize such a
considerable requirement, future communication technologies must deliver sig-
nificantly higher throughput, lower latency, and enhanced reliability. The 6G
networks are expected to provide higher capacity and ubiquitous connectivity
due to ever-increased IoT ecosystem, as well as enhanced energy efficiency due
to sustainability purposes.

While the primary objective of these technologies is to provide reliable and
seamless communication, with the help of the existing infrastructure designed

11 EB (exabyte) is one quintillion, or 1018
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Chapter 1 Introduction

for communication, it is possible to develop improved radio localization ser-
vices as well [2]. Accurate localization services are essential in a wide range of
applications, from autonomous driving (AD) and advanced driver-assistance
systems (ADAS) to AR and precise navigation. The ability to determine an
object’s position with high precision enables safer transportation systems, en-
hances user experiences in AR, and facilitates efficient navigation in complex
environments. Current localization technologies, while advanced, still face
challenges in terms of accuracy, coverage, and robustness, particularly in ur-
ban canyons and indoor environments. The demand for precise localization
is growing, with the autonomous vehicle market was valued at $60.3 billion
in 2025 and expected to reach a value of $448.6 billion by 2030, according to
Allied Market Research [3]. To achieve the necessary precision for AD/ADAS,
localization systems are required to provide accuracy within centimeter level
for 95% of the time [4]. These future expectations underscore the critical need
to develop new technology enablers that can enhance the precision, reliability,
and scalability of localization systems.

To unlock the futuristic use cases of 6G mentioned above, both in communi-
cation and localization, a number of technology enablers are being developed
such as massive MIMO, RIS, NTN, utlization of tera-hertz (THz) frequency
bands, etc. The first three technologies and their roles in communication and
localization are briefly discussed below.

1.1.1 Massive MIMO
Massive MIMO is a key technology in modern wireless communication sys-
tems that involves the use of a large number of antennas at the BS to serve
multiple user equipment UE simultaneously [5]. By employing hundreds or
even thousands of antennas, massive MIMO systems can significantly enhance
both communication and localization capabilities [6]. The large array of an-
tennas allows for precise beamforming, which directs energy towards intended
users, thereby improving signal strength and coverage. This boost in energy
efficiency translates into higher spectral efficiency, as more data can be trans-
mitted over the same frequency spectrum. Moreover, massive MIMO’s spatial
resolution capabilities enable more accurate localization of users, as the di-
rection and range of incoming signals can be precisely estimated. This dual
improvement in communication and localization is essential for the develop-
ment of the aformentioned advanced applications, where both high data rates

4



1.1 Background

and precise positioning are required.
Two main architecture for realizing massive MIMO systems have been pro-

posed in the literature, namely fully-digital and hybrid architectures. In
fully-digital architecture, each antenna is connected to an individual radio
frequency (RF) chain, containing mixers, power amplifiers, etc., as well as a
pair of data converters. This results in full flexibility in beamforming and
high spectral efficiency, with the challenge of high implementation cost and
high power consumption. On the other hand, in hybrid architecture, anten-
nas are connected to fewer RF chains through a network of phase shifters so
that a combination of analog and digital beamforming can be implemented.
This results in limited flexibility in beamforming and necessitates antenna
calibration. However, hybrid architectures are more energy efficient and cost
effective compared to their all-digital counterparts. In this thesis, we focus
on a fully-digital architecture because it offers remarkable benefits in terms of
reconfigurability, accessibility, and ease of maintenance.

In an all-digital massive MIMO setup, one of the main contributors to high
power consumption is high resolution data converters. Therefore one solution
is to leverage low resolution data converters which will cause non-linear dis-
tortion to their input signals. In [7]–[10], it is shown that architectures with
few bit data converters and enough number of antennas and depending on the
number of UEs, can approach to the performance of infinite-precision data
converters.

In some deployments of massive MIMO systems, the remote radio head
(RRH), which houses the antennas and the RF chains, and the base-band
unit (BBU) are physically separated and are connected through a link, known
as the fronthaul link, which has a limited capacity. The amount of raw data
transfering through this link is directly proportional to the number of antennas
and the resolution of data converters, therefore a limited fronthaul capacity
poses a trade-off between the number of antennas and the resolution of data
converters.

With this introduction, the first research question is as follows: Given a
constrained fronthaul capacity, what is the optimal massive MIMO architec-
ture in terms of the number of antennas and the resolution of data converters?
In Paper A, we developed an analytical framework to evaluate this trade-off.

5



Chapter 1 Introduction

1.1.2 From Communication to Localization

Localization is predominantly performed using the Global Positioning Sys-
tem (GPS), a satellite-based navigation system that determines a user’s po-
sition based on time of arrival (ToA) measurements [11]. GPS requires an
unobstructed LoS to at least four satellites, with the satellites and the user
positioned such that they are not collinear. The system consists of a constel-
lation of at least 24 satellites orbiting the Earth, along with ground control
stations and GPS receivers. These satellites continuously transmit signals,
which receivers use to compute their precise location through multilateration
of the time delays from multiple satellites.

Despite its widespread deployment, GPS has several limitations. One of
the most significant drawbacks is its reliance on direct LoS between the user
and the satellites. This dependency makes GPS vulnerable in obstructed en-
vironments, such as urban canyons, dense forests, and indoor settings, where
signal blockage and multipath effects degrade localization accuracy. More-
over, Global Navigation Satellite System (GNSS) constellations are managed
by individual countries or coalitions, such as the European Union’s Galileo.
As a result, access to these services is subject to policy decisions by the op-
erating entities, which may lead to restrictions under certain circumstances.
This aspect highlights the importance of considering system availability and
resilience in critical applications. Additionally, GPS accuracy can be affected
by signal multipath, where signals reflect off surfaces before reaching the re-
ceiver, causing errors in position calculations. More over, GPS-based posi-
tioning is vulnerable to spoofing and jamming, which pose serious risks in
safety-critical applications [12]. In jamming attacks, the signal is intention-
ally blocked or overwhelmed, preventing the receiver from obtaining a valid
position. In spoofing, an attacker transmits counterfeit signals that mislead
the receiver into estimating an incorrect location or time. Since GPS is a
passive, one-way system, it lacks the ability to detect such attacks, making
receiver-side detection or complementary systems essential for reliable opera-
tion in adversarial environments.

An alternative solution is to use cellular networks. Each new generation of
mobile communications comes with new features that make localization more
accurate [2]. In 2G networks, a rough positioning can be done using the cell-
ID technique, in which the location of the closest BS is used to estimate the
position of the mobile device. This technique can be improved by combining
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them with ranging-based measurements of timing advance (TA) and signal
strength measurements. Experimental results show that this combination can
achieve localization accuracy better than 100 m [13]. However, such accuracy
was initially insufficient for emergency call localization, as it did not meet
the regulatory requirements in some countries, such as the E911 mandate by
the FCC in the U.S. In 3G, cell-ID technique can be combined with round
trip time (RTT) measurements from three BSs, which can achieve localization
accuracy of 70 to 90 m. In 3G and 4G networks, the location of the user can
be estimated using the time difference of arrival (TDoA) measurements from
multiple BSs and multilateration. This results in uncertainty in the order
of 20 to 50m. In 5G networks, the adoption of mmWave frequencies and
beamforming techniques improved the accuracy of positioning [14]–[16]. In
6G networks, the use of RISs and NTN is expected to further enhance the
accuracy and reliability of cellular-based localization [17]–[22].

1.1.3 RIS-aided Localization
RISs are an emerging technology in wireless communication systems, consist-
ing of a multitude of passive elements that can dynamically adjust their prop-
erties to control electromagnetic waves. These elements can be programmed
to redirect intercepted signals towards specific locations, thereby enhancing
signal strength and coverage. This redirection capability leads to significant
improvements in energy efficiency, as signals can be effectively steered to
their intended destinations with minimal loss [23]. The improved energy effi-
ciency not only enhances communication by boosting signal quality and data
throughput but also benefits localization by enabling more precise control over
signal paths [17]. By utilizing RISs, additional measurements can be incor-
porated without introducing extra unknowns, thanks to their synchronization
and knowledge of their location and orientation. Furthermore, optimizing
the propagation environment through RIS technology supports advanced ap-
plications that require both robust communication and accurate positioning,
making it a crucial component in the evolution of next-generation wireless
networks.

Building on the potential of RISs for precise localization, we now address
the second research question: “Using RISs, what is the minimal required
architecture to accurately position a user?” In Paper B, we investigate this
question in detail.
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1.1.4 Localization: Integration with NTN
Next, we turn our attention to NTNs, which represent a transformative ap-
proach in wireless communication, incorporating satellite systems into the
traditional terrestrial network (TN) infrastructure. NTN was introduced to
address various challenges faced by cellular networks, such as coverage lim-
itations in remote areas, high latency, and insufficient localization accuracy.
Initial 3GPP releases, like Release 16, laid the groundwork by outlining the
integration of satellite communication to enhance connectivity and extend net-
work reach. Release 17 further advanced this by incorporating NTN elements,
including LEO satellites, which offer significant benefits over traditional geo-
stationary satellites [24]. Due to their lower altitude, LEO satellites reduce
latency and provide improved signal quality, thereby enhancing communica-
tion reliability and real-time data transfer. These advancements ensure that
NTN contributes substantially to the evolution of global communication and
precise location-based services.

Integration of terrestrial and NTNs offers immense potential in enhancing
localization by leveraging the complementary strengths of terrestrial base sta-
tions and non-terrestrial platforms like LEO satellites. This synergy provides
robust solutions to challenges in traditional localization systems, including
limited coverage and high latency in remote or urban environments [25]. As
highlighted in previous studies, combining TN and NTN elements enables
global coverage, improved signal availability, and enhanced accuracy, even in
complex scenarios [21], [22].

Building on these advancements, the final research question investigates how
we can benefit from the integration of one terrestrial BS and one LEO satel-
lite in positioning and synchronization of a moving UE considering realistic
synchronization effects. Paper C explores this question.

1.2 Organization of the Thesis
Part I of this thesis is organized as follows.

• In Chapter 2, data converters and a mathematical tool to simplify the
derivations are introduced together with a review of the quantized multi-
user (MU) massive MIMO setup.

• In Chapter 3, a brief summary of traditional localization techniques
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together with an introduction to more advanced RIS and NTN-based
localization techniques are presented.

• Chapter 4 contains a summary of the appended papers appearing in
Part II.

1.3 Notation
Lowercase and uppercase boldface letters and lowercase letters denote column
vectors, matrices and scalars, respectively. The set of real numbers and com-
plex numbers are indicated by R and C respectively. The notations (.)T and
(.)H indicate transpose and hermitian transpose, respectively. The operators
E[.] and diag(X) denote the mathematical expectation over the specified ran-
dom variable and the diagonal elements of a square matrix X, respectively.
An all-zero vector of dimension N is denoted by 0N . The complex-valued N -
dimensional circularly-symmetric Gaussian probability density function with
zero mean and covariance K is expressed as CN (0N ,K). The real and imag-
inary parts of a signal are indicated by ℜ(.) and ℑ(.).
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CHAPTER 2

Quantized Massive MIMO in Communication

In this section, we discuss the modeling of data converters and use the well-
known Bussgang theorem to linearize the input-output relation. Then we use
conventional precoder and combiner techniques to derive signal to interference
plus noise plus distortion ratio (SINDR) and ergodic sum-rate in a multi-user
quantized uplink and downlink massive MIMO scenario.

2.1 Data Converters
In a practical communication system, data converters are essential for con-
verting signals from analog to digital domain and vise versa. For the uplink,
ADCs at the BS convert the incoming analog signal into a digital signal, mak-
ing it ready for digital processing in the BBU. On the downlink, digital to
analog converters (DACs) handle the reverse process, turning digital signals
into analog form for transmission over the wireless channel. In this chapter
and Paper A, it is assumed that the users have infinite-resolution data con-
verters, while the BS is equipped with low-resolution data converters. Data
converters as non-linear devices cause irreversible distortion to the input sig-
nal which is increased by lowering the resolution, on the other hand the power
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consumption of data converters scales exponentially with their resolution [26].
In this section, we explore a mathematical tool used to linearize the effects of
data converters, making the derivations more straightforward. Additionally,
we discuss a phenomenon known as stochastic resonance, which occurs with
single-bit resolution data converters at high SNR.

2.1.1 Linearization using Bussgang Theorem

In this thesis, uniform, symmetric and mid-rise quantizers are used. Consid-
ering the input r ∈ R, the quantized signal Q(r) is defined as

y = Q(r) =


∆
2 (1 − 2Q) if r < − ∆

2 2Q
∆⌊ r∆ ⌋ + ∆

2 if − ∆
2 2Q < r < ∆

2 2Q
∆
2 (2Q − 1) if r ≥ ∆

2 2Q.
(2.1)

Here, Q and ∆ represent the resolution and step size of the quantizer respec-
tively. To simplify the notation, the quantization labels are represented by the
set L = {l0, ..., lL−1} where L = 2Q denotes the total number of quantization
levels. The quantization thresholds are defined by the set T = {τ0, ..., τL}
where τ0 = −∞ and τL = +∞. For a complex input to the quantizer, z ∈ Cn,
the real and imaginary parts of z are quantized separately using two inde-
pendent quantizers. To linearize the input-output relationship, the quantized
signal can be expressed as the sum of the linear minimum mean square er-
ror (LMMSE) estimate of the output and an uncorrelated distortion term.
The LMMSE estimate provides a practical way to approximate the relation-
ship, and when z follows a Gaussian distribution, a mathematical tool known
as Bussgang theorem [27] can be applied to further simplify and characterize
this linearization.

Theorem 1. The cross-correlation of two Gaussian signals, when one of
them has undergone a non-linear transformation, is the same as the cross-
correlation of them before the non-linear transformation except for a scaling
factor called Bussgang gain.

As a result of Bussgang theorem, the linearized input-output relationship
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for y = Q(z), where z ∼ CN (0,Cz) can be expressed as follows:

y = Gz + d, (2.2)

G = E
[
Q(z)zH]E [zzH]−1 = CyzC−1

z .

Here, Cyz = E[yzH] denotes the covariance between y and z. The distortion
term d is a non-Gaussian, zero-mean random vector that is uncorrelated with
z. The covariance matrix of d plays an important role in subsequent analyses,
particularly those involving achievable rates. For the case of the mid-rise
quantizer function described in (2.1), the Bussgang matrix is given by [8], [28]

G = ∆√
π

diag(Cz)−1/2
L−1∑
i=1

exp
(

−∆2

2 (i− L/2)2diag(Cz)−1
)
. (2.3)

2.1.2 Covariance Matrix of Distortion

According to (2.2), the covariance matrix of distortion takes the following
form:

Cd = E
[
(y − Gz)(y − Gz)H] = Cy − GCzG. (2.4)

Note that since G is a real diagonal matrix, it satisfies GH = G. To compute
Cd, it is necessary to determine the covariance matrix of the quantized signal
y. The diagonal elements of Cy are given by [29]

[Cy]p,p = 2E[yRp yRp ] = ∆2

2 (L− 1)2 − 4∆2
L−1∑
i=1

(
i− L

2

)
Φ
(√

2
σp

(
i− L

2

))
.

(2.5)

Here, σp = [Cz]1/2
p,p and Φ(x) =

√
1/2π

∫ x
−∞ e−t2/2dt represents the cumulative

distribution function (CDF) of the standard normal random variable. For Q >

1, there is no closed-form expression available for the off-diagonal elements of
Cy. However, in the special case of 1-bit data converters, the covariance
matrix can be expressed in closed-form using the arcsine law as follows [30]

Cy = 2
π

[
arcsin

(
diag(Cz)− 1

2 Czdiag(Cz)− 1
2

)]
. (2.6)
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For Q > 1, some approximations have been proposed in the literature in-
cluding the diagonal approximation [29]. This approximation relies on the
observation that the diagonal elements of Cy can be computed exactly [29].
By modeling the distortion introduced by the quantizers as a white process,
the off-diagonal elements of the distortion matrix are assumed to be zero.
Under this assumption Cd can be approximated as follows:

Cdiag
d = diag (Cy) − Gdiag (Cz) GH (2.7)

= ∆2

2 (L− 1)2In − 4∆2
L−1∑
i=1

(
i− L

2

)
Φ
(√

2
(
i− L

2

)
diag (Cz)−1/2

)
.

2.1.3 Stochastic Resonance and Dithering for 1-Bit ADCs
Single-bit resolution ADCs operate as comparators, and they do not preserve
the amplitude information of the input signal. This means that for 1-bit quan-
tizers, the output of Q(r) and Q(αr) are identical for α > 0. Now suppose
that our observations to be quantized are noisy. At low and medium SNR
levels, the additive noise turns out to be beneficial as it alters quantized out-
put, effectively encoding some amplitude information of the input signal. As
a result, when multiple noisy observations of the desired signal are available,
it becomes possible to partially recover its amplitude. This phenomenon is
referred to as stochastic resonance [31], [32].

In high SNR, stochastic resonance no longer occurs because the additive
noise term becomes negligible and does not significantly affect the quantized
output. Therefore, 1-bit ADCs suffer from loss of amplitude information at
high SNR. To address this limitation, it is possible to add artificial noise to
effectively reduce the SNR operating point. This technique is called dithering
and is being used to improve the performance of 1-bit data converters [33],
[34]. For this reason, we used dithering in high SNR regime in Paper A.

2.2 Multi-user Massive MIMO
The objective of this section is to derive lower bounds on the uplink and
downlink achievable rates in an all-digital low-resolution MU massive MIMO
system. This thesis considers a single-cell scenario where a BS withB antennas
communicates with U ≪ B single-antenna UEs using the same time and
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Figure 2.1: A single cell scenario in which a B-antenna BS serves U UEs on the
same time and frequency resource.

frequency resource via spatial multiplexing, as illustrated in Fig. 2.1. Each
antenna at the BS is connected to a pair of data converters that independently
quantize the real and imaginary parts of the input signal. The wireless channel
is represented by HB×U and is modeled as a block-fading channel, remaining
constant during the transmission of a codeword.

In practical scenarios, the BS and UEs lack knowledge of the channel state
information (CSI), necessitating channel estimation. It is assumed that the
system operates in time division duplex (TDD) mode, where uplink and down-
link transmissions share the same frequencies but occur in different time in-
tervals. Under this assumption, the estimated channel from the uplink can
also be used for the downlink. In this chapter, to focus on deriving the lower
bounds on achievable rates, the BS and UEs are assumed to have full knowl-
edge of CSI. This assumption is relaxed in Paper A. Additionally, this chapter
reviews the derivations of the commonly used ergodic capacity, whereas Paper
A emphasizes outage capacity, which is better suited for block-fading channels
and short packet transmissions.
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2.2.1 Channel Model
In this subsection, we review the channel model used in Paper A. Our focus is
on mm-wave propagation, where the wireless channel exhibits sparsity in the
angular domain. This sparsity allows the channel behavior to be represented
as the superposition of a small number of propagation paths. A widely-used
channel model that aligns well with the sparse nature of mm-wave wireless
channels is the clustered channel model [35]–[37]. In this model, Ncl clusters
of scatterers are considered, with each cluster contributing Nray propagation
paths. The discrete-time narrow-band multi-user channel impulse response for
the uplink is given by H = [h1,h2, ...,hU ] ∈ CB×U where hu can be written
as

hu =
√

1
NclNray

Ncl∑
n=1

Nray∑
m=1

αun,ma(θun,m). (2.8)

Here, the fading coefficients αun,m are i.i.d. complex random variables following
CN (0, σ2

u), where σ2
u represents the pathloss experienced by the uth UE. The

term a(θun,m) denotes the array response vector of the uniform linear array
(ULA) at the BS in the far field, expressed as:

a(θun,m) =
[
1, e−j2πθu

n,m , ..., e−j2π(B−1)θu
n,m

]T
, (2.9)

where θun,m = d sin(ϕun,m)/λ, d represents the antenna spacing, ϕun,m denotes
the angle-of-arrival (AoA) (spatial angle) measured from the boresight of the
ULA, and λ is the wavelength of the signal.

2.2.2 Uplink Transmission
In the uplink, U UEs transmit signals to the BS. The received signal yul ∈ CB
at the BS at time instant k can be expressed as:

yul
k =

√
ρulHsul

k + nul
k , (2.10)

where nul
k ∼ CN (0B , IB) represents the additive noise, and the transmit signal

vector is skul = [sul
k,1, . . . , s

ul
k,U ] ∈ CU . Each signal sul

k,u, for u = 1, . . . , U , is
independently drawn from CN (0, 1), and ρul denotes the uplink SNR. The
received signal yul

k at the BS passes through an automatic gain controller
circuit (AGC) circuit and a pair of Q-bit quantizers at each antenna. The
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purpose of the AGC circuit is to adjust the dynamic range of the input signal
to the quantizer such that the probability of overload remains below a specified
threshold. The resulting quantized signal can be expressed as:

rul
k = Q(A(

√
ρulHsul

k + nul
k )), (2.11)

where A models the AGC circuit and Q(.) is the quantizer function given
in (2.1). Following the derivations of Bussgang linearization in Sect. 2.1.1,
(2.11) can be written as

rul
k = GulA(

√
ρulHsul

k + nul
k ) + dul

k , (2.12)

Here, Gul is the Bussgang matrix (2.3) and dul is a non-Gaussian quantization
noise that is uncorrelated to yul. The distortion covariance Cul

d can be found
by arcsine law when Q = 1 and diagonal approximation when Q > 1 as
explained in Sec. 2.1.2. The covariance of the input to the quantizer zul

k =
Ayul

k is Cul
z = ACul

y A.
In this thesis, we employ sub-optimal linear processing at the BS due to

its simplicity. When the number of BS antennas is large, linear processing
becomes nearly optimal under favorable propagation conditions [38], [39]. The
idea of linear processing in the uplink is to determine a matrix W, referred
to as the combiner matrix, which is then applied to the received signal. This
operation yields an estimate of each user’s data stream, as shown below:

ŝul
k = WHrul

k = WH
(

GulA(
√
ρulHsul

k + nul
k ) + dul

k

)
. (2.13)

The ergodic sum-rate is lower bounded by

Rul
sum = EH

[
U∑
u=1

log(1 + γul
u )
]
, (2.14)

where γul
u is the received SINDR at the uth UE, given by

γul
u = ρul|wH

uGulAhu|2

ρul∑
v ̸=u |wH

uGulAhv|2 + wH
uCul

d wu + ||AGulwu||2
(2.15)

This lower bound is found by treating the residual multi-user interference
(MUI) and the quantization noise as an independent Gaussian noise to reflect
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the worst-case scenario [40, App B] and is achieved by Gaussian signaling.
Three widely used linear combiners are matched filtering (MF), zero-forcing

(ZF), and minimum mean square error (MMSE). The MF combiner is designed
to maximize the per-user SNR, but its primary limitation is its inability to
handle multi-user interference (MUI). As a result, the MF combiner performs
well in the low SNR regime but struggles in the high SNR regime due to
interference. On the other hand, the ZF combiner eliminates MUI by placing
nulls in the directions of non-intended users. However, it does not account
for additive white Gaussian noise (AWGN), leading to noise enhancement
and poor performance at low SNR, while excelling at high SNR. The MMSE
combiner, in contrast, minimizes the mean-square error between the estimated
signal ŝ and the actual signal s. It also maximizes the received SINR, making
it superior to both ZF and MF combiners.

The classical MF, ZF, and MMSE combiners do not consider the impact of
quantization distortion. To address this, distortion-aware (DA) versions of the
MMSE combiner were introduced in [41] and [42], which aim to maximize the
received SINDR. The definitions of the ZF, MF, and DA-MMSE combiners
are provided below.

W =

GulAH for MF,(
GulAH

) ((
GulAH

)H GulAH
)−1

for ZF,
(2.16)

and for DA-MMSE combiner [42]

wu =

ρul

∑
v ̸=u

GulAhv
(
GulAhv

)H

+ GulA(GulA)H + Cul
d

−1

(2.17)

×
(
ρulGulAhu

)
, (2.18)

where wu, u = 1, ..., U are columns of the combiner matrix W. In Paper A,
we leverage DA-MMSE combiner.
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2.2.3 Downlink Transmission

The U -dimensional discrete-time received signal at time instant k at UEs can
be written as

ydl
k = HTαQ

(
zdl
k

)
+ ndl

k , (2.19)

where Q(.) denotes the quantizer function given in (2.1). The vector ndl
k ∼

CN (0U , IU ) represents the AWGN at the UEs’ side and the transmit signal
is shown by zdl

k . The factor α is a power-normalization parameter used to
ensure that the transmit power satisfies the constraint ρdl. This constraint
is determined by treating the input to the quantizer as a complex Gaussian
random variable, as shown below:

α =
√
ρdl/2√∑L−1

i=0 l2i
(
Q(

√
2τi) −Q(

√
2τi+1)

) . (2.20)

Here, Q(x) =
√

1/2π
∫∞
x
e−t2/2dt denotes the Q-function. Similar to the

uplink, we use linear processing for downlink. The signals intended to UEs are
represented as sdl

k = [sdl
1,k, ..., s

dl
U,k] ∈ CU where E[|sdl

u,k|2] = 1 for u = 1, . . . , U .
The downlink precoded signals zdl

k using the precoding matrix P are expressed
as below

zdl
k = Psdl

k . (2.21)

The purpose of using precoders is to design the (unquantized) transmitted
signal zdl

k in such a way that minimal processing is required on the UE side
to obtain a soft estimate ŝdl

k . Three widely used precoders are ZF, MF, and
MMSE. These precoders are dual versions of their corresponding combiners,
sharing the same objectives and properties. Assuming a non-quantized setup,
the formulations of these precoders are given as follows:

P =


βH∗ for MF,
βH∗ (HTH∗)−1 for ZF,

βH∗
(

HTH∗ + U
ρdl IU

)−1
for MMSE.

(2.22)
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Here, the factor β is chosen such that E[||Psdl
k ||2] = B. Similar to the uplink,

by applying Bussgang linearization, (2.2), (2.19) can be reformulated as

ydl
k = HTGdl (Psdl

k

)
+ HTddl

k + ndl
k . (2.23)

Here, Gdl represents the Bussgang matrix defined in (2.3) and ddl
k denotes

a non-Gaussian quantization distortion which is uncorrelated with sdl
k . The

covariance matrix of the distortion Cdl
d can be computed in closed-form for

Q = 1 using the arcsine law or approximated for higher resolutions of quantiz-
ers, as discussed in Sec. 2.1.2. The covariance of the input to the quantizer is
given by Cdl

z = PPH. Assuming that the uth UE has knowledge of its effective
channel gain

(
[HTGdlP]u,u

)
, it can recover its intended stream as

ŝdl
u,k =

(
[HTGdlP]u,u

)−1
ydl
u,k. (2.24)

Similar to the uplink, the ergodic sum-rate can be lower bounded by

Rdl
sum = EH

[
U∑
u=1

log(1 + γdl
u )
]
, (2.25)

where γdl
u is the received SINDR at the uth UE, given by

γdl
u = |hT

uGdlpu|2∑
v ̸=u |hT

uGdlpv|2 + hT
uCdl

d h∗
u + 1

(2.26)
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CHAPTER 3

Terrestrial and Non-Terrestrial Localization

In this chapter, the usage of terrestrial and non-terrestrial networks in local-
ization will be reviewed. The chapter starts with investigating the usage of
cellular networks as well as RISs for localization. We explore the infrastruc-
ture required to perform positioning in traditional cellular networks as well as
how RISs can reduce these requirements. Next, the chapter continues with an
introduction to NTNs, investigating their role in localization. Key considera-
tions such as synchronization and coverage are analyzed and compared across
these technologies. Finally, the chapter sheds light on how NTNs coordinate
with cellular systems to enhance localization accuracy and reliability.

3.1 Cellular-based Localization
Cellular positioning methods requires a sufficient number of base stations
to achieve accurate localization. These methods rely on measurements from
the transmitted reference signals as well as the known BS positions and can
be network-based or mobile-based, depending on if the location estimation
is done in the uplink or the downlink [2]. The most common conventional
cellular positioning methods are based on measurements such as ToA, TDoA,
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Figure 3.1: A cellular network performing localization

angle-of-departure (AoD), AoA, etc [43]. In 4G, the UE estimates the ToA for
each BS, which depends on the distance to the BS and the UE’s clock bias.
By estimating four ToA through LoS link, the user can estimate three TDoA
and solve for its 3D position and clock bias by trilateration. This technique
can be implemented in downlink as well as uplink. In this method, all four
BSs need to be tightly synchronized by a central processing unit.

In 5G systems operating at mmWave frequencies, both UEs and BSs can be
equipped with multiple antennas. This allows the channel to be characterized
not only by delays but also by angles, including both AoD and AoA, in both
azimuth and elevation planes [44]. Therfore, the UE can determine its location
by triangulating the AoD measurements from two BSs.

3.1.1 Topology and Configuration
As mentioned above, when clock offsets or oscillator mismatches are consid-
ered, additional base stations are often necessary. These discrepancies intro-
duce errors into the measurements, particularly in ToA and TDoA techniques,
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as timing inaccuracies propagate into the calculated distances. This additional
measurement improves the robustness of the localization system, ensuring ac-
curate positioning even in the presence of synchronization challenges. Figure
3.1, illustrates a network-based cellular positioning system, employing a num-
ber of synchronized BSs. Different channel parameter estimation algorithms
have been proposed in the literature, including delay-based [45]–[47], angular-
based [48], or a combination of both [49]–[51], etc.

3.1.2 Channel Model
Here, we consider a cellular localization approach. Considering B multi-
antenna BSs, each with ULA of N antennas and a single antenna UE, the
wideband uplink channel at bth BS and kth subcarrier hb,k ∈ CN can be
expressed as:

hb,k =
L−1∑
l=0

αb,la(θb,l)e−j2π∆fkτb,l , b = 1, · · · , B, k = 1, · · · ,K, (3.1)

where the channel comprises a LoS path and L − 1 uncontrolled multipaths
components. Here, θb,0, τb,0 and αb,0 denote the AoA, delay and the chan-
nel gain of the LoS path, and θb,l, τb,l and αb,l where l ̸= 0 express the
AoAs, delays and path gains the uncontrolled multipath components, cor-
responding to the bth BS. The array steering vector is given by a(θ) =
[1, e−j2π/λd sin θ, · · · , e−j2π/λd(N−1) sin θ]T, where d is the antenna spacing. In
this scenario, the geometric information is contained in θ0 and τ0, assuming
these paths are present. The AoA estimates together with the known orienta-
tion of the BSs provides directional information to determine the UE position.
Meanwhile, the ToA estimates offer UE positional information and clock bias
by determining the range between BSs and the UE.

3.1.3 Synchronization and Coverage Consideration
In real-world cellular networks, environmental factors such as multipath prop-
agation and signal blockages can significantly impact positioning accuracy.
These challenges often necessitate deploying additional base stations (BSs) to
provide redundancy and ensure the reliability of localization systems.

Synchronization among BSs plays a critical role in achieving precise posi-
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tioning. In 4G systems, tight synchronization is required to enable accurate
time-of-arrival (ToA) and time-difference-of-arrival (TDoA) measurements, as
the clock offsets directly influence the estimation accuracy [51]. The tight syn-
chronization requirements ensure that the localization process remains robust,
even in challenging environments. While 5G systems leverage advanced tech-
nologies like mmWave frequencies and massive multiple-input multiple-output
(MIMO) arrays to enhance angular and distance-based measurements, these
improvements come with trade-offs. The reliance on mmWave frequencies re-
duces the coverage area due to higher path loss and susceptibility to blockages
compared to 4G systems. However, techniques such as angular measurements
can partially mitigate these limitations by requiring fewer infrastructure ele-
ments for accurate positioning.

3.2 Reconfigurable Intelligent Surfaces in
Localization

RISs represent a recent significant technology in wireless communication and
localization. These surfaces consist of programmable elements that can dy-
namically manipulate electromagnetic waves without leveraging any power
amplification [23]. Instead, by adjusting the phase, amplitude, or polarization
of reflected signals, RISs enable precise control over the propagation envi-
ronment, creating a smart and controllable environment tailored for optimal
communication and localization [52].

RISs are particularly valuable for extending coverage and enhancing signal
quality, especially in areas affected by blockages or signal attenuation due to
multipath propagation. They can be integrated into existing infrastructure,
such as walls or buildings, reducing deployment complexity [53]. By strate-
gically shaping signal paths, RISs contribute to reduced power consumption
and greater coverage, making them a key enabler for sustainable and efficient
localization solutions in future networks [23].

3.2.1 Topology and Configuration
The number and placement of RISs and BSs required for effective localization
depend on the specific use case and operational scenario. In conventional lo-
calization systems, multiple BSs are often needed to ensure adequate coverage
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Figure 3.2: A RIS-aided network performing localization

and accuracy, particularly in complex environments such as urban canyons,
as highlighted in the previous section. However, integrating RISs can sig-
nificantly reduce this requirement by enabling precise signal redirection and
beamforming.

RISs can drastically lower the infrastructure needed for scenarios where
traditional localization might be infeasible [54]. For instance, in single-input
single-output (SISO) configurations, 3D localization can be achieved with one
BS and one RIS using wideband signals [55] as illustrated in Fig. 3.2. This
contrasts with the conventional need for four BSs in a similar scenario without
RISs.

Moreover, by exploiting the angular information (e.g., AoD) provided by
RISs, the system can identify the UE location with fewer active components.
In another example, considering multiple antennas at the BS and single an-
tenna UE, accurate 3D localization can be performed via 1 BS and 1 RIS, by
intersecting two half lines found by estimating 2 AoDs [56].

These examples illustrate how RISs not only reduce the number of BSs
required for localization but also expand the feasibility of localization to sce-
narios previously considered impractical.
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3.2.2 Channel Model

The uplink channel for the scenario depicted in Fig. 3.2 can be expressed as
follows

hk[t] =
L−1∑
l=0

αla(θl)e−j2π∆fkτl + αRISa(θRIS)aT
RIS(ϕ)Ω[t]aRIS(ψ)e−j2π∆fkτRIS ,

(3.2)

which generalizes the single BS cellular channel given in 3.1 by adding a
RIS path. The RIS path consists of two segments: UE-to-RIS transmission
and RIS-to-BS transmission. Here, θRIS represents the AoA in the RIS-BS
path, ϕ denotes the RIS-BS AoD, ψ is RIS-UE AoA, τRIS shows ToA which
captures the combined effect of the UE-RIS and RIS-BS distances as well as
the clock bias and αRIS represents the combined UE-RIS-BS channel gain. The
RIS array steering vector for the mth element is [a(θ(t))]m = ej(2π/λ)vTqm ,
(m = 1, · · · ,M) where qm is the known position of the mth element. In this
model, the parameters θRIS and ϕ are known, since the BS and RIS locations
are predetermined. The UE’s location information is encoded in ψ and τRIS.
The RIS configurations Ω[t] must be time-varying to enable estimation of AoA
and to mitigate interference from uncontrolled multipath components.

3.2.3 Synchronization and Coverage Consideration

Synchronization is essential for maintaining the integrity of time-based lo-
calization techniques. Accurate synchronization between the BS, RIS, and
UE is required to minimize timing errors that could otherwise degrade local-
ization accuracy. This is particularly challenging in dynamic environments
where clock drifts or delays might occur. Advanced signal processing tech-
niques, such as joint estimation of timing offsets and localization parameters,
are often employed to address these challenges [56], [57].

As discribed previously, RISs expand the coverage by introducing synthe-
sized and controllable paths, therefore in case of limited LoS connectivity, such
as urban canyons or indoor environments or weak signal reception due to mul-
tipath environment, deploying RISs can boost the coverage area accordingly.
This allows localization systems to extend their coverage to areas previously
inaccessible with traditional infrastructure. As an example, in configurations
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without access to BSs, RISs can enable localization through techniques such
as RTT and angle-based measurements. By utilizing a single RIS and the
UE’s ability to process reflected signals, sufficient data can be collected for
self-localization [58]. This makes RISs particularly valuable in remote or chal-
lenging environments where deploying traditional BSs is impractical.

In paper B, we will explore the minimal infrastructure, both in terms of
hardware and spectral resources, to enable RIS-aided localization and UE
synchronization.

3.3 Non-Terrestrial Networks in Localization

NTN is an umbrella term referring to communication systems that rely on
airborne and spaceborne platforms to provide connectivity in areas where
terrestrial infrastructure is limited or unavailable [24]. Airborne platforms
include high altitude platform stations (HAPSs) and unmanned aerial vehi-
cles (UAVs) while spaceborne platforms in NTN include geostationary Earth
orbit (GEO), medium Earth orbit (MEO), and LEO satellites. HAPSs are
stratospheric platforms that operate at altitudes of 18 to 50 km, they pro-
vide localized coverage and are particularly useful for disaster recovery and
rural connectivity. UAVs are flexible and mobile, and can act as temporary
network nodes or relays, supporting localized or on-demand communication
needs. GEO satellites are located approximately at altitude of 36,000 km
above the Earth and provide continuous coverage to fixed regions, making
them ideal for broadcasting and long-distance communication. MEO satel-
lites orbit at altitudes between 8,000 km and 20,000 km and provide balance
between coverage and latency. LEO satellites operate at altitudes of 500 to
2,000 km, and they offer low-latency and high-bandwidth services, compared
to GEO and MEO satellites, and frequently deployed in mega constellations
to ensure global coverage [59], [60]. Comparing to MEO and GEO, LEO satel-
lites offer much stronger signals with lower construction and launching costs
as well [61]. Therefore, the focus of the remainder of this section will be on
LEO satellites.
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3.3.1 Topology and Configuration
A number of studies have examined how localization can be effectively achieved
in NTNs [62]. For instance, In [63], an integrated LEO-GPS positioning
method is proposed which uses LEO to help GPS navigation using Doppler
measurements and they concluded that leveraging LEO positioning can extend
localization coverage when less than 4 GPS satellites are in view. In [64], the
presented framework utilizes carrier Doppler shift measurements to estimate
3D position, 3D velocity, receiver clock offset and clock offset rate. However
for this technique to work, at least 8 measured Doppler shift are required which
means that at least 8 LEO satellite need to be simultaneously visible. In [65]
an NTN-based localization method emphasizing signal interference modeling
and mitigation strategies have been studied. The scenario requires at least
four satellites in view for accurate 3D positioning using positioning reference
signal (PRS). In [66], a multi-LEO localization method is investigated that
relies on ToA measurements and at least 4 LEO satellites to achieve accurate
3D localization precision.

In [61], integration of LEO satellites and cellular networks are considered
which is believed to enhance localization and communication performance in
5G and beyond. Through this integration, global coverage with high chance
of availability, low latency, high reliability, and affordable cost can be ensured,
while challenges such as handover management due to high mobility still need
to be addressed.

3.3.2 Channel Model
In Fig. 3.3 an integrated LEO and cellular-based localization scenario together
with a moving UE is depicted as an example. The BS and the satellite are syn-
chronized while an unknown CFO between the BS and the UE is considered.
The downlink wideband channel can be modeled as below

hk[t] =
L−1∑
l=0

αla⊤(θl)f(t)e−j2π∆fkτl + αse
−j2π∆fkτsej2πγst (3.3)

where γs captures the Doppler of the satellite and the CFO, τs denotes the
time delay, αs is the satellite-UE channel gain and f(t) is the BS time-varying
precoder, which enables the UE to estimate the BS LoS AoD, θ0. UE’s location
information is encoded in θ0, τ0, τs and marginally in γs, and γs contains UE’s
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Figure 3.3: An NTN-aided network performing localization

velocity information.

3.3.3 Synchronization and Coverage Consideration
One of the key advantages of NTNs, or in particular, LEO satellites, is their
ability to deliver robust global coverage, ensuring reliable connectivity even
in remote and challenging environments [67]. This makes them particularly
suitable for real-time applications such as video streaming and the IoT [68].
However, the high mobility of LEO satellites introduces frequent handovers,
causing a significant challenge for seamless communication. This challenge
can be mitigated by employing mega-constellations with inter-satellite links,
which enable continuous communication and efficient data routing even as
satellites move out of a region [69].

Synchronization in LEO satellite systems presents unique challenges due to
significantly larger propagation delays and high Doppler shifts compared to
terrestrial networks. A typical LEO satellite at an altitude of 600 km experi-
ences a one-way propagation delay of approximately 2 ms, which is orders of
magnitude greater than the 30µs delay in terrestrial networks where the dis-
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tance between the UE and the BS is up to 10 km in rural areas. Additionally,
LEO satellites exhibit high relative velocities of up to 8 km/s, resulting in
significant Doppler shifts. These shifts can vary rapidly and can reach values
much higher than those in terrestrial systems, which can further complicates
synchronization [70].

These characteristics of LEO systems create critical challenges to synchro-
nization. The high propagation delay complicates uplink and downlink time
synchronization, while the substantial Doppler shifts cause severe inter-carrier
interference (ICI) in widely used orthogonal frequency division multiplex-
ing (OFDM)-based transmissions, which are highly sensitive to timing and
frequency errors. As a result, insufficient time and frequency synchronization
can degrade spectral efficiency and disrupt system performance [70].

To address these challenges, advanced solutions are employed. For time
synchronization, techniques like TA compensate for the propagation delay by
using the satellite’s trajectory and position relative to the user [70], [71]. For
Doppler shift mitigation, pre-compensation methods leverage known satellite
and Earth velocities to remove a significant portion of the shift, leaving a
smaller residual offset to be corrected at the receiver.

In Paper C, we investigate an integrated NTN-cellular localization and syn-
chronization setup to position a moving UE, considering the lack of synchro-
nization between the UE and the network. The system accounts for large
propagation delays and significant Doppler shifts, incorporating these factors
into the model to enable accurate localization and synchronization.
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CHAPTER 4

Summary of the Appended Papers, and Contributions

This section outlines the three appended papers, each introduced with a re-
search question. The summary of each paper is presented as a response to its
respective question, along with a description of the contributions made by the
various authors.

4.1 Paper A
Ettefagh, Y., Aghdam, S. R., Durisi, G., Jacobsson, S., Coldrey, M., & Studer,
C. (2023). Performance of Quantized Massive MIMO With Fronthaul Rate
Constraint Over Quasi-Static Channels. IEEE Access, 11, 56935-56950.

Research question 1: Which architecture, in terms of the number
of antennas and the resolution of data converters, is most suitable in
a fully digital massive MIMO scenario, given a limited fronthaul link
capacity?
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In paper A, we investigate the performance of a fully digital massive MIMO
system equipped with low-resolution data converters and operating under a
constrained fronthaul rate in quasi-static channels. Unlike traditional ap-
proaches focusing on the ergodic scenario, this study develops a novel, rigorous
framework for analyzing error probabilities in uplink and downlink communi-
cations under finite-blocklength conditions. By considering imperfect channel
state information and incorporating the effects of pilot transmission and hard-
ware limitations, the paper characterizes the trade-off between the number of
BS antennas and the resolution of data converters. Extensive numerical results
highlight optimal configurations under varying power levels and CSI accuracy,
providing valuable insights for designing efficient massive MIMO architectures
that balance spectral efficiency and hardware complexity.

Contributions: Giuseppe Durisi (GD) proposed the problem and the
methodology. Yasaman Ettefagh (YE) derived the system model. Sven Ja-
cobsson (SJ) contributed to the system model. YE derived the theoretical
limits in Sec. IV.D, conducted the simulations, performed the analysis, and
wrote the paper. GD derived the theoretical bounds in Sec. III.C, contributed
to the derivation of theoretical limits in Sec. IV.D, supported the analysis,
and revised the paper. Sina Rezaei Aghdam (SR) assisted with the simula-
tions and analysis. SR, SJ, Mikael Coldrey (MC), and Christoph Studer (CS)
reviewed the paper and provided feedback.

4.2 Paper B
Ettefagh, Y., Keskin, M. F., Keykhosravi, K., Seco-Granados, G., & Wymeer-
sch, H. Frugal RIS-aided 3D Localization with CFO under LoS and NLoS
Conditions. Under Revision, IEEE Transactions on Vehicular Technology.

Research Question: Considering a frugal scenario with limited band-
width and single-antenna transmitter and receiver, how can RISs sup-
port user localization?

In paper B we explore a frugal approach to 3D localization and frequency
synchronization for stationary UE using RISs in a narrowband (SISO) sce-
nario. We address challenges such as LoS blockage and unknown CFO by
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4.3 Paper C

proposing efficient algorithms for LoS detection, channel parameter estima-
tion, and localization under both LoS and non-LoS conditions. Our study
develops low-complexity estimators and evaluates their performance against
theoretical bounds, demonstrating robustness even under multi-path inter-
ference and CFO uncertainty. By utilizing minimal spectrum and antenna
resources, the study demonstrates the feasibility of achieving high-accuracy
positioning in a cost-effective and energy-efficient manner, aligning with the
sustainability objectives of 6G.

Contributions: Henk Wymeersch (HW), Gonzalo Seco-Granados (GS),
and Furkan Keskin (FK) proposed the problem. YE conducted the literature
study, derived the mathematical models, derived the estimators, implemented
them, analyzed the results, and authored the paper. HW, GS, FK, and Kam-
ran Keykhosravi (KK) supported in the design of the estimators through dis-
cussions. All authors provided feedback to the paper.

4.3 Paper C
Ettefagh, Y., Saleh, S., Keskin, M. F., Chen, H., Seco-Granados, G., &
Wymeersch, H. Integrated Cellular and LEO-based Positioning and Synchro-
nization under User Mobility. In Preparation, IEEE Transactions on Vehicular
Technology.

Research Question: How can the integration of a terrestrial base
station and a LEO satellite support positioning of a mobile UE in the
presence of reasonable synchronization and Doppler effects?

In paper C, we examine the integration of terrestrial cellular networks with
NTNs, such as LEO satellites, to enhance the localization, velocity estima-
tion, and synchronization of a mobile UE. It presents a comprehensive system
model along with a hierarchy of simplified models, each tailored to different
levels of computational complexity. The study develops estimation algorithms
for these models to enable efficient and accurate parameter estimation, with
simulations validating their performance across a range of scenarios. The
results underscore the potential of integrated terrestrial and NTN systems
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to optimize the trade-off between computational complexity and positioning
accuracy, offering significant advancements for 6G localization and synchro-
nization technologies.

Contributions: YE proposed the research question and applied for Vin-
nova funding to support this work toward her PhD. HW supported in writing
the funding application and focusing of the problem scope. YE derived all
signal models and estimators, implemented the generative model and applied
the estimators, performed all simulations and analysis, and wrote the paper.
Sharief Saleh (SS) supported in the design of the estimators. FK contributed
to the analysis. Hui Chen (HC) supported with the performance metric and
the evaluation methodology. Gonzalo Seco-Granados (GS) supported with
the analysis. All the authors reviewed the paper and provided feedback.
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Abstract

We provide a rigorous framework for characterizing and nu-
merically evaluating the error probability achievable in the
uplink and downlink of a fully digital quantized multiuser
multiple-input multiple-output (MIMO) system. We assume
that the system operates over a quasi-static channel that does
not change across the finite-length transmitted codewords, and
only imperfect channel state information (CSI) is available at
the base station (BS) and at the user equipments. The need
for the novel framework developed in this paper stems from
the fact that, for the quasi-static scenario, commonly used
signal-to-interference-and-distortion-ratio expressions that de-
pend on the variance of the channel estimation error are not
relatable to any rigorous information-theoretic achievable-rate
bound. We use our framework to investigate how the perfor-
mance of a fully digital massive MIMO system subject to a
fronthaul rate constraint, which imposes a limit on the num-
ber of samples per second produced by the analog-to-digital
and digital-to-analog converters (ADCs and DACs), depends
on the number of BS antennas and on the precision of the
ADCs and DACs. In particular, we characterize, for a given
fronthaul constraint, the trade-off between the number of an-
tennas and the resolution of the data converters, and discuss
how this trade-off is influenced by the accuracy of the avail-
able CSI. Our framework captures explicitly the cost, in terms
of spectral efficiency, of pilot transmission—an overhead that
the outage capacity, the classic asymptotic metric used in this
scenario, cannot capture. We present extensive numerical re-
sults that validate the accuracy of the proposed framework
and allow us to characterize, for a given fronthaul constraint,
the optimal number of antennas and the optimal resolution of
the converters as a function of the transmitted power and of
the available CSI.
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1 Introduction

Massive multiple-input multiple-output (MIMO) is a key technology enabler
of 5G. Indeed, the large number of active antennas available at the base sta-
tion (BS) in multiuser massive MIMO architectures results in significant spec-
tral and energy efficiency gains compared to traditional, small-scale MIMO
architectures. Furthermore, these gains can be achieved by means of low-
complexity spatial processing [1].

In this paper, we focus on fully-digital massive MIMO architectures in which
the radio-frequency (RF) frontend, which we will refer to as remote radio head
(RRH) and which hosts the RF circuitry, mixers, and data converters, is not
colocated with the baseband unit (BBU), in which digital signal processing
is performed. Separating these two units is convenient for accessibility, main-
tenance, and reconfigurability purposes. We are specifically interested in the
scenario in which the RRH is equipped with a massive antenna array.1 One
challenge in such architectures is that the RRH and BBU need to be connected
via a finite-capacity fronthaul link—a limitation that is important to take into
account when designing massive MIMO systems, especially the ones operating
over the large bandwidths available in the millimeter-wave (mm-wave) part of
the spectrum. To understand the scale of this interconnect problem, consider
for example a massive MIMO base-station (BS) equipped with 100 active an-
tenna branches, each connected to two 16-bit resolution data converters, one
for the real and one for the imaginary part of the base-band signal, operat-
ing at 1 GS/s. Such an architecture produces 3.2 Tb/s of raw baseband data,
which is difficult to transfer using current fronthaul standards. One possible,
low-complexity approach to circumvent this issue is to reduce the resolution
of the data converters. We are then left with the following natural question.
How should one choose the sampling rate, the number of antennas, and the
resolution of the data converters, given a constraint on the product of these
three quantities, which reflects the fronthaul capacity? In this paper, we will
shed light on this question by characterizing the trade-off between the number
of antennas and the resolution of the data converters for a fixed sampling rate.

1We will not consider the distributed massive MIMO scenario in which the BBU is con-
nected to multiple spatially distributed RRHs [2].
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1.1 Prior Art

The problem of designing wireless systems in the presence of a fronthaul con-
straint has been studied extensively in the context of cloud radio access net-
works (see, e.g., [3] and references therein). However, the focus of this line of
work is on solutions where significant signal-processing capabilities are avail-
able at the RRHs, which can then execute sophisticated multiterminal com-
pression techniques. In contrast, the focus of this paper is on low-complexity
solutions enabling low-cost RRHs. Specifically, we consider a simpler approach
for reducing the required fronthaul rate, which involves lowering the precision
of the converters at the RRH.

A large body of literature is concerned with the performance achievable
with multiuser massive MIMO systems in which the BS is equipped with low-
resolution data converters. Existing works include the derivation of information-
theoretic achievable rates in the ergodic scenario with Gaussian codebooks [4]–
[10], the design of channel estimation and data-detection algorithms [11]–[16],
of linear and nonlinear precoders [7], [17]–[19], and of low-complexity equaliza-
tion techniques [20]. All of these results reveal that satisfactory performance
can be achieved even when using 1-bit converters at the RRHs, and that, by
using 3-to-5-bit converters, one can approach closely the performance achiev-
able in the infinite-precision case. Extensions of these works to the case of
distributed massive MIMO, with focus on the spectral and energy efficiency
achievable in the ergodic setting, have been provided in [21]–[25].

The focus of this paper is on the analysis of the rate achievable in the
less studied quasi-static scenario, in which, differently from the commonly
analyzed ergodic setting, the channel remains constant for the duration of
each transmitted codeword. This scenario is relevant in propagation con-
ditions with limited time and frequency diversity. It is also relevant when
short codewords are transmitted, which occurs in control channels, during the
initial-access phase, and in machine-type communications involving stringent
latency requirements and limited bandwidth.

For the case in which low-precision data converters are used at the BS, it is
crucial to assume that the BS has at its disposal only imperfect channel-state
information (CSI), typically acquired in massive MIMO systems via uplink
pilot transmission. Indeed, the presence of low-precision converters makes
acquiring perfect CSI challenging, even when the number of transmitted pi-
lot symbols is large. As illustrated recently in [26] in the context of short-
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packet transmissions over infinite-precision massive MIMO links, analyses for
the quasi-static case in the presence of imperfect CSI are nontrivial. Indeed,
one cannot simply take the ergodic-rate signal-to-interference-and-noise ratio
(SINR) expressions reported in, e.g., [27, Thm. 4.1] for the uplink and ac-
count for the quasi-static nature of the channel by evaluating the cumulative
distribution function of the SINR to determine the outage probability as a
function of the transmission rate. This is not correct even in the asymptotic
regime of large blocklength, since the resulting expression cannot be related to
any rigorous notion of outage probability. Similarly, one cannot insert these
ergodic SINR expressions into normal-approximation formulas [28, Eq. 223] to
obtain approximations on the rate achievable in the finite-blocklength regime.
Unfortunately, both approaches are commonly found in the literature. This
highlights the need for a rigorous framework—built from first principles—to
analyze the quasi-static scenario.

1.2 Contributions
In this paper, we provide such a rigorous framework, and use it to characterize
the uplink and downlink packet error probability achievable in the quasi-static
scenario, for the case in which a BS, equipped with a large antenna array and
low-precision converters, serves in the same time-frequency resources multiple
user equipments (UEs). Our framework leverages three fundamental ingre-
dients: (i) the random-coding union bound with parameter s (RCUs) from
finite-blocklength information theory [29] to capture the finite length of the
transmission packets; (ii) a scaled nearest-neighbor mismatch decoder [30] to
account for the imperfect CSI available at the BS and at the UEs, as well as
for the low-complexity, suboptimal processing performed at both transmitters
and receivers; (iii) Bussgang’s decomposition [31] to deal with the nonlinear-
ity introduced by the low-resolution converters. These ingredients have been
used separately in the literature before. However, their combination, which
is required to address the key design question formulated in this paper, is
novel and nontrivial. We also show how to approximate the obtained error
probability bounds with simpler asymptotic expressions that are in terms of
the so-called generalized mutual information (GMI).2 The resulting approxi-
mation is shown to be very accurate for packet error probabilities in the range

2This quantity was previously used in performance analyses of low-precision massive
MIMO architectures in, e.g., [9].
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[10−3, 10−1].
We then use the packet error-probability bounds developed in the paper to

obtain engineering insights into the optimal design of multiuser massive MIMO
systems with low-precision converters, operating under a fronthaul constraint.
Specifically, focusing on a realistic clustered channel model, and considering
the quantization-aware channel-estimation algorithm proposed in [12], we de-
termine, for a given fronthaul constraint, the optimal number of antennas and
the resolution of the quantizers that maximize the rate at which uplink and
downlink communications can be sustained with a packet error probability
not exceeding 10%. For the parameters considered in our numerical simu-
lations, which pertain a scenario with 8 users and a fronthaul constraint of
512 bit/s/Hz, our analysis reveals that the highest performing BS architecture
involves a large antenna array (from 64 to 256 antenna elements, depending
on the SNR) connected to low-precision data converters (from 1 to 4 bits,
depending on the SNR). A solution involving 1-bit data converters and 256
antennas turns out to be optimal from a bi-directional communication per-
spective for low transmitted-power levels, whereas for high transmitted-power
levels, a solution involving 4-bit data converters and 64 antennas is preferable.
Increasing the precision of the converters beyond these values, at the cost of
a reduction in the number of antennas, turns out to be deleterious, once the
impact of imperfect CSI is accounted for. Interestingly, these conclusions are
different from the ones derived by performing a perfect-CSI analysis. Indeed,
in the perfect-CSI case, the use of architectures involving higher-precision
quantizers and fewer antennas is preferable.

1.3 Paper Outline
In Section 2, we introduce the system model, the fronthaul constraint, and the
linear spatial processing that will be considered in the rest of the paper. In
Section 3, we present our nonasymptotic framework for the characterization of
the packet error probability, as well as asymptotic limits and approximations
that will be useful to obtain system-design guidelines. In Section 4, we de-
scribe our numerical-simulation setup and conduct experiments to determine
(i) the impact of a fronthaul constraint on the channel-estimation accuracy
obtainable via pilot transmission, (ii) the optimal number of pilot symbols,
and (iii) the effect on performance of nonsubtractive dithering in the 1-bit
quantization case. We then shed light on the fronthaul-induced trade-off be-
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tween number of antennas at the BS and resolution of the quantizers. Some
concluding remarks are provided in Section 5.

1.4 Notation
Lower-case bold letters are used for vectors and upper-case bold letters for
matrices. We denote by CN (0N ,R), where 0N stands for the all-zero vector
of size N , the distribution of an N -dimensional circularly-symmetric complex-
valued Gaussian vector with zero mean and N ×N covariance matrix R. We
use IN to denote the N × N identity matrix, and E[·], V[·], P[·] to denote
the expectation, variance, and probability operators, respectively. The nat-
ural logarithm is denoted by log(·), the Gaussian Q-function by QG(·), the
indicator function by 1{·}, and the floor function by ⌊·⌋. Finally, the notation
f(n) = O(g(n)), n → ∞ means that lim supn→∞

∣∣f(n)/g(n)
∣∣ < ∞.

2 System Model
We consider a single-cell massive multiuser MIMO scenario, in which a BS
equipped with B antennas, serves U ≪ B single-antenna UEs in the same
time-frequency resources. As depicted in Fig. 1, the BS consists of a RRH
and a BBU that are connected via a rate-constrained fronthaul interface. Each
antenna is equipped with a pair of Q-bit data converters, one for the in-phase
and one for the quadrature component. We consider a time division duplexing
(TDD) scenario. In the uplink, the data-transmission phase is preceded by
a pilot-transmission phase, which allows the BS to acquire (imperfect) CSI.
The signal transmitted by the U UEs is quantized at the B BS antennas using
the low-precision data converters. The quantized signal is then transferred to
the BBU via the fronthaul link, where channel estimation, linear combining,
and decoding are performed. In the downlink, the linearly precoded signal
is quantized at the BBU and transferred over the fronthaul link, where it
is converted into the analog domain and transmitted over the B antennas.
It follows that an architecture with B active antennas and Q-bit converters,
operating at the Nyquist sampling rate, requires a fronthaul interface able to
support a rate of 2BQ bit/s/Hz.

We assume uniform, symmetric, mid-rise quantizers with step size ∆ and
Q-bit resolution. Specifically, let r ∈ ℜ be the input of the quantizer. Then,
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Figure 1: Overview of the fully digital BS architecture considered in the paper. A
B-antenna BS serves U users over the same time-frequency resources.
Each antenna is connected to a pair of quantizers with Q-bit resolution.
The BS consists of a BBU and an RRH that are connected via a rate-
constrained fronthaul interface.
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the output Q(r) is given by

Q(r) =


∆
2 (1 − L), if r < −∆

2 L

∆
⌊ r

∆

⌋
+ ∆

2 , if − ∆
2 L ≤ r <

∆
2 L

∆
2 (L− 1), if r ≥ ∆

2 L.

(A.1)

Here, L = 2Q denotes the number of quantization levels. For a complex-valued
input z, we let Q(z) = Q(ℜ{z}) + jQ(ℑ{z}). For a vector z, we denote by
Q(z) the result of applying Q(·) entry-wise to its elements.

2.1 Uplink Transmission
We consider a TDD transmission protocol in which an uplink frame consisting
of nul channel uses is followed by a downlink frame of ndl channel uses. The
fading process is assumed to stay constant over the duration of the nul + ndl
channel uses. Furthermore, we assume that reciprocity holds, so that the
channel estimated in the uplink can be used by the BS in downlink transmis-
sion.

In the uplink, we model the B-dimensional discrete-time, complex-valued,
base-band signal received at the BS at time instant k as follows:

yul[k] = Hsul[k] + nul[k], k = 1, . . . , nul. (A.2)

Here, sul[k] =
[
sul

1 [k], sul
2 [k], . . . , sul

U [k]
]T ∈ CU is the signal transmitted by the

U UEs at time instant k, the B × U matrix H represents the fading channel,
and nul[k] ∼ CN (0B , N0IB) denotes the additive white Gaussian noise at the
BS, which we assume to be independent across k, and independent also of the
transmitted signal and the fading matrix. The first np channel uses in the
uplink are reserved for the transmission of pilot symbols, used by the BS to
estimate H. The remaining nd = nul − np channel uses are reserved for data
transmission. Note that, so far, we have so far not provided any statistical
model for the fading channel H. This is because the information theoretic
bounds we shall provide in Section 3 hold for arbitrary quasi-static fading
models.

At the receiver, the signal yul[k] is passed through an automatic gain control
(AGC) circuit, which scales each of the entries of yul[k] so as to match the
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dynamic range of the quantizer. Then, a linear combiner W ∈ C×B×U , which
is computed by the BS on the basis of the CSI acquired via the np pilot
symbols, is used to obtain an estimate ŝul[k] ∈ C×U of the transmitted signal
sul[k] on the basis of the quantizer output. Mathematically, we have the
following model:

ŝul[k] = W HQ(Ayul[k]), k = np + 1, . . . , nul. (A.3)

Here, the diagonal matrix A models the AGC operation. Note that we have
not specified how pilot transmission is performed or which channel estimator
and linear combiner are used. Again, this is because the information-theoretic
bounds we shall provide in Section 3 hold for arbitrary pilot transmission
schemes and channel estimators.

2.2 Downlink Transmission

The acquired CSI in the uplink phase is used by the BS to compute the linear
precoder P. The resulting precoded signal is then passed through a Q-bit
quantizer to satisfy the fronthaul-rate requirements. As a consequence, the
U -dimensional discrete-time received signal at the UEs can be modeled as
follows:

ydl[k] = HTαQ(Psdl[k]) + ndl[k] (A.4)

for k = nul + 1, . . . , nul + ndl. Here, sdl[k] =
[
sdl

1 [k], . . . , sdl
U [k]

]T contains the
signal intended to each of the U UEs, and the vector ndl[k] ∼ CN (0U , N0IU )
is the AWGN at the UEs’ side. This vector is independent across k and does
not depend on the transmitted signal or the fading matrix. In (A.4), the
parameter α is a normalization factor used to enforce the power constraint
E[∥αQ(Psdl[k])∥2] = ρdl. Note that when the resolution of the quantizer
is very low (e.g., for a 1-bit quantizer), significant throughput gains can be
achieved by adopting more sophisticated nonlinear precoders, which depend
on the transmitted data (see, e.g., [7], [18], [19]). In this paper, we focus on
linear precoders because they are the de-facto standard in commercial massive
MIMO BS. Similarly to the uplink, the information-theoretic bounds we shall
provide in Section 3 hold for an arbitrary linear precoder P. We shall assume
that the UEs are equipped with high-resolution converters. Hence, we will
not model quantization distortion at the UEs in uplink and downlink.
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3 Analysis of the Achievable Error Probability
We will now provide a nonasymptotic, i.e., finite-blocklength, upper bound on
the error probability achievable for a given transmission rate in both the up-
link and the downlink for the system model described in Section 2. From this
result, one can directly obtain a lower bound on the achievable rates for a given
target error probability. Our derivation is based on an information-theoretic
random-coding argument. Specifically, we will provide a characterization of
the average error probability, averaged over the so-called i.i.d Gaussian code-
book ensemble, in which each symbol of the transmitted codewords is gen-
erated independently from the same zero-mean Gaussian distribution. The
main components of our analysis are the mismatch-decoding framework [32]
and the RCUs from finite-blocklength information theory [29]. Both tools will
be described in detail in the following sections.

3.1 Preliminary Result
As a preliminary result, we shall state the desired bound on the error prob-
ability for the following simpler infinite-precision, single-antenna, single-UE
nonfading channel model:

v[k] = gq[k] + z[k], k = 1, . . . , n. (A.5)

Here, g is a deterministic complex-valued coefficient and {z[k]}nk=1 is a se-
quence of i.i.d CN (0, σ2) random variables. Note that we allow σ2 to depend
on g. This will turn out to be important to apply the bound on the er-
ror probability obtained when analyzing (A.5) to the input-output relations
of interest in this paper, i.e., (A.3) and (A.4). The bound reported in this
section is derived under the following crucial assumptions:

(i) The receiver has access to a noisy estimate ĝ of g, which the receiver
treats as perfect. Specifically, since the additive noise is Gaussian,
the receiver operates according to the so-called scaled-nearest neigh-
bor principle [30], i.e., it seeks the n-dimensional transmitted codeword
[q̂[1], . . . , q̂[n]]T that, after scaling by ĝ, is closest to the receiver vector
[v[1], . . . , v[n]]T in Euclidean norm.

(ii) The average packet error probability is averaged over the ensemble of
Gaussian i.i.d codebooks. Specifically, the input signals q[k] in (A.5) are
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drawn independently from a CN (0, ρ) distribution. Here, ρ denotes the
transmit power.

Under these assumptions, as proven for example in [26, Thm. 1], one can
establish the existence of a coding scheme with rate R and packet error prob-
ability ϵ = P

[[
q̂[1], . . . , q̂[n]

]T ̸=
[
q[1], . . . , q[n]

]T] that is upper-bounded by

ϵ ≤ inf
s>0

P

[
log f
n

+ 1
n

n∑
k=1

ıs(q[k], v[k]) ≤ R

]
. (A.6)

Here, f is a random variable that is uniformly distributed on the interval [0, 1]
and

ıs(q[k], v[k]) = −s
∣∣v[k] − ĝq[k]

∣∣2 +
s
∣∣v[k]

∣∣2
1 + sρ

∣∣ĝ∣∣2
+ log

(
1 + sρ

∣∣ĝ∣∣2) (A.7)

is the so-called generalized information density [29]. The bound in (A.6) is
an instantiation (for a given channel model and a given mismatch-decoding
rule) of a more general bound, commonly referred to as RCUs [29]. This
bound is, in turn, a relaxation and generalization to mismatch decoding of the
random-coding union bound proposed in [28, Thm. 16]. The bound in (A.6)
is optimized over the parameter s > 0, which originates from the Chernoff-
bound step used to relax the random-coding union bound. Note, though, that
any choice of s > 0 results in a valid (although potentially looser) bound.

3.2 Linearization Via Bussgang’s Theorem
One obstacle in the direct application of the bound (A.7) to the uplink and
downlink channel input-output-relations (A.3) and (A.4) is the presence of
the nonlinear operator Q(·), which prevents the direct use of the mismatch-
decoding framework. Indeed, the mismatch-decoding operation that results
in the information density (A.7) relies on the linearity of (A.5). Bussgang’s
theorem [31], which has been used extensively in the massive MIMO literature
to analyze the impact of hardware impairments [5], [10], [33], [34], provides
a simple approach to overcome this issue. Specifically, Bussgang’s theorem
yields a simple way to compute the correlation between two Gaussian vectors,
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after one of the two vectors is passed through a nonlinearity (in our case, the
quantization operation (A.1)). This theorem, combined with a standard linear
minimum mean square error (LMMSE) decomposition, allows us to obtain the
desired linearization.

3.2.1 Uplink

Let us start by considering the uplink input-output relation after spatial
combining given in (A.3). Throughout, we shall assume, in agreement with
what stated in Section 3.1, that the input signals sul

u [k], u = 1, . . . , U , k =
np+1, . . . , nul, are drawn independently from a CN (0, ρul) distribution, where
ρul denotes the uplink transmit power, which we assume being the same for
all UEs. It is convenient to write the output rul[k] = Q

(
Ayul[k]

)
of the quan-

tizer as the sum of the LMMSE estimate of rul[k] given the input Ayul[k] of
the quantizer, plus the uncorrelated, non-Gaussian estimation error dul[k] as
follows:

rul[k] = Gulyul[k] + dul[k] k = np + 1, . . . , nul. (A.8)

Here, Gul is the LMMSE-filter matrix. Since the input Ayul[k] of the quan-
tizer is conditionally Gaussian given the channel matrix H, this filter takes on
a particularly simple form. Specifically, it follows from Bussgang’s theorem
that Gul is diagonal and given by [17]

Gul = ∆√
π

diag
(
ACyulA

)−1/2

×
L−1∑
i=1

exp
(
−∆2(i− L/2)2diag

(
ACyulA

)−1) (A.9)

where Cyul = E[yulH(yul)]. Substituting (A.9) into (A.8) and then (A.8)
into (A.3), we obtain the desired linearized input-output relation, to which
we can apply the error-probability bound (A.6).

3.2.2 Downlink

We shall assume that the downlink input signals sdl[k] are drawn indepen-
dently from a CN (0U , IU ) distribution. Similar to the uplink, it follows from
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Bussgang’s theorem that (A.4) can be equivalently expressed as

ydl[k] = HTα
(
GdlPsdl[k] + ddl[k]

)
+ ndl[k] (A.10)

for k = nul + 1, . . . , nul + ndl, where ddl[k] is the non-Gaussian quantiza-
tion noise, which is uncorrelated with sdl[k], and where the LMMSE-filter
matrix Gdl has the same form as Gul in (A.9), with ACyulA replaced by
PPH.

3.3 The Actual Error-Probability Bound

3.3.1 Uplink

We let ŝul
u [k] denote the uth entry of the vector ŝul[k] in (A.3), and the vectors

wu and hu denote the uth columns of the B × U combining matrix W and
channel matrix H. Substituting (A.8) into (A.3), we can write the estimate
ŝul
u [k] of the kth data symbol from user u as

ŝul
u [k] = wu

HGulAhusul
u [k] +

U∑
v=1
v ̸=u

wu
HGulAhvsul

v [k]

+wu
HGulAnul[k] + wu

Hdul[k] (A.11)

for k = np + 1, . . . , nul and u = 1, . . . , U . The first term in (A.11) denotes the
useful signal. The remaining terms comprise the residual multiuser interfer-
ence, the additive noise, and the quantization noise. The BS is not aware of
the effective channel gain gul

u = wu
HGulAhu. However, it can use the np pilot

symbols to obtain the estimate ĝul = wu
HGulAĥu, where ĥu denotes the uth

column of the channel estimate matrix Ĥ.
Since H, and, hence Ĥ, are assumed to stay constant over the entire

transmission duration, which involves nul + ndl channel uses, we can ob-
tain a mismatch-decoding upper bound on the per-user error probability ϵul

u ,
u = 1, . . . , U , by applying (A.6) to the linearized input-output relation (A.11)
for each realization of H and Ĥ and then by averaging over H and Ĥ. Specif-
ically, by setting q[k] = sul

u [k], v[k] = ŝul
u [k], g = gul

u , ĝ = ĝul
u , and ρ = ρul

in (A.6) and (A.7), and by accounting for the pilot-transmission overhead, we
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can upper-bound the uplink per-user error probability as

ϵul
u ≤ EH,Ĥ

[
inf
s>0

P

[
log f
nul

+ 1
nul

nul∑
k=np+1

ıs(sul
u [k], ŝul

u [k]) ≤ R

∣∣∣∣H, Ĥ
]]
. (A.12)

In (A.12), the probability inside the expectation is computed with respect to
the transmitted symbols, the additive noise, and the uniform random variable
f .

3.3.2 Downlink

We let sdl
u [k], ndl

u [k], and ydl
u [k] denote the uth entry of the symbol vector sdl[k],

noise vector ndl[k], and received vector ydl[k], respectively. Furthermore,
let pu denote the uth column of the precoding matrix P. It then follows
from (A.10) that

ydl
u [k] = αhT

uGdlpusdl
u [k] +

U∑
v=1
v ̸=u

αhT
uGdlpvsdl

v [k]

+αhT
uddl[k] + ndl

u [k] (A.13)

for k = nul + 1, . . . , nul + ndl, and u = 1, . . . , U . We assume that the uth
UE is not aware of the effective channel gdl

u = αhT
uGdlpu but it is aware of

its mean ĝdl
u = αE[hT

uGdlpu]. This setup is often considered in the massive
MIMO literature and yields, in the asymptotic ergodic setting, the so-called
hardening bound [27, Thm. 4.6]. In our quasi-static setup, we will treat ĝdl

u

simply as the imperfect CSI used by the scaled-nearest neighbor decoder at the
uth UE, hence providing an operational interpretation to the hardening bound.
By setting q[k] = sdl

u [k], v[k] = ydl
u [k], g = gdl

u , ĝ = ĝdl
u , and ρ = 1 in (A.6)

A16



3 Analysis of the Achievable Error Probability

and (A.7), we can upper-bound the downlink per-user error probability as

ϵdl
u ≤ EH,Ĥ

[
inf
s>0

P

[
log(f)
ndl

+ 1
ndl

nul+ndl∑
k=nul+1

ıs(sdl
u [k], ydl

u [k]) ≤ R

∣∣∣∣H, Ĥ
]]
. (A.14)

The probability in (A.14) is computed with respect to the symbols transmitted
by the BS and the additive noise. This probability depends on the channel
estimate Ĥ indirectly through the precoding matrix P.

3.4 Asymptotic Limits and Useful Approximations
The error-probability bounds provided in (A.12) and (A.14) are difficult to
evaluate. Indeed not only the expectations, but also the conditional proba-
bility terms within the bounds can in general not be obtained in closed form,
and need to be evaluated numerically, which is especially challenging if one
targets low error probabilities. Furthermore, the minimization over s, which
is required to tighten the bounds, needs also to be performed numerically for
each realization of H and Ĥ.3

As we shall discuss next, it turns out that, when one operates in the
moderate error-probability regime (i.e., packet error probability in the range
[10−3, 10−1]), one can obtain asymptotic approximations on the error-probability
bounds in (A.12) and (A.14) that are much simpler to evaluate numerically.
After demonstrating their accuracy, we will use these approximations in Sec-
tion 4 to provide insights on the optimal system design.

3.4.1 A Normal Approximation

To introduce the first approximation, we start with the uplink bound (A.12).
Note that, given H and Ĥ, the conditional probability term in (A.12) involves
the linear combination of nul −np+1 independent random variables (the nul −
np information-density terms, which are actually also identically distributed,
and the log(f) term). Fix an arbitray integer k ∈ [np + 1, nul]. It will turn

3In practice, one can loosen the bounds by moving the minimization outside the expecta-
tion, which alleviates somewhat the numerical complexity of this optimization step.
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out convenient to let

Iul
s,u = E[ıs(sul

u [k], ŝul
u [k])] (A.15)

= −s
(∣∣gul

u − ĝul
u

∣∣2ρul + σ2
u,ul

)
+ s

ρul
∣∣gul
u

∣∣2 + σ2
u,ul

1 + sρul
∣∣ĝul
u

∣∣2
+ log

(
1 + sρul∣∣ĝul

u

∣∣2) (A.16)

where the expectation in (A.15) is computed only with respect to the trans-
mitted symbols and the additive noise (i.e., H and Ĥ are fixed). In (A.16),
we let σ2

u,ul denote the conditional variance, given H and Ĥ, of the total ad-
ditive noise in (A.11), which includes also residual multiuser interference and
quantization noise. Specifically, we have that

σ2
u,ul =

U∑
v=1
v ̸=u

∣∣wu
HGulAhv

∣∣2 +N0∥wH
uGulA∥2

+wu
HCdulwu (A.17)

where Cdul = E[dul(dul)H] denotes the correlation matrix of the uplink quan-
tization distortion. To obtain (A.17) we have used that the transmitted sym-
bols are independent across users and that the quantization noise and the
transmitted symbols are uncorrelated as a consequence of the LMMSE de-
composition. The random variable Iul

s,u in (A.16) is usually referred to as the
GMI.

Let us also set V ul
s,u = V[ıs(sul

u [k], ŝul
u [k])]. This quantity is a generalization

to the mismatch-decoding setup of the so-called channel dispersion in finite-
blocklength information theory (see, e.g., [28, Def. 1]).

Let us now assume that nul − np ≫ 1. Since the random variable log(f)
has finite moments, we can approximate the error probability in (A.12) using

A18



3 Analysis of the Achievable Error Probability

the Berry-Essen central-limit theorem [35, Ch. XVI.5] and conclude that

P

 log f
nul

+ 1
nul

nul∑
k=np+1

ıs(sul
u [k], ŝul

u [k]) ≤ R

∣∣∣∣H, Ĥ


= QG


(

1 − np

nul

)
Iul
u,s −R√(

1 − np

nul

)V ul
u,s

nul

+ O
(

1
√
nul − np

)
. (A.18)

We shall refer to the approximation on the conditional error probability on
the left-hand side of (A.18) obtained by neglecting the O

(
1/√nul − np

)
term

on the right-hand side of (A.18) as normal approximation.
A similar approximation can be derived for the conditional probability term

in the downlink error probability bound provided in (A.14). Specifically, let4

for an arbitrary integer k ∈ [nul + 1, nul + ndl]

Idl
s,u = E[ıs(sdl

u [k], ydl
u [k])] (A.19)

= −s
(∣∣gdl

u − ĝdl
u

∣∣2 + σ2
u,dl

)
+ s

∣∣gdl
u

∣∣2 + σ2
u,dl

1 + s
∣∣ĝdl
u

∣∣2
+ log

(
1 + s

∣∣ĝdl
u

∣∣2) (A.20)

where

σ2
u,dl =

∑
v ̸=u

α2∣∣hT
uGdlpv

∣∣+ α2hT
uCddlhu∗ +N0 (A.21)

with Cddl = E[ddl(ddl)H]. Let V dl
s,u = V[ıs(sdl

u [k], ydl
u [k])]. Then,

P

[
log f
ndl

+ 1
ndl

nul+ndl∑
k=nul+1

ıs(sdl
u [k], ydl

u [k]) ≤ R

∣∣∣∣H, Ĥ
]

= QG

Idl
u,s −R√

V dl
u,s

ndl

+ O
(

1
√
ndl

)
. (A.22)

4Note that (A.20) depends on the transmit power ρdl indirectly, through the normalization
parameter α, which appears in the definitions of gdl

u , ĝdl
u , and σ2

u,dl.
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3.4.2 The Outage-Probability Limit

Neglecting the O(·) terms in (A.18) and (A.22) and then substituting (A.18)
into (A.12) and (A.22) into (A.14), one obtains approximations on the uplink
and downlink error probabilities that are accurate when nul − np ≫ 1 and
ndl ≫ 1, and easier to evaluate, since the probability term is given in closed
form.

However, the resulting expressions are still challenging to evaluate numer-
ically. Indeed, the first issue is that both V ul

u,s and V dl
u,s depend on the ex-

pectation of the product of powers of the input signal and the quantization
distortion in the LMMSE decomposition of the quantized signal. These terms
do not admit, in general, an analytical characterization. The second issue is
that, even after the above-mentioned substitutions, the optimization over s,
which is needed to tighten bounds, cannot be performed analytically.

To avoid both of these issues, we next present an alternative, looser, asymp-
totic approximation in terms of outage probability. Starting from the uplink,
we assume that nul → ∞ and that limnul→∞ np/nul = p ∈ [0, 1], where p is
the rate penalty due to pilot transmission. It follows from (A.18) that

lim
nul→∞

P

 log f
nul

+ 1
nul

nul∑
k=np+1

ıs(sul
u [k], ŝul

u [k]) ≤ R

∣∣∣∣H, Ĥ


=
{

1, if (1 − p)Iul
u,s < R

0, otherwise
(A.23)

= 1(1 − p)Iul
u,s < R. (A.24)

Using (A.24) in (A.12), we conclude that

lim
nul→∞

EH,Ĥ

[
inf
s>0

P

[
log f
nul

+ 1
nul

nul∑
k=np+1

ıs(sul
u [k], ŝul

u [k]) ≤ R

∣∣∣∣H, Ĥ
]]

= E[ inf
s>0

1(1 − p)Iul
u,s < R] (A.25)

= P
[
(1 − p)

(
sup
s>0

Iul
u,s

)
< R

]
. (A.26)
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We shall refer to (A.26) as uplink GMI-based outage bound. It turns out that
the maximization over s > 0 in (A.26) can be performed analytically. Specif-
ically, let sopt the value of s that maximizes the GMI Iul

u,s. Then, proceeding
similar to [30, App. A], one can show that

sopt = −2c+ b+
√
b2 + 4ac

2bc (A.27)

where a = ρul
∣∣gul
u

∣∣2 + σ2
u,ul, b = ρul

∣∣ĝul
u

∣∣2, and c = ρul
∣∣gul
u − ĝul

u

∣∣2 + σ2
u,ul.

It is worth noting that in the perfect CSI case, in which ĝul
u = gul

u , we have
that a = b+ c. Using this equality in (A.27), we obtain that

sopt = 1
c

= 1
σ2
u,ul

. (A.28)

This implies that, in the perfect CSI case,

sup
s>0

Iul
u,s = log

(
1 +

ρul
∣∣gul
u

∣∣2
σ2
u,ul

)
(A.29)

and (A.26) reduces to the familiar outage-probability formula

P

[
log
(

1 +
ρul
∣∣gul
u

∣∣2
σ2
u,ul

)
< R

]
. (A.30)

This provides further evidence that (A.26) is the natural extension of (A.30) to
the case of imperfect CSI. It is worth stressing that, in the imperfect CSI case,
the expression for the outage probability obtained by substituting in (A.26)
the optimal value of s given in (A.28), does not take the form given in (A.30),
with the SINR in (A.30) replaced by a SINR term including also the variance
of the channel estimation error. This means that the ergodic SINR expression
for the imperfect CSI case reported in e.g., [27, Thm. 4.1] should not be used
in the quasi-static setting considered in this paper.

With steps similar to the ones leading to (A.26), one can show that, in the
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downlink,

lim
ndl→∞

EH,Ĥ

[
inf
s>0

P

[
log f
ndl

+ 1
ndl

nul+ndl∑
k=nul+1

ıs(sdl
u [k], ydl

u [k]) ≤ R

∣∣∣∣H, Ĥ
]]

= P
[(

sup
s>0

Idl
u,s

)
< R

]
(A.31)

where the value of s maximizing Idl
u,s is given by (A.27), with a =

∣∣gdl
u

∣∣+σ2
u,dl,

b =
∣∣ĝdl
u

∣∣2, and c =
∣∣gdl
u − ĝdl

u

∣∣2 + σ2
u,dl. We shall refer to (A.31) as downlink

GMI-based outage bound. Similar to the uplink, if we assume that the UEs
have perfect knowledge of the effective channel gdl

u , then

sup
s>0

Idl
u,s = log

(
1 +

∣∣gdl
u

∣∣2
σ2
u,ul

)
(A.32)

and (A.31) reduces to the familiar outage formula

P

[
log
(

1 +
∣∣gdl
u

∣∣2
σ2
u,dl

)
< R

]
. (A.33)

4 Numerical Results

We present numerical simulations to demonstrate the accuracy of the approx-
imations on the error-probability bounds presented in Section 3. We will then
use these approximations—more specifically (A.26) for the uplink and (A.31)
for the downlink—to investigate the trade-off between the number of anten-
nas and the resolution of the converters in the fully digital massive MIMO
architecture described in Section 2. We will also study how this trade-off is
influenced by the quality of the available CSI. Before presenting our numerical
experiments, we detail in the next section the scenario that will be consid-
ered throughout, as well as the system parameters and the algorithm used for
channel estimation.
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4.1 Simulation Setup
4.1.1 Propagation Scenario

We consider a small-cell scenario where a BS, which is equipped with a uni-
form linear array of B equispaced antennas, serves U = 8 users, uniformly
distributed within a disc centered around the BS, with inner radius of 5 me-
ters and outer radius of 150 meters. The propagation channel between each
UE and the BS is modeled according to a standard clustered channel model
(previously considered within the context of massive MIMO architectures with
low precision quantizers in, e.g., in [36]–[38]). This channel model involves Ncl
clusters, with each cluster contributing to Nray propagation paths. According
to this model, each column hu, u = 1, . . . , U , of the channel matrix H can be
written as

hu =
√

1
NclNray

Ncl∑
n=1

Nray∑
m=1

αun,ma(θun,m). (A.34)

Here, the fading coefficients αun,m are i.i.d CN (0, σ2
u) complex random vari-

ables, with σ2
u modeling the path loss experienced by the uth UE. Furthermore,

a(θun,m) is the array response vector of the uniform linear array at the BS in
far field

a(θun,m) =
[
1, e−j2πθu

n,m , . . . , e−j2π(B−1)θu
n,m

]T
(A.35)

where θun,m = d sin(ϕun,m)/λ, with d being the antenna spacing, ϕun,m the angle
of arrival or spatial angle measured from the boresight of the uniform linear
array, and λ is the wavelength.

Throughout our simulations, we assume Ncl = 2 and Nray = 4 and fix the
antenna spacing to λ/2. As pathloss model, we assume that 10 log10 σ

2
u =

−72 − 29.2 log10(du), where du denotes the distance between the uth UE and
the BS. The angle of arrival ϕun,m is modeled as ϕun,m = ϕun + ϕoffset, where
ϕun ∼ U [−π/3, π/3] and ϕoffset ∼ U [−π/24, π/24].

4.1.2 System Parameters

The noise spectral density N0 is assumed to be −174 dBm/Hz, the carrier
frequency is 30 GHz, and the transmitted signal has a bandwidth equal to
50 MHz. In the channel estimation phase, we assume that each user trans-
mits concurrently orthogonal pilot sequences, obtained by cyclically shifting a
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Zadoff-Chu sequence [12] of length np. Let T ∈ C×U×np with TTH = npρ
ulIU

be the matrix containing the pilot symbols transmitted by all UEs. Let the
B × np received signal at the BS during the pilot phase be

Yp = HT + Np (A.36)

where Np ∈ C×B×np denotes the additive noise. We use the signal received
in the pilot phase to determine the AGC diagonal matrix A when computing
ĝul
u . Specifically, we set

A = diag
(

Ĉyul

)−1/2
(A.37)

where
Ĉyul = 1

np
Yp(Yp)H

. (A.38)

We also use Ĉyul as an estimate of Cyul when evaluating the Bussgang filter
Gul in the computation of ĝul

u .
To set the parameter ∆ in (A.1), we treat the input of the quantizer as a

complex Gaussian random variable of zero mean and unit variance and we
require that the clipping probability does not exceed 10−4. This yields

∆ =
√

2
L
Q−1
G

(
10−4

2

)
. (A.39)

Let now, τi = ∆(i − L/2) for i = 1, . . . , L − 1 and τ0 = −∞, τL = ∞
denote the quantization thresholds. Furthermore, let ℓi = ∆(i − L/2 + 1/2)
for i = 0, . . . , L − 1 be the quantization labels. Treating again the input of
the quantizer as a complex Gaussian random variable, we set the downlink
power-normalization parameter α in (A.4) to

α =
√
ρdl/2√∑L−1

i=0 ℓ2
i

(
QG
(√

2τi
)

−QG
(√

2τi+1
)) . (A.40)

For the 1-bit case, we compute the correlation of the uplink and downlink
quantization distortion Cdul and Cddl using the so called arc-sine law [39]
(see [17, Eqs. (34) and (43)]). When Q > 1, we use the diagonal approximation
proposed in [17, Sec. IV.C].

Throughout this section, we set nul = ndl = 500 and assume that the
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4 Numerical Results

fronthaul interface can support a rate no larger than 512 bit/s/Hz . For a
50 MHz transmitted-signal bandwidth, this implies a fronthaul rate of about
25.6 Gbit/s, which is in the range of what can be supported with current tech-
nologies. This constraint implies that 2BQ ≤ 512 bit/s/Hz. As a consequence,
the largest number of BS antennas that is compatible with the use of quantiz-
ers withQ = 1, 2, 3, 4, 5, 6, 7, 8 bits of resolution isB = 256, 128, 85, 64, 51, 42, 36, 32,
respectively.

4.1.3 Channel Estimation

To estimate the channel, we use the CSI-acquisition algorithm proposed in [12].
In this algorithm, the clustered channel generated according to (A.34) is esti-
mated in the angle domain. Since in this representation the channel is approx-
imately sparse, the channel estimation problem can be reduced to a quantized
compressive-sensing reconstruction problem. The approach followed in [12] is
to solve this problem using a method that combines expectation maximization
with approximate message passing.

4.1.4 Linear Combiner and Precoder

The available CSI at the BS is used to construct a linear combiner and a
linear precoder. Throughout this section, we will consider the distortion-aware
MMSE combiner proposed in [6, Eq. 13] for which

wu =
(
ρul

∑
v ̸=u

GulAĥv
(

GulAĥv
)H


+N0GulA(GulA)H + Cdul

)−1 (
ρulGulAĥu

)
(A.41)

and a MMSE precoder (which ignores quantization effects)

P = βĤ∗
(

ĤTĤ∗ + UN0

ρdl IU

)−1
(A.42)

where the normalization factor β is chosen so that E[∥Psul∥2] = B. Some
remarks on the performance achievable with the simpler maximum ratio com-
biner in the uplink and maximum ratio precoder in the downlink are provided
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(b) ρul = 24

Figure 2: Channel estimation normalized MSE as a function of the resolution of
the quantizers and the number of BS antennas. The points marked in
blue are obtained by considering the largest number of BS antennas that
is compatible with a fronthaul constraint of 512 bit/s/Hz.

in Section 4.6.

4.2 Channel-Estimation Performance
Before analyzing the trade-off between the number of antennas and the reso-
lution of the converters for a given fronthaul constraint in Section 4.6, we start
by providing in this section some insights on the choice of the pilot-sequence
length for the clustered channel model (A.34) and the channel-estimation al-
gorithm described in Section 4.1.3. We will then discuss in Section 4.3 the
accuracy of the simple-to-evaluate error-probability approximations provided
in (A.26) and (A.31), and analyze in Section 4.4 the impact of dithering in
both uplink and downlink for the case Q = 1. We start by investigating the
normalized MSE of the channel estimate5 obtained at the BS as a function
of the resolution Q of the data converters for the case in which U = 8 users
transmit simultaneously pilot sequences of length np = 48 as described in
Section 4.1.2. As we shall discuss in Section 4.5, for the error-probability

5This quantity is defined as the average of the ratio between the square of the channel
estimation error and the square of the norm of the channel.
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4 Numerical Results

values considered therein, this choice for np strikes a good balance between
accuracy of the channel estimate and pilot overhead. Note that, because
of the fronthaul constraint, the number of BS antennas decreases as Q is
increased, as described in Section 4.1.2. To investigate the impact of quan-
tization on the accuracy of the channel estimates obtainable at the BS, we
consider two values of transmit power: a low transmit-power value of 16 dBm,
and a high transmit-power value of 24 dBm.6 The grey lines in Fig 2 illus-
trate the channel-estimation normalized MSE as a function of Q, for a fixed
number of transmit antennas B ∈ {32, 36, 42, 51, 64, 85, 128, 256}. The MSE
values marked in blue are the ones corresponding to the largest number of
antennas that is compatible with the fronthaul constraint, for the correspond-
ing value of Q. We note that for the low transmit-power value, the lowest
MSE value is obtained when Q = 2 and B = 128, whereas, for the high
transmit-power value, Q = 4 and, hence, B = 64 results in the lowest MSE.
Increasing the transmit power turns out beneficial in terms of MSE for all Q
values except Q = 1, for which the MSE deteriorates as the transmit power
is increased. This behavior is common in the 1-bit case and has been noticed
before for a variety of channel models and channel-estimation algorithms [11],
[40]–[43]. To shed further light on this phenomenon, we plot in Fig. 3 the
channel-estimation normalized MSE for (Q,B) ∈ {(1, 256), (2, 128), (3, 85)}.
Note that the MSE curve decreases monotonically with ρul when Q = 2, 3.
On the contrary, when Q = 1, the MSE curve achieves a global minimum
at ρul ≈ 20 dBm. The reason is as follows: although a single-bit quantizer
preserves only the sign of the input signal, with a sufficient amount of noise,
amplitude information about the input signal can be recovered via multiple
measurements. This well-known phenomenon, known as stochastic resonance,
can be enforced also in the high-SNR regime via the use of nonsubtractive
dithering at the receiver, prior to quantization [44]. We will investigate the
beneficial effects of dithering in the high-SNR regime for the case Q = 1 in Sec-
tion 4.4. Note that the two transmit-power values chosen in Fig. 2 are to the
left and to the right of the transmit-power value minimizing the normalized
MSE in Fig. 3, i.e., ρul = 20 dBm.

6As we shall clarify shortly, these two values allow us to analyze the impact of dithering
for the 1-bit quantization case.
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Figure 3: Channel-estimation normalized MSE as a function of ρul for the (Q, B)
pairs {(1, 256), (2, 128), (3, 85)} satisfying the fronthaul constraint of
512 bit/s/Hz .

4.3 Accuracy of the Proposed Large-Blocklength
Approximations

In Section 3.4, we proposed two large-blocklength approximations to the
RCUs bounds (A.12) and (A.14). Focusing on the uplink, we shall now
discuss the accuracy of these approximations. Specifically, we compare the
error probability bound given by (i) the RCUs bound (A.12), (ii) the normal
approximation (A.18), (iii) the GMI-based outage probability (A.26) (com-
puted for p = np/nul), and (iv) the perfect-CSI outage probability (A.30).
In Fig. 4, we present this comparison for the case Q = 1, nul = 500, and
U = 8. Specifically, we report the error probability as predicted by the dif-
ferent bounds/approximations, versus the number of transmit antennas B
when each user transmits at a rate R of 0.5 bit/s/Hz. As in Section 4.2, we
consider two values for the transmit power. The reported error probability
bounds are optimized over the number of transmitted pilots np. Furthermore,
the bound (A.12) and the normal approximation (A.18) are optimized over
the parameter s. As shown in the figure, for the range of error probabilities
considered here, the predictions obtained using the RCUs bound (A.12) and
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Figure 4: Comparison between the proposed bounds and approximations on the
uplink packet-error probability achievable for the case Q = 1, U = 8,
nul = 500, and R = 0.5 bit/s/Hz. The error probability curves are
optimized over the number of transmitted pilots.
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the normal approximation (A.18) match the ones obtained using the GMI-
based outage probability (A.16). On the contrary, the predictions based on
the perfect-CSI outage-probability approximation provided in (A.30) turn out
to highly underestimate the error probability. The optimal number of pilot
symbols in Fig. 4 is around 48 for higher values of the error probability, and
increases to around 56 for error probability values around 10−2 and below. A
similar result holds for the other values of quantizer resolution Q considered
in this section as well as for the downlink.

Based on these results, we shall use the GMI-based outage bounds (A.26)
and (A.31) as performance metrics when conducting the system-optimization
investigations reported in the following two sections.

4.4 Impact of Dithering
We now focus on the case Q = 1 and investigate the impact of dithering
on both uplink and downlink performance. We set B = 256, np = 48, and
investigate the impact of dithering on the GMI-based outage bounds (A.26)
and (A.31). The other system parameters are as in the previous sections.
Dithering is only used in the channel-estimation phase. Indeed, for the pa-
rameters considered in this section, dithering in the data-transmission phase
does not yield any benefits. The reason is that the residual multiuser in-
terference after linear spatial processing acts as dithering and is sufficient to
induce stochastic resonance. We model dithering by assuming that the small-
est channel-estimation MSE achievable for the case Q = 1, which is achieved
by transmitting pilot symbols at a power of around 20 dBm (see Fig. 3) can
be maintained for all values of ρul ≥ 20 dBm. We also assume that the up-
link operates at a much lower power than the downlink. Specifically, the
channel estimate used to generate the downlink precoder is obtained via a
pilot-transmission uplink phase in which the pilot symbols are transmitted at
a power level that is 26 dB less than the downlink power ρdl.

In Fig. 5, we depict the maximum achievable rate compatible with a GMI-
based outage probability not exceeding 0.1. As shown in the figure, dithering
in the channel estimation phase is beneficial in the uplink. Indeed, without
dithering the rate drops rapidly as the transmit power is increased beyond
20 dBm, whereas, with dithering, the achievable rate does not decrease with
the transmit power, apart from a small rate reduction at 21 dBm, which is the
power level at which dithering is first introduced. Interestingly, using dither-
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Figure 5: Impact of dithering during the channel-estimation phase on the uplink
and downlink performance.

ing in the channel-estimation phase has no benefits in the downlink, for the
range of transmitted-power values considered in the figure. The reason is as
follows: although, both in the uplink and in the downlink, the decoder oper-
ates according to the scaled nearest-neighbor principle, the scaling parameter
in the two setups is different. In the uplink, we use the scaling parameter
ĝul
u = wu

HGulAĥu whereas in the downlink we use the hardening-bound-
inspired scaling parameter ĝdl

u = αE[hT
uGdlpu]. It turns out that the explicit

dependence of ĝul on ĥu makes this bound sensitive to the lack of stochastic
resonance occurring when ρul exceeds 20 dBm.

4.5 Optimal Number of Pilot Symbols
We consider again as performance metric the maximum rate that is compatible
with a GMI-based uplink outage probability not exceeding 0.1, and investigate
the optimal number of pilot symbols for different values of Q and B chosen
so as to satisfy the fronthaul constraint. In Table 1 and 2, we report, for both
ρul = 16 dBm and ρul = 24 dBm, the optimal number of pilots as well as the
rate penalty incurred when setting np = 48, which is the value we considered
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Table 1: Optimal value of np and rate penalty when np is set to 48: ρul = 16 dBm.
(Q,B) (1, 256) (2, 128) (3, 85) (4, 64) (5, 51) (6, 42) (7, 38) (8, 32)
n⋆p 64 60 60 60 128 128 128 128

Rate pen. [%] 4.34 4.41 4.83 4.83 5.88 14.70 17.85 20.83

Table 2: Optimal value of np and rate penalty when np is set to 48: ρul = 24 dBm;
dithering is used for the pair (1, 256).

(Q,B) (1, 256) (2, 128) (3, 85) (4, 64) (5, 51) (6, 42) (7, 38) (8, 32)
n⋆p 48 36 36 40 36 40 40 48

Rate pen. [%] 0 0 0 0 0 0 0 0

in Figs. 2, 3, and 5. As shown in the tables, this rate penalty is negligible
for ρul = 24 dBm. Indeed, for this transmit-power value the rate curve as a
function of the number of pilot symbols is flat around its maximum. The rate
penalty is also small for ρul = 16 dBm for small Q values, but it increases for
larger Q values.

4.6 Number of Antennas vs. Data-Converter Resolution
Finally, we investigate how one should select the number of antennas and
the resolution of the quantizers to maximize the uplink and downlink rates
given a GMI-based outage constraint of 0.1, hence addressing the central
question that motivated our investigation. In Fig. 6, we report the uplink and
the downlink rates for the pair ρul = 16 dBm, ρdl = 42 dBm, as well as for
the pair ρul = 24 dBm, ρdl = 50 dBm, as a function of the resolution Q of
the quantizers, for a fronthaul rate of 512 bit/s/Hz. Motivated by machine-
type communications where an uplink data-collection phase is followed by
the transmission of a control command on the downlink, we also report the
bi-directional rate, which we define as the largest rate R for which the bi-
directional outage probability

P
[
min

{
(1 − p)

(
sup
s>0

Iul
u,s

)
,

(
sup
s>0

Idl
u,s

)}
< R

]
(A.43)

does not exceed 0.1. The uplink rates are optimized over the choice of np;
the channel estimates obtained using the resulting number of pilots is used
to determine the downlink precoder. For the case Q = 1, dithering in the
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channel-estimation phase is introduced whenever beneficial. We see from the
figure that, in the perfect-CSI case (Figs. 6a and 6b), the system is uplink-
limited and the bi-directional rate curve follows closely the uplink-rate curve.
In the uplink, for both transmit power values considered in the figure, the rate
is maximized when Q = 1, which yields a BS with B = 256 antennas. Indeed,
since the system is power-limited in the uplink, the array gain resulting from
the deployment of additional antennas, offsets the increased quantization noise
resulting from the choice of 1-bit converters. On the contrary, the choice Q = 1
is suboptimal in the downlink, where, instead, the rate is maximized when
Q = 5 and Q = 6, respectively. Here, the reduction in quantization noise and,
hence, also multiuser interference (recall that we use a quantization-unaware
linear precoder) resulting from this choice of Q, which yields B = 51 and
B = 42, respectively, offsets the reduction in array gain.

The picture changes when one considers the case of pilot-assisted transmis-
sion and accounts for the inaccurate channel estimate available at the BS.
Indeed, as shown in Fig. 6c and 6d, imperfect CSI yields a significant reduc-
tion in the downlink rates, although the system still remains uplink limited.
Similarly to the perfect-CSI case, for both values of transmitted power con-
sidered in the figures, the downlink rate is maximized when Q = 5. In the
uplink, however, the value Q = 1 is optimal only for the pair ρul = 16 dBm
and ρdl = 42 dBm, whereas for the pair ρul = 24 dBm and ρdl = 50 dBm, the
uplink rate is maximizes when Q = 3 and the bi-directional rate when Q = 4.

Finally, we report in Fig. 7 the performance achievable using maximum-ratio
combiner in the uplink and maximum-ratio beamformer in the downlink. As
shown in the figure, the downlink performance reduces significantly so that
no positive rate can be achieve in the bidirectional-transmission case, for the
acquired-CSI scenario.

5 Conclusions
We have considered the problem of designing a multiuser massive MIMO ar-
chitecture where the BS is equipped with low-precision converters and a fron-
thaul constraint limits the amount of data that can be exchanged between the
RRH and the BBU. Furthermore, we have assumed that the communication
link is used to exchange short packets over a quasi-static fading channels that
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(c) ρul = 16 dBm, ρdl = 42 dBm , acquired
CSI
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Figure 6: Achievable rate at 10% GMI-based outage probability as a function of
the quantizer resolution Q, for a fronthaul constraint of 512 bit/s/Hz.
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Figure 7: Achievable rate at 10% GMI-based outage probability as a function of
the quantizer resolution Q, for a fronthaul constraint of 512 bit/s/Hz;
Maximum ratio combiner and maximum ratio precoder.
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is not known a priori to the BS and the UEs and is estimated via uplink
pilots. Our main contribution is a general framework for the characteriza-
tion of the error probability in this setup, which relies on the RCUs bound
from finite-blocklength information theory, a scaled nearest-neighbor decoder,
and the use of Bussgang decomposition. We present both finite-blocklength
bounds, and asymptotic approximations based on the GMI, which turn out
to be accurate for moderate error-probability targets (see Fig. 4).

Using our bounds, we have conducted a number of experiments that shed
light on the optimal design of the considered system. In particular, we have
shown that when the lack of accuracy in the acquired CSI is accounted for,
architectural solutions involving large antenna arrays connected to 1-bit to
4-bit converters, depending on the transmit-power values, are preferable.
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1 Introduction

Abstract

In this paper, we investigate 3-D localization and frequency
synchronization with multiple RISs in the presence of CFO
for a stationary UE. In line with the 6G goals of sustainabil-
ity and efficiency, we focus on a frugal communication scenario
with minimal spatial and spectral resources (i.e., narrowband
single-input single-ouput system), considering both the pres-
ence and blockage of the LoS path between the BS and the
UE. We design a generalized likelihood ratio test (GLRT)-
based LoS detector, channel parameter estimation and local-
ization algorithms, with varying complexity. To verify the ef-
ficiency of our estimators, we compare the root mean-squared
error (RMSE) to the Cramér-Rao bound (CRB) of the un-
known parameters. We also evaluate the sensitivity of our
algorithms to the presence of uncontrolled multi-path com-
ponents (MPC) and various levels of CFO. Simulation re-
sults showcase the effectiveness of the proposed algorithms un-
der minimal hardware and spectral requirements, and a wide
range of operating conditions, thereby confirming the viability
of RIS-aided frugal localization in 6G scenarios.

1 Introduction

ACCURATE positioning is a pre-requisite for many modern use-cases,
finding applications in various areas such as autonomous driving, aug-

mented reality, navigation, etc. [1]. While Global Positioning System (GPS)
stands out as the ubiquitous solution for navigation, its efficacy is often com-
promised in scenarios where a direct line of sight to satellites is obstructed,
such as in tunnels, dense urban environments and indoors. An alternative
solution is to use cellular networks. Cellular networks have been used for
positioning since the first generation (1G) of mobile networks [2]. In 4G
networks, time difference of arrival (TDoA) and angle-of-arrival (AoA)-based
techniques were introduced, which rely on multiple base stations to estimate
the position of a mobile device. These techniques proved to be more accurate
than the previous ones, but required additional infrastructure and were not
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suitable for indoor environments. In 5G networks, the adoption of mmWave
frequencies and beamforming techniques improved the accuracy of positioning
[3]–[5]. In 6G networks, the use of reconfigurable intelligent surfaces (RISs)
is expected to further enhance the accuracy and reliability of cellular-based
localization [6]–[9].

In advancement of wireless communications through successive generations,
achieving sustainability and improving energy and spectral efficiency has al-
ways been a central objective, and the upcoming 6G is no exception [10]. As
pointed out, 4G networks succeeded in improving positioning by putting a
minimum requirement on hardware resources and 5G managed to progress
further in positioning by accessing large chunks of bandwidth in mmWave
and large antenna arrays. Therefore, the question remains whether 6G will
continue this trend or if there could be another solution to achieve improved
positioning without leveraging more resources. The use of RISs appears to be
a key point in this regard.

RISs constitute one of the key-technology enablers for 6G [11], providing
an additional, controllable path between the base station (BS) and the user
equipment (UE). Primarily, RISs are designed as a cost-effective and energy-
efficient solution to address signal blockage challenges without the need to
densify the network with more BSs. This approach is favored due to the sim-
pler hardware requirements and lower maintenance costs associated with RIS
[12], [13]. RISs consist of a large number of small elements that can be manip-
ulated to reflect incident waves in desired directions [14]. Deploying RISs in an
environment allows for the engineering of the propagation medium, enhanc-
ing signal strength and reducing interference at targeted locations [15]. This
ultimately enhances communication rate and coverage [16] while providing
significant gains in localization performance [17].

The use of RISs in radio localization has been extensively studied in the lit-
erature, with numerous works exploring the potential of RISs to improve UE
localization thanks to the additional reflected paths [18]–[21]. Notable contri-
butions include [6], [18], [19], which discuss the challenges, opportunities, and
research directions related to RIS-aided positioning. Since localization often
comes as a by-product of cellular communication systems, it is advantageous
if it is frugal with resources, such as antennas and time-frequency allocations,
to avoid compromising the quality and infrastructure requirements of wireless
communications—so far the primary objective of cellular networks. Along this
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line, RIS-based narrowband (NB) localization was discussed in [22], where a
NB RIS-based multiple-input single-output (MISO) localization approach for
a single-antenna UE was investigated. RIS-enabled localization with single
BS and single antenna is discussed in [23], [24]. In [23], a localization and
clock-synchronization approach to single-input single-output (SISO), single
RIS wideband (WB) case was introduced. In [24], authors propose a method
for single-antenna receiver 2-D localization and achieve centimeter-level lo-
calization accuracy with fingerprinting the RIS-phases over time. A broader
perspective on frugal localization was taken in [25], which conducted an anal-
ysis on UE localization scenarios with minimal required number of BS and
RISs, showing that it is possible to estimate the UE’s position with one BS
and two RISs under NB communication even without a direct path from the
BS to the UE.

A common weakness in the above works is that they ignore the presence of
carrier frequency offset (CFO) between the BS and the UE. Since both CFO
and the use of diverse RIS phase profiles [26] (i.e., beam sweeping for angle-of-
departure (AoD) estimation from the RIS using beamspace measurements at
the UE [22], [27]) over time lead to phase variations across consecutive trans-
missions, the impacts of CFO and RIS profile variation add up together in
the time-series of phase shifts, resulting in the so-called angle-Doppler/CFO
coupling effect, as noted in [28], [29]. In real systems, accurate estimation
and compensation of CFO are vital for localization and communication per-
formance. Techniques vary by application; for instance, in [30] a pilot-based
approach using orthogonal pilots and a Hadamard matrix structure allows
efficient CFO estimation and compensation, enhancing localization accuracy
by reducing phase distortions. Similarly, [31] employs a synthetic aperture
method to jointly estimate AoD and CFO, improving resolution in multi-path
environments. From an experimental perspective, [25] demonstrates SISO lo-
calization of a stationary UE with one BS and two RISs in the absence of a
CFO. However, this study has the impractical requirement that the BS and
UE share a common oscillator to eliminate CFO issues. Moreover, the ap-
proach relies on using directional RIS beams to sweep potential locations and
estimate AoDs from the RISs. This method is ineffective with random RIS
phase profiles, which are commonly used in RIS-aided communications when
UE locations are unknown, e.g., [32]–[34]. Overall, no systematic study has
been conducted to address the problem of frugal localization and frequency
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synchronization with the help of RISs under angle/CFO coupling effect and
when employing random RIS phase configurations. Therefore, in light of the
existing literature, two crucial questions emerge that remain unanswered: (i)
is it possible to perform joint 3-D downlink localization and frequency syn-
chronization in the challenging NB (i.e., single-carrier) SISO scenario with
multiple RISs employing random phase configurations?; and (ii) can efficient
and low-complexity algorithms be developed for line-of-sight (LoS) presence
detection, channel parameter/CFO estimation and localization in both the
presence and absence of the direct LoS path between the BS and the UE?

In an attempt to address the identified shortcomings of existing studies on
RIS-aided localization and fill the corresponding research gaps, we consider
the frugal localization problem of a UE in case of NB SISO signaling via one BS
and several RISs employing random phase profiles. The novel contributions
of this paper can be summarized as follows.

• Frugal localization under CFO: We formalize the problem of NB
RIS-aided SISO localization and frequency synchronization under the
assumption of CFO between the transmitter and the receiver with par-
simonious usage of resources. We develop novel low-complexity esti-
mators of the unknowns, including the CFO and AoDs, which enable
us to perform localization. Different estimation algorithms under vari-
ous circumstances are designed, including one estimation algorithm in
case the direct LoS between the BS and the UE is present, as well as
two estimation algorithms in case of blocked LoS between the BS and
UE. Our estimators achieve the theoretical bounds at moderate to high
transmit power. Simulation results show the efficiency of the estimator
with respect to theoretical bounds.

• LoS detection: We design a generalized likelihood ratio test (GLRT)-
based detector to determine if the LoS exists or not, which complements
the above contribution to a full localization and synchronization algo-
rithm. Our proposed algorithm is capable of attaining the theoretical
bounds at a moderate to high transmit power.

• Sensitivity analysis: We assess the sensitivity of our algorithm to
multi-path components (MPC), which shows that our algorithm quickly
converges to the achievable bounds with Rician factor as small as 10. We
also study the sensitivity of location estimation under UE motion. More-
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over, we compare the performance of our algorithm with prior works in
which CFO is not compensated for by ignoring CFO as an unknown.
The performance drastically deteriorates at CFO values much smaller
than values typically found in UE, suggesting the importance of accu-
rate estimation of the CFO. These analyses provide us insight about the
applicability of our algorithm, therefore they are listed as contributions
of this work.

• Resource Efficiency: We prove that with a minimalistic spectral and
BS/UE hardware configuration, including a single antenna and single
subcarrier and sufficient number of RISs, it is possible to perform ac-
curate positioning. Therefore, our approach sets a new benchmark for
resource efficiency in communication systems, potentially reducing the
cost and complexity of deployment, which is in accordance with 6G ob-
jectives.

The paper is structured as follows. In Sec. 2, the system setup is detailed.
Sec. 3 describes orthogonal RIS profile design to facilitate per-RIS AoD and
CFO estimation. Sec. 4 describes the overall flow of the algorithm, including
channel parameter estimation under LoS and non-line-of-sight (NLoS), local-
ization under LoS and NLoS, and detection of if the LoS is present or not.
Channel parameter turns out to be the main challenge and low-complexity
methods are derived in Sec. 5: in Sec. 5.1, estimation algorithms in case the
direct link between the BS and UE (LoS) exists will be explained. Sec. 5.2
sheds light on estimation algorithms in the more challenging scenario in which
the LoS path does not exist. The performance of the estimators and detector
are shown and discussed in Sec. 6. Finally, Sec. 7 concludes the findings of
the paper.

Notation

Vectors and matrices are shown by bold-face lower-case and bold-face upper-
case letters respectively. The notations (.)T and (.)H indicate transpose and
hermitian transpose. All one vector with size n denoted by 1n and the identity
matrix with size n is represented by In. The L2 norm of a vector is shown by
∥.∥. The matrix Rz(θ) denotes the 3-D rotation matrix by an angle θ about
the z-axis. The Kronecker product and the Hadamard product are shown by
⊗ and ⊙ respectively.
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2 System Model
In this section, we describe the proposed localization system that promotes
the parsimonious use of spatial and spectral resources for joint location and
frequency offset estimation of a static user.

2.1 Scenario
Consider a RIS-aided downlink (DL) localization system with a single-antenna
BS, R identical N -element RISs, and a single-antenna UE, as shown in Fig. 1.
The BS and the RISs are located at known positions pb ∈ R3 and pRIS,r ∈ R3,
r = 1, · · · , R (denoting the RIS centers) respectively, while the UE has an
unknown position p ∈ R3. The RISs are assumed to have known orienta-
tions, represented by the unitary rotation matrices Rr ∈ SO(3) ⊂ R3×3,
r = 1, · · · , R, that map the global frame of reference to the local coordinate
systems of the RISs. The UE is considered stationary. Moreover, due to oscil-
lator inaccuracies, the UE is not perfectly frequency-synchronized to the BS,
which leads to an unknown CFO ν ∈ R at the UE with respect to the BS [35],
[36].

2.2 Geometric Relations
The AoD from the rth RIS to the UE is denoted by θr =

[
[θr]az, [θr]el

]T ∈ R2,
where

[θr]az = atan2 ([rr]2, [rr]1) , (B.1)

[θr]el = arccos
(

[rr]3
∥p− pRIS,r∥

)
, (B.2)

with rr = Rr(p− pRIS,r) representing the vector extending from the rth RIS
to the UE in the local frame of reference of the rth RIS.

2.3 Signal Model
The BS transmits NB pilot symbols s = [s0 · · · sM−1]T ∈ CM over M trans-
mission instances with sampling period Ts and a power constraint P such that
∥s∥2 = MP . Assuming the absence of uncontrolled multipath (i.e., due to
reflection or scattering off passive objects) as in [22], [23], [32], [37], [38], the
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Figure 1: Frugal localization scenario involving one single-antenna BS, R = 2 RISs
and one single-antenna user with NB (single-carrier) communication.

received complex baseband signal at the UE associated to the mth transmis-
sion is given by

ym = hme
j2πmTsνsm + nm, (B.3)

where Ts ∈ R is the symbol duration, the term ej2πmTsν results from the
CFO (ν) between the BS and the UE, nm ∈ C denotes circularly symmetric
complex Gaussian noise with nm ∼ CN (0, σ2), and hm ∈ C represents the
overall BS-UE channel for the mth transmission involving both the LoS path
and the NLoS paths through the RISs, i.e.,1

hm = hLoS,m + hRIS,m. (B.4)

In (B.4), hLoS,m ∈ C is the LoS (i.e., direct) channel between the BS and
the UE, written as

hLoS,m = α0, (B.5)

where α0 ∈ C denotes the channel gain. As to the NLoS channel in (B.4), it

1In a section of the simulation results (Sec. 6.6), uncontrolled MPC will be incorporated
into the channel model as part of a sensitivity analysis.
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can be defined as

hRIS,m =
R∑
r=1

αr a
T(θr)diag(γr,m)a(ϕr), (B.6)

where αr ∈ C is the channel gain over the BS-(rth RIS)-UE path and ϕr ∈ R2

denotes the known AoA from the BS at the rth RIS (given the known positions
and orientations of the BS and the RISs). In addition, γr,m ∈ CN represents
the phase profile of the rth RIS at time m and a(·) ∈ CN is the RIS steering
vector, given by [23]

[a(ψ)]n = exp
(
jkT(ψ)qn

)
, (B.7)

for a generic ψ where qn ∈ R3 denotes the known position of the nth RIS
element with respect to the RIS center in the local coordinate system of the
RIS, and

k(ψ) = 2π
λ

(B.8)

[sin([ψ]el) cos([ψ]az), sin([ψ]el) sin([ψ]az), cos([ψ]el)]T

is the wavenumber vector defined for a given angle ψ. Let

Wr ≜ [a(ϕr) ⊙ γr,0 · · · a(ϕr) ⊙ γr,M−1] ∈ CN×M , (B.9)

b(ν) ≜ [1 ej2πTsν · · · ej2π(M−1)Tsν ]T ∈ CM . (B.10)

Then, using (B.4)–(B.6) and (B.9)–(B.10), the aggregated observations in
(B.3) over M transmissions can be written as 2

y =
√
P
(
α0 b(ν) +

R∑
r=1

αr xr(θr) ⊙ b(ν)
)

+ n, (B.11)

where y ≜ [y0 · · · yM−1]T ∈ CM , xr(θr) = W T
r a(θr) and n ∈ CM is the noise

component with n ∼ CN (0, σ2I). In (B.11), we have set sm =
√
P , ∀m for

simplicity.
2In Sec. 6.7, we extend the received signal model to account for UE motion with velocity v.

When the condition |MTs(pi −p)Tv/(λ ∥pi − p∥)| < 1/8 holds (where i ∈ b, R1, ..., Rr),
the Doppler-induced phase variation over the M transmissions is negligible [39].
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2.4 Joint Localization and Frequency Synchronization
Problem

The goal is to estimate the position p and the CFO ν of the UE from the
observation y in (B.11). For this estimation problem, the unknown channel-
domain parameters are given by

ηLoS
ch = [αR,0 αI,0 · · · αR,R αI,R ν θT

1 · · · θT
R] ∈ R4R+3, (B.12)

while the unknown location-domain parameter vector is

ηLoS = [αR,0 αI,0 · · · αR,R αI,R ν pT]T ∈ R2R+6. (B.13)

Here, αR,r ≜ ℜ {αr} and αI,r ≜ ℑ {αr}, r = 0, · · · , R. The superscript ’LoS’
is used to highlights that the LoS path exists. Clearly, in case no LoS exists be-
tween the UE and the BS, the channel-domain vector and the location-domain
vector would change into ηNLoS

ch = [αR,1 αI,1 · · · αR,R αI,R ν θT
1 · · · θT

R] ∈
R4R+1, and ηNLoS = [αR,1 αI,1 · · · αR,R αI,R ν pT]T ∈ R2R+4, respectively.
The superscripts ’NLoS’ is used to denote that the LoS path does not exist.

It should be noted that the LoS path does not directly convey positional
information because the UE’s position is a function of the AoDs according
to (B.1)–(B.2). In our formulation, the LoS component appears solely as a
complex scalar whose phase evolves over time according to the CFO, and does
not include any AoD-dependent terms. However, as we will see in Sec. 6, the
accuracy of CFO estimation is improved if the LoS is present, and as a result,
the residual error in RIS path separation3 decreases as discussed in Sec. 3,
simplifying also the AoD estimation algorithm.

3 RIS Profile Design
Estimating the channel-domain parameters in (B.12) requires a complex high-
dimensional optimization, which is cumbersome even in the case of R = 2. To
circumvent this, we leverage the controllability offered by the RIS by designing
an orthogonal temporal-coding for RIS phase profiles [40]. In the absence of
CFO, the contributions from R+ 1 paths in (B.11) can be separated and the

3To be able to estimate AoDs separately from each RIS, signal components corresponding
to different RISs in (B.11) need to be separated.
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unknowns from each RIS path can be estimated separately.

3.1 Hadamard-based Design
The idea involves using the rows of the Hadamard matrix to encode the phase
profiles of the RISs, followed by a simple post processing at the receiver to
retrieve the contributions from each path [40].

We first divide the total transmissions into L ≥ 2⌈log2(R+1)⌉ equal-sized
blocks. Choose L such that it is a factor ofM . We next define Pr ∈ CN×(M/L),
r = 1, · · · , R as a set of base phase profiles of length M/L for each RIS. These
profiles may be random in case there is no prior information about the UE
location, or directional in case partial information about the UE location is
available.

We take R rows of the Hadamard matrix4 of length L (except for the first
row, which is constant) as the coding vectors cr ∈ RL for the rth RIS, r =
1, · · · , R. Then we then form the full phase profile of each RIS at transmission
m = kL+ l, k = 0, · · · ,M/L− 1,

γr,kL+l = ([cr]l)Pr [:,k], (B.14)

where Pr [:,k] denotes the kth column of Pr, [cr]l denotes the lth element of cr,
and l = 0, · · · , L− 1. This indexing structure is used to map the two indices
(k, l) into a single index m, where 1 ≤ m ≤ M .

At the receiver side, to extract the rth RIS components from (B.11), it is
enough to reshape the received signal y ∈ CM as

Y = [y0:L−1|yL:2L−1| · · · |yM−L:M−1] ∈ CL×(M/L), (B.15)

and then compute

yr = 1
L

YTcr, r = 1, · · · , R. (B.16)

where yr ∈ CM/L is the filtered signal containing the rth RIS components. It is
possible to separate the LoS component using y0 = 1/LYTc0, where c0 = 1L.
As a result, despite the RIS-reflected paths having significantly lower energy

4Recall that a Hadamard matrix C of length L is an L× L matrix, is made up of entries
in {−1,+1}, and satisfies CC⊤ = LI. The amplitude constraint is compatible with the
RIS profile constraint.
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than the LoS path due to the approximately random phase configuration,
the use of orthogonal temporal coding for RIS phase profiles ensures their
extraction through coherent integration. The details of this extraction are
provided in the next subsection, with an example.

3.2 Example

As an example, we fix the number of RISs to R = 2. Note that to sep-
arate the contributions from the three paths (LoS, RIS 1 and RIS 2), the
minimum required coding length is L = 4. We take c0 = [1, 1, 1, 1]T, c1 =
[1,−1, 1,−1]T and c2 = [1, 1,−1,−1]T. The vectors z0 =

√
Pα0 b(ν) and

zr =
√
Pαr xr(θr) ⊙ b(ν), r = 1, 2 and l = 0, 1, 2, 3 represent the noise-free

received signal contributions from the LoS and RIS paths, respectively. These
vectors capture the signal components corresponding to each path before noise
is introduced.

We can express the 4 consecutive noise-free samples of each path as follows:

[z0]4k+l =
√
Pα0e

j2π(4k+l)Tsν , (B.17)

[z1]4k+l =
√
Pα1 ([cr]l g1(ϕ1,θ1, k)) ej2π(4k+l)Tsν , (B.18)

[z2]4k+l =
√
Pα2 ([c2]l g2(ϕ2,θ2, k)) ej2π(4k+l)Tsν , (B.19)

where gr(ϕr,θr, k) = (a(ϕr) ⊙ Pr [:,k])Ta(θr), r = 1, 2. Then, by applying
(B.16) and in the case of ν = 0, the filtered measurements y0, y1 and y2 will
be as follows

[y0]k =
√
Pα0 + [ñ0]k, (B.20)

[y1]k =
√
Pα1g1(ϕ1,θ1, k) + [ñ1]k, (B.21)

[y2]k =
√
Pα2g2(ϕ2,θ2, k) + [ñ2]k, (B.22)

where [ñr]k = 1/4
∑3
l=0[cr]l[n]4k+l (see App. 1). Therefore, yr, r = 1, 2

contain the contribution from the rth RIS and y0 contain the LoS contribution
without any interference from the other RISs. However, if ν ̸= 0, this coding
would result in some residual inter-RIS interference and the separation cannot
be done perfectly. The solution is to first estimate the CFO (ν̂) and remove it
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from the observations by ỹ = y⊙b(−ν̂), then proceed with this coding. Hence
in the following sections, we proceed with estimating the CFO and cancel it
out from the received signal.

4 High-level Algorithm Description
In this section, we provide a high-level description of the proposed joint lo-
calization and synchronization algorithm to tackle the problem in Sec. 2.4,
covering both the channel-domain parameter estimation and localization.

4.1 Channel-domain Parameter Estimation
The maximum-likelihood (ML) estimate of the channel-domain parameters
from (B.11) can be obtained by solving the following optimization problems:

[ν̂, θ̂1, · · · , θ̂R, α̂0, α̂1, · · · , α̂R] = (B.23)

arg min
ν,θ1,··· ,θR,
α0,α1,··· ,αR

∥∥y −
√
Pα0b(ν) −

√
P

R∑
r=1

αrxr(θr) ⊙ b(ν)
∥∥2
,

if LoS exists, which we will refer to as LoS scenario, and

[ν̂, θ̂1, · · · , θ̂R, α̂1, · · · , α̂R] = (B.24)

arg min
ν,θ1,··· ,θR
α1,··· ,αR

∥∥y −
√
P

R∑
r=1

αrxr(θr) ⊙ b(ν)
∥∥2
,

if LoS is blocked, which we will refer to as NLoS scenario.

4.1.1 Conditional Channel Gain Estimation

The ML estimate of the path gains can be derived easily in closed-form as a
function of the estimated CFO and AoDs as follows. First, we start by writing
the received signal in the below form

y = A(χch)α+ n, (B.25)

B14
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where χch = [ν,θT
1 , · · · ,θT

R]T,A(χch) =
√
P [b(ν) x1(θ1)⊙b(ν) · · · xR(θR)⊙

b(ν)] and α = [α0 α1 · · · αR]T, in case LoS exists and A(χch) =
√
P [x1(θ1)⊙

b(ν) · · · xR(θR) ⊙ b(ν)] and α = [α1 · · · αR]T in case LoS is obstructed.
Accordingly, the path gains can be estimated in closed-form as

α̂(χch) = (A(χch)HA(χch))−1A(χch)Hy. (B.26)

4.1.2 Compressed Channel Parameter Estimation

We can now plug the channel gain estimates in (B.26) back into (B.23) and
(B.24) to derive the compressed ML cost functions, reducing their dimen-
sionality to (2R + 1) (which, however, still lead to very high computational
complexity):

[ν̂, θ̂1, · · · , θ̂R] = arg min
ν,θ1,··· ,θR

(B.27)

∥∥y −
√
Pα̂0(χch)b(ν) −

√
P

R∑
r=1

α̂r(χch)xr(θr) ⊙ b(ν)
∥∥2
.

in case LoS exists, and

[ν̂, θ̂1, · · · , θ̂R] = (B.28)

arg min
ν,θ1,··· ,θR

∥∥y −
√
P

R∑
r=1

α̂r(χch)xr(θr) ⊙ b(ν)
∥∥2
.

in case LoS is obstructed.
As discussed in Sec. 3, it is possible to significantly simplify the optimization

problems (B.27) and (B.28) with time-orthogonal RIS phase profiles, assum-
ing a good estimate of the CFO is available. Sec. 5 will provide a detailed
explanation of how to solve these two optimization problems with reasonable
complexity, leveraging the orthogonal RIS profile design.
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4.2 Localization

The direct ML approach to solve the localization and synchronization problem
in in Sec. 2.4 is as follows:

[ν̂, p̂] = arg min
ν,p

∥∥y−

√
Pα̂0(χp)b(ν) −

√
P

R∑
r=1

α̂r(χp)xr(p) ⊙ b(ν)
∥∥2
, (B.29)

in LoS scenario, and

[ν̂, p̂] = arg min
ν,p

∥∥y −
√
P

R∑
r=1

α̂r(χp)xr(p) ⊙ b(ν)
∥∥2
, (B.30)

in NLoS scenario, where α̂0(χp) and α̂r(χp) can be found from (B.26) by
replacing χp = [ν,pT] with χch using
A(χp) =

√
P [b(ν) x1(θ1(p))⊙b(ν) · · · xR(θR(p))⊙b(ν)], (B.1) and (B.2).

Both problems can be solved using a gradient descent method, starting from
an initial estimate of ν and p. The initial estimate of ν is provided directly by
the channel parameter estimator in (B.27) or (B.28), while the initial estimate
of p can be obtained from the AoD estimates in (B.27) or (B.28). This coarse
position estimation problem can be solved by using geometric arguments by
finding the least-squares intersection of the lines extending from the pRIS,r
towards the UE with estimated AoD θ̂r, through

pr = pRIS,r + βrur, r = 1, · · · , R, (B.31)

where ur = RT
r k(θ̂r)/

∥∥RT
r k(θ̂r)

∥∥ is the unitary direction vector and βr is
unknown.

In order to locate the UE, we need to find the closest point in the 3-D space
to these lines. The least-square problem for the intersection of R lines can be
written as [41]

p̂ = arg min
p

R∑
r=1

∥∥(p− pRIS,r) − ((p− pRIS,r)Tur)ur
∥∥2
. (B.32)
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It follows that [42]

p̂ =
( R∑
r=1

(
I − uruT

r

))−1( R∑
r=1

(
I − uruT

r

)
pRIS,r

)
. (B.33)

4.3 Joint LoS Detection and Localization

In practice, the UE may not know if the LoS between itself and the BS is
blocked. To address this, we will introduce a GLRT-based method to perform
LoS detection. Once the presence or absence of the LoS path is known, we
can choose the correct set of estimations.We formulate a hypothesis testing
problem as follows:

y =
{
yNLoS(ζ, ν) + n, under H0

yLoS(α0, ν) + yNLoS(ζ, ν) + n, under H1
, (B.34)

where ζ = [αR,1 αI,1 · · · αR,R αI,R θT
1 · · · θT

R]T. The null hypothesis H0
refers to the case where the LoS path is blocked in (B.11), while the alternate
hypothesis H1 refers to the case in which the LoS path exists in (B.11). In
(B.34),

yLoS(α0, ν) ≜
√
Pα0 b(ν), (B.35)

yNLoS(ζ, ν) ≜
R∑
r=1

√
Pαr xr(θr) ⊙ b(ν). (B.36)

The GLRT for the problem in (B.34) can be expressed as [43]

L(y) = maxα0,ζ,ν p(y | H1;α0, ζ, ν)
maxζ,ν p(y | H0; ζ, ν)

H1
≷
H0

ψ, (B.37)
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Algorithm 1 Joint LoS Detection and Parameter Estimation Algorithm
Input: Received signal y ∈ CM in (B.11).
Output: Estimates ν̂, θ̂1, · · · , θ̂R

1: Solve under H0: Estimate ν̂NLoS, ζ̂NLoS (see Section 5.2)
2: Solve under H1: Estimate ν̂LoS, ζ̂LoS and α̂0 (see Section 5.1)

3: LoS detection via (B.38): Llog(y)
H1
≷
H0

σ2 logψ.

4: Based on the result, choose the final set of estimates accordingly.

where ψ is a threshold. Writing the log-likelihood ratio Llog(y) ≜ σ2 log L(y),
we obtain

Llog(y) = 1
2

(
min
ζ,ν

∥∥y − yNLoS(ζ, ν)
∥∥2−

min
α0,ζ,ν

∥∥y − yLoS(α0, ν) − yNLoS(ζ, ν)
∥∥2
)

H1
≷
H0

ψ′ = σ2 logψ. (B.38)

There are two separate optimization problems to tackle in (B.38), identical
to (B.23) and (B.24), which will be solved in Sec. 5: under LoS in Sec. 5.1
and NLoS in Sec. 5.2. We can plug-in the resulting estimated LoS and NLoS
parameter values into (B.38) to perform LoS detection. The algorithm is
summarized in Algorithm 1.

5 Channel Parameter Estimation

In this section, we elaborate on the channel parameter estimation procedures
that solve (B.27) and (B.28). First, we start under the assumption that LoS
exists in Sec. 5.1, tackling (B.27), then we continue with blocked LoS assump-
tion in Sec. 5.2, focusing on (B.28). The section concludes with a complexity
analysis in Section 5.3.
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5.1 Channel Parameter Estimation under LoS

In this scenario, the LoS path is the dominant path as the RIS-induced paths
are usually very weak. Hence, we treat the RIS paths as noise for CFO
estimation, and then recover the signal per RIS, by harnessing the orthogonal
RIS profiles.

5.1.1 CFO Estimation

We form the NLoS-ML estimation of CFO with the assumption that the con-
tribution from the RIS paths is negligible. Under this assumption, we can
rewrite the NLoS-ML problem in (B.27) as follows:

ν̂ = arg min
ν

∥∥y −
√
Pα̂0(ν)b(ν)

∥∥2 = arg max
ν

|bH(ν)y|2, (B.39)

which is a 1-D line search over the interval −1/(2Ts) < ν < 1/(2Ts) to find
coarse estimates. Then we can implement a 1-D quasi-Newton algorithm to
find refined estimates of CFO.

5.1.2 RIS Separation

Using the estimated CFO ν̂, we wipe off its effect from the original observation
in (B.11) as

ỹ = y ⊙ b(−ν̂). (B.40)

Then, assuming the residual CFO ν − ν̂ is negligible, we separate each RIS
path by first forming the reshaped CFO-removed signal Ỹ using (B.15) and
then filtering it using (B.16):

ỹr = 1
L

ỸTcr, r = 1, · · · , R. (B.41)

The CFO-removed, filtered contribution from the rth RIS can then be modeled
explicitly as

ỹr =
√
Pαrx̄r(θr) + nr. (B.42)
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Here, nr contains noise plus any residual interference (due to residual CFO).
The term x̄r(θr) = W̄ T

r a(θr) ∈ CM/L, and W̄r ∈ CN×M/L contains the
uncoded RIS phase profiles, i.e.,

W̄r ≜ [a(ϕr) ⊙ γr,0 a(ϕr) ⊙ γr,L · · · a(ϕr) ⊙ γr,M−L]. (B.43)

5.1.3 AoD Estimation per RIS

For CFO-free rth RIS contribution in (B.42), we can formulate the correspond-
ing ML problem as

[α̂r, θ̂r] = arg min
αr,θr

∥∥ỹr −
√
Pαrx̄r(θr)

∥∥2
. (B.44)

The path gain can be estimated in closed-form as a function of θr as follows:

α̂r(θr) = x̄H
r (θr)ỹr√

P ∥x̄r(θr)∥2 . (B.45)

Plugging (B.45) into (B.44) yields

θ̂r = arg min
θr

∥∥ỹr − x̄r(θr)
x̄H
r (θr)ỹr

∥x̄r(θr)∥2
∥∥2 (B.46)

= arg min
θr

ỹH
r

(
I − x̄r(θr)x̄H

r (θr)
∥x̄r(θr)∥2

)
ỹr. (B.47)

Therefore, the ML problem in (B.44) reduces to

θ̂r = arg max
θr

|ỹH
r x̄r(θr)|2

∥x̄r(θr)∥2 . (B.48)

For each RIS r, this problem is solved separately by first performing a 2-D grid
search for coarse estimation and then refining by applying a 2-D quasi-Newton
algorithm with the coarse estimate as the starting point.

The overall algorithm to solve (B.27) is summarized in Algorithm 2.
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Algorithm 2 LoS Estimation Algorithm to Solve (B.27)
Input: Received signal y ∈ CM in (B.11).
Output: Estimates ν̂, θ̂1, · · · , θ̂R.

1: ν̂ = arg maxν b(ν)Hy.
2: ỹ = y ⊙ b(−ν̂).
3: Ỹ = reshape(ỹ, L,M/L) via (B.15).
4: for r = 1, · · · , R do
5: ỹr = 1/L ỸTcr.
6: θ̂r = arg maxθ |ỹH

r x̄r(θ)|2/ ∥x̄r(θ)∥2 .
7: end for

5.2 Channel Parameter Estimation without LoS

In (B.28), the challenge is that unlike the previous scenario (B.27), in which
there exists a dominant LoS path, here the CFO and AoDs are coupled in the
received signal (as the CFO cannot be estimated using the LoS path therefore
its effect remains in the time-domain phase shifts). In this section, we present
two low-complexity approaches to tackle this problem: the first one consists
of R 3-D searches, each including 1-D CFO and 2-D RIS AoD search for each
RIS. The second one involves a single 1-D CFO estimation, followed by R

individual 2-D AoD estimations.

5.2.1 ML Estimation

This approach is based on the observation that by conducting a 1-D search
over the CFO, there will be an optimal value where all per-RIS observations
can be decoupled. The approach operates as follows. For each trial value of
the CFO ν ∈ Cv, we compute ỹ(ν) = y ⊙ b(−ν) as in (B.40), where we make
the dependence on ν explicit. Similarly, we compute ỹr(ν) as in (B.41). We
then estimate the AoD from each RIS θ̂1(ν), · · · , θ̂R(ν) using (B.48). Finally,
we find the optimal ν (and AoDs as a result) from (B.28) as

ν̂ = arg min
ν

∥∥y −
√
P

R∑
r=1

α̂r(ν)xr(θ̂r(ν)) ⊙ b(ν)
∥∥2
. (B.49)

The overall algorithm to solve (B.28) is summarized in Algorithm 3.
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Algorithm 3 NLoS Estimation Algorithm to Solve (B.28) - ML Estimation
Input: Received signal y ∈ CM in (B.11).
Output: Estimates ν̂, θ̂1, · · · , θ̂R

1: for ν ∈ Cv do
2: ỹ(ν) = y ⊙ b(−ν).
3: Ỹ(ν) = reshape(ỹ(ν), L,M/L) via (B.15).
4: for r = 1, · · · , R do
5: ỹr(ν) = 1/L ỸT(ν)cr.
6: θ̂r(ν) = arg maxθ |ỹH

r (ν)x̄r(θ)|2/ ∥x̄r(θ)∥2 .
7: end for
8: end for
9: ν̂ = arg minν∈Cv

∥∥y −
√
P
∑R
r=1 αr(ν)xr(θ̂r(ν)) ⊙ b(ν)

∥∥2.

5.2.2 Low-complexity Unstructured Estimation

The NLoS-ML estimation in (B.49) requires a 3-D search and is thus compu-
tationally expensive. The motivation of this second approach is to de-couple
the effect of CFO and AoDs so as to estimate the CFO with a 1-D search. To
do so, we can express into Y ∈ CL×(M/L) in (B.15) as

Y = D(ν)CH(χch) + N, (B.50)

where χch = [ν,θT
1 , · · · ,θT

R]T, D(ν) = diag[1 ej2πTsν , . . . , ej2π(L−1)Tsν ] ∈ CL×L

and the matrix C ∈ CL×R is the coding matrix which is composed of the cod-
ing vectors with length L as below

C = [c1, · · · , cR] ∈ RL×R . (B.51)

In addition, the matrix H(χch) ∈ CR×(M/L) is a function of both CFO and
AoD with elements hr,ℓ = [H(χch)]r,ℓ, (r = 1, · · · , R, ℓ = 1, · · · ,M/L) as
follows:

hr,ℓ =
√
Pαr(aT(ϕr) ⊙ PrT

[:,ℓ−1])a(θr)ej2π(ℓ−1)LTsν , (B.52)

and N ∈ CL×(M/L) is the reshaped noise. With this re-modeling and ignoring
the dependence of H(χch) on the CFO, we de-couple the effect of CFO and
AoDs in the measurement model by factoring out matrix D(ν), which is a
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function of only CFO, and treating the matrix H(χch) as an unstructured
matrix. Therefore, it is enough to apply a 1-D grid search to estimate the
CFO through D(ν), without the need to estimate AoDs jointly. We will drop
the dependence of H on χch to simplify the notation.

To formulate the NLoS-ML estimator of the CFO under the model (B.50),
we vectorize the observation as

y = vec(Y) = (IM/L ⊗ (D(ν)C))h + n = E(ν)h + n, (B.53)

where we used the property of the Kronecker product (eq. 520 in[44]). Here,
h = vec(H) ∈ CRM/L and E(ν) = (IM/L ⊗ (D(ν)C)) ∈ CM×(RM/L). Then,
we can form the NLoS-ML estimator to estimate ν and h accordingly as

[ν̂, ĥ] = arg min
ν,h

∥y − E(ν)h∥2
, (B.54)

where the conditional estimate of h is derived in closed form as

ĥ(ν) = (EH(ν)E(ν))−1EH(ν)y = 1
L

EH(ν)y, (B.55)

since EH(ν)E(ν) = LIRM/L. Hence, we can write the estimate of ν as

ν̂ = arg min
ν

∥∥y − 1
L

E(ν)EH(ν)y
∥∥2

= arg min
ν

∥∥(IM − 1
L

E(ν)EH(ν)
)
y
∥∥2

= arg max
ν

∥∥EH(ν)y
∥∥2
. (B.56)

We can rewrite the objective function in matrix form using

unvec
(
EH(ν)y

)
= (D(ν)C)HY = CHDH(ν)Y. (B.57)

Here, the operator unvec(a) = A transforms the vector a ∈ CRM/L to the
matrix A ∈ CR×(M/L). Hence, the optimization problem will be

ν̂ = arg max
ν

∥∥CHDH(ν)Y
∥∥2

F , (B.58)

where ∥·∥F stands for the Frobenius norm.
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Algorithm 4 NLoS Estimation Algorithm to Solve (B.28) - Low-complexity
Unstructured Estimation

Input: Received signal y ∈ CM in (B.11).
Output: Estimates ν̂, θ̂1, · · · , θ̂R

1: Y = reshape(y, L,M/L) via (B.15)
2: ν̂ = arg maxν

∥∥CHDH(ν)Y
∥∥2

3: ỹ = y ⊙ b(−ν̂)
4: Ỹ(ν) = reshape(ỹ(ν), L,M/L) via (B.15)
5: for r = 1, · · · , R do
6: ỹr = 1/L ỸTcr
7: θ̂r = arg maxθ∈θ |ỹH

r x̄r(θ)|2/ ∥x̄r(θ)∥2

8: end for

Note that the dependence of H on CFO and AoDs is ignored in the esti-
mation algorithm. In other words, we do not leverage the full potential of
the CFO-dependent observations, which is the cost of detangling the effects
of CFO and AoD. Therefore, this method is expected to be less accurate
than the previous approach, but the complexity is lower and comparable to
Algorithm 2.

Once an estimate of the CFO is obtained, it is possible to remove its effect
from the observations as in (B.40), and then apply the temporal decoding and
R 2-D grid searchs to find estimates of AoDs, as explained in Sec. 5.2.1. The
algorithm is summarized in Algorithm 4.

Remark (Operation under the presence of LoS): Note that (B.50) is a
valid representation irrespective of whether the LoS path exists or not. In
case the LoS exists, the coding matrix will change to C = [c0, c1, · · · , cR]
and H ∈ C(R+1)×M/L. Theoretically, it is possible to use the approach in
Algorithm 4 to estimate the CFO in case LoS exists, but under the assumption
of dominant LoS, the performance will be much lower than Algorithm 2.

5.3 Complexity Analysis
A brief complexity analysis is conducted. Assuming a fixed number of grid
points G in each dimension, the channel parameter estimation under LoS
(Algorithm 2) has a complexity of O(GM + RG2M + R2), where the first
term denotes the CFO estimation complexity, the second term corresponds
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the AoD estimation complexity and the third term shows the localization
time based on (B.33). The NLoS-ML estimation approach (Algorithm 3) has
a complexity of O(RG3M+R2) which reflects the fact that we need to perform
3-D estimations. The NLoS low-complexity unstructured estimation approach
(Algorithm 4) has a complexity of O(GM + RG2M + R2), which illustrates
that the complexity returns to the level of under LoS case with the expense
of a reduction in performance which will be demonstrated in Sec. 6.

6 Numerical Results
In this section, we validate the proposed methods for LoS detection, channel
estimation and localization in both the presence and absence of the LoS path
between the BS and the UE. Several sensitivity studies will also be reported.

6.1 Scenario, Performance Metric and Simulation Setup
We consider a scenario with R = 2 RIS, which is the minimal configuration
needed to make the localization problem identifiable. The system parameters
are summarized in Table 1. First, we will assume that we know whether
the LoS exists or not, therefore we will only focus on the performance of
the estimators, with and without the presence of LoS. Next, we will relax the
aforementioned assumption to assess the performance of the detector together
with the estimators.

The path gains (due to propagation loss) α0, α1 and α2 in (B.11) are de-
termined based on the free space path-loss (FSPL) model, containing random
phases between [0, 2π), similar to [45]:

|α0| = λ

4πdBS-UE
(B.59)

|αr| = λ2

16π2dBS-RISrdRISr-UE
, r = 1, 2, (B.60)

where the effective area of each RIS element has been assumed to be λ2/4π,
dI-J, I = {BS, RISr}, J = {UE, RISr} is the distance between the entity I and
the entity J. In order to assess the performance of the estimators, we calcu-
late the root mean-squared error (RMSE) of our estimates averaged over 100
Monte-Carlo trials, and then compare them with Cramér-Rao bound (CRB)
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Table 1: Simulations Parameters

Parameters Symbol Value

Number of RISs R 2
Wavelength λ 1 cm
Sampling time Ts 10 µsec
RIS dimensions N 64 × 64
RIS element spacing d 0.5 cm
Speed of Light c 3 × 108 m/s
Noise PSD N0 -174 dBm/Hz
UE’s Noise Figure nf 8 dB
Noise power σ2 N0/Ts × nf W
Number of Transmissions M 256
BS position pb [0, 0, 0] m
UE position p [5, 2, 0.5] m
RIS1 position pRIS,1 [10, -10, 0] m
RIS2 position pRIS,2 [0, 10, 0] m
RIS1 rotation matrix R1 Rz(θ = 0)
RIS2 rotation matrix R2 Rz(θ = π)

as the benchmark. More details on how we derive CRB of different unknowns
in our setup are provided in Appendix 2. To assess the performance of the
detector, the false alarm probability is calculated over 500 Monte-Carlo trials,
and the threshold is chosen numerically to attain a detection probability close
to 1. The detection performance turns out to be relatively insensitive to the
value of the threshold for the power levels considered in the simulations. To
address two NLoS estimation algorithms, we refer to Algorithm 3 as NLoS-
ML estimator and Algorithm 4 as NLoS-LC (low complexity) estimator (with
respect to NLoS-ML estimator) throughout this section.
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6.2 Localization under LoS

In this section, we investigate the accuracy of our proposed estimation algo-
rithm, Algorithm 2, in Sec. 5.1 under the assumption that a dominant LoS
path exists between the BS and the UE. To do so, we find the RMSE of the
CFO, AoDs, and position, and compare them to the CRBs. For achieving
higher precision estimates, we employ the quasi-Newton algorithm to perform
1-D CFO refinement and two 2-D AoD refinements.

6.2.1 Channel Parameter Estimation

In Fig. 2, the RMSE of CFO together with the CRB are depicted versus the
transmit power P . The CFO is fixed to −40 kHz5. Since the LoS is dominant,
even at low transmit power we manage to achieve the bound. Fig. 3 shows
the RMSE of AoDs versus transmit power for RIS1 and RIS2. We will refer
to AoD for RIS1 as AoD1 and AoD for RIS2 as AoD2. It can be observed
that the bounds related to the azimuth and elevation angles of AoD2 are
smaller than those of AoD1, and with our algorithm it is possible to achieve
the CRB at lower transmit power for AoD2 than for AoD1. The reason is as
follows: According to Table 1, RIS2 is closer to the BS and the UE than RIS1,
suggesting that α1 < α2. Since the received power at the UE through BS-
RIS2-UE path is larger than through BS-RIS1-UE, it is easier to estimate AoD
from RIS2 than from RIS1, resulting in lower CRB and RMSE. Overall, Fig. 2
and Fig. 3 demonstrate the effectiveness of the channel estimation algorithm
in Algorithm 2, indicating convergence to the theoretical bounds already at
low transmit powers.

6.2.2 Localization

Fig. 4 shows the RMSE and the CRB on location estimation against the
transmit power. It can be observed that the proposed localization algorithm
in Sec. 4.2 can attain the bound at the transmit power for which the RMSE
of both AoDs have attained their respective bounds, as expected.

5Later, in Fig. 10, we show that the CRB and RMSE from our algorithms remain nearly
constant across different CFO values, making the choice of ν = −40 kHz arbitrary.
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Figure 2: LoS case, CFO estimation performance vs. transmit power.
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Figure 3: LoS case, AoD1 and AoD2 estimation performance vs. transmit power.
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Figure 4: LoS case, position estimation performance vs. transmit power.

6.3 Localization without LoS
In this subsection, we perform the same experiments as explained in the pre-
vious subsection for measurements that do not contain the LoS path contri-
bution in (B.11), using the two approaches, Algorithm 3 and Algorithm 4,
as explained in Sec. 5.2 and compare the results. To obtain more accurate
estimates, we utilize the quasi-Newton algorithm to perform 5-D CFO/AoD
refinement using the objective function in (B.28).

6.3.1 Channel Parameter Estimation

Fig. 5 and 6 show the RMSE of CFO and AoDs versus transmit power accord-
ing to the NLoS-ML estimator (Algorithm 3) and low-complexity unstructured
(marked by NLoS-LC - Algorithm 4) estimator. The results show that with
NLoS-ML estimator, it is possible to touch the bound at lower transmit power
(about half) comparing to the NLoS-LC estimator. This advantage is achieved
at the expense of higher complexity comparing to the NLoS-LC estimator.
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Figure 5: NLoS case, CFO estimation performance vs. transmit power.

6.3.2 Localization

Accordingly, Fig. 7 represents the positional RMSE versus transmit power for
two approaches. It can be observed that it is possible to achieve the bound
at lower transmit power in NLoS-ML estimator than in NLoS-LC estimator,
as previous results suggested. Similar to the results presented in Sec. 6.2 for
the scenario with LoS, Fig. 5, Fig. 6 and Fig. 7 reveal the effectiveness of
Algorithm 3 and Algorithm 4, as well as the localization algorithm in Sec. 4.2
to solve (B.30).

Remark: The sharp decline in RMSE observed in figures such as Fig. 3,
Fig. 4, etc. is attributed to a well-known phenomenon known as waterfall be-
havior [46], [47]. This phenomenon occurs when increasing the transmit power
leads to a point where the signal begins to dominate the noise. Consequently,
the RMSE converges to the CRB, resulting in a rapid drop-off in RMSE [6],
[23], [28].

Remark: It is worth noting that while the presented optimization prob-
lems in Sec. 4 are not globally convex, they exhibit local convexity around
the ML estimate. The effectiveness of our proposed initialization methods is
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Figure 6: NLoS case, AoD1 and AoD2 estimation performance vs. transmit power.
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Figure 7: NLoS case, position estimation performance vs. transmit power.

validated by the fact that the final estimates consistently achieve the CRB,
confirming that gradient descent successfully converges to the correct solution
when initialized appropriately.

6.4 Joint LoS Detection and localization
Here, we analyze the results of the presented LoS detector (Algorithm 1) using
two alternative NLoS estimators, i.e. NLoS-ML estimator (Algorithm 3) and
NLoS-LC estimator (Algorithm 4).

Fig. 8 shows the false alarm probability vs. transmit power for different
estimators presented in Sec. 5.2. By false alarm, we refer to the case that
a LoS path does not exist but the detector declares that a LoS path exists.
While using NLoS-ML estimator (Algorithm 3) in case of NLoS hypothesis
yields almost all zero false alarm probability within the desired transmit power
range, using low-complexity approach (Algorithm 4) results in non-zero false
alarm probability. This outcome is due to the fact that the quality of our
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detector is closely tied to the accuracy of the corresponding estimator, which
is noticeably compromised in case of low-complexity estimator.

Fig. 9 presents the positioning RMSE and CRB versus transmit power with
LoS and without LoS respectively. It should be pointed out that the CRB
in LoS and NLoS scenarios are almost the same, reflecting the fact that the
LoS path does not convey any significant localization information. When LoS
exists, the performance of the detector using either estimator are similar, since
the detector is able to detect the presence of LoS, then the positional RMSE
is based on the output of the LoS algorithm and is similar to Fig. 4. On
the other hand, when LoS does not exist, by using NLoS-ML estimator the
detector is able to verify that LoS path does not exist even at low transmit
power (cf. Fig. 8), therefore the positional RMSE is calculated using the
output of the NLoS algorithm and the results are similar to Fig. 7 with NLoS-
NLoS-ML estimator. In case of using NLoS-LC estimator, we observe non-
zero false alarm probability in Fig. 8, but according to Fig. 7, using NLoS-LC
estimator already results in poor RMSE at medium transmit power, therefore
the non-zero false alarm probability does not considerably affect the estimation
accuracy comparing to Fig. 7.

6.5 Comparison with Existing Methods
Here, we compare our proposed CFO-aware localization method to a CFO-
agnostic localization method (similar to the one proposed in [23]) to highlight
the effect of CFO estimation on the quality of our positioning outcome. The
result is shown in Fig. 10 for both the LoS scenario (denoted by the leg-
end ’RMSE-LoS-noCFO’) and OLoS scenario (denoted by the legend ’RMSE-
NLoS-noCFO’). The transmit power is fixed to P = 35 dBm. It can be
observed that when we ignore the presence of CFO and bypass the CFO
estimation step, the RMSE of the estimated position is close to the bound
only for very small CFO and deviates from the CRB for larger CFO, with
faster deviation when LoS path exists. The reason is that the LoS component
behaves as a strong source of interference when the CFO is not accounted
for, resulting in high inter-RIS interference in RIS path separation based on
temporal coding, as pointed out in Sec. 3.2. As a result, the quality of the
subsequent AoDs and position estimation significantly deteriorates for non-
zero CFO. For the sake of comparison, the RMSEs achieved by the proposed
estimation algorithms and the corresponding CRBs are also depicted (denoted
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Figure 8: False alarm probability as a function of the transmit power.

by the legends ’RMSE-LoS’, ’RMSE-NLoS-ML’ for the NLoS-ML estimator
and ’RMSE-NLoS-LC’ for the NLoS-LC estimator), which shows that using
our proposed algorithms, regardless of the value of CFO, it is possible to es-
timate the position with an accuracy matching the theoretical limits, proving
the robustness of our proposed algorithms against increasing CFO values.

6.6 Sensitivity Analysis to Uncontrolled Multipath
Here, we discuss the performance of our estimators in presence of uncontrolled
MPCs in the LoS BS-UE channel and the NLoS BS-RIS-UE channel. To
account for MPCs, the BS-UE channel and the channel between the RISs and
the UE are modeled as Rician [48], [49]. The BS-RIS path is typically regarded
as a LoS path because the BS is considered to be directive and the positions of
BS and RISs are known [50], [51]. Given our scenario with single-antenna BS
and two RISs at different positions, the BS cannot be directive towards both
RISs simultaneously. Thus, a more realistic approach would be to consider
MPCs in the channel between the BS and the RISs as well. This results in an
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Figure 9: Position estimation performance vs. transmit power, using LoS detector,
in LoS and NLoS cases.
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Figure 10: CFO sensitivity analysis, with and without LoS, P = 35dBm.
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updated version of the received signal in (B.11):

y = yMPC
LoS +

2∑
r=1

yMPC
RISr + n, (B.61)

where yMPC
LoS denotes the LoS path including MPCs, defined as

yMPC
LoS =

√
Pα0

(√
κ0

κ0 + 1 +
√

1
κ0 + 1 h̃

)
b(ν) , (B.62)

and yMPC
NLoS denotes the aggregation of the RIS paths together with their MPCs,

given by

yMPC
RISr =

√
Pαr

((√ κBr
κBr + 1W

T
r +

√
1

κBr + 1V
T
r

)
×(√ κRr

κRr + 1a(θr) +
√

1
κRr + 1 h̃r

))
⊙ b(ν). (B.63)

Here, κ0, κBr, κRr are the Rician factors and h̃ ∼ CN (0, 1), h̃Br ∼ CN (0, I),
h̃r ∼ CN (0, I) are the MPC (excluding the direct path) in the BS-UE, BS-
rthRIS and rthRIS-UE paths respectively, and Vr ≜ [h̃Br ⊙ γr,0 · · · h̃Br ⊙
γr,M−1] ∈ CN×M . For sufficiently large κ0, κBr and κRr, (B.61) will converge
to (B.11). The details on how (B.61) is derived are explained in Appendix 3.

Fig. 11 shows the effect of MPC on our estimators, in which we take κBr =
κRr = κ0 = κ for the sake of simplicity. The transmit power is chosen to be
P = 35 dBm. It can be observed that with κ as small as 10, sub-dm accuracy
can be achieved and that the proposed algorithms can attain near-optimal
performance in the sense of converging to the bounds when the direct paths
in the BS-RIS, RIS-UE and BS-UE channels are 20 dB stronger than MPCs
(i.e., when κ = 100).

Operating at a frequency of 30 GHz, we expect the Rician factor to be
significant, indicating that the LoS and RIS paths will dominate and that the
MPC will generally be weak. However, we must acknowledge that in scenar-
ios where the Rician factor is low, the stochastic nature of NLoS components
can lead to performance degradation. For example, strong ground reflections
from the RIS may introduce substantial interference, complicating the res-
olution of multipath effects. This limitation underscores the importance of
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Figure 11: Position estimation performance in presence of MPC vs. κ at P = 35
dBm.

considering environmental conditions when interpreting results. Thus, while
our findings are promising under typical conditions, they also highlight the
challenges posed by strong multipath reflections and the inherent limitations
of our approach.

6.7 Sensitivity Analysis to UE Velocity
Here, we analyze the performance of our estimators in the presence of UE
mobility with velocity v. To account for the impact of UE motion, we extend
the received signal model in (B.11) as

y =
√
P
(
α0 b(ν0) +

R∑
i=1

αi (W T
i a(θi)) ⊙ b(νi)

)
+ n , (B.64)

where ν0 = vb/λ + ν, vb = vT(pb − p0)/ ∥pb − p0∥ , and νi = vRIS,i/λ +
ν , vRIS,i = vT(pRIS,i − p0)/ ∥pRIS,i − p0∥ and p0 represents the UE’s initial
position. In Fig. 12, we illustrate how the performance of our estimators
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Figure 12: Position estimation performance vs. UE speed at P = 35 dBm.

varies with UE speed ∥v∥ for R = 2. The direction of the UE velocity is
fixed to v/ ∥v∥ = [1, 0, 0]T. As expected, our algorithm performs well only for
very low UE speeds, as our frugal setup is specifically designed for localizing
a stationary UE. Higher UE mobility introduces errors that our approach is
not optimized to handle. Hence, the gap between the RMSE and the CRB
increases with increasing ∥v∥ due to mismatch between the assumed model in
(B.11) and the true one in (B.64).

6.8 Analysis on Ergodic Capacity
To further evaluate the performance of our proposed RIS-enabled localiza-
tion and synchronization system, we analyze the ergodic capacity when the
RISs are steered towards the estimated UE position while compensating for
the AoA from the BS at the same time. The received SNR at the true UE
position is then computed using the received signal model. The ergodic ca-
pacity is calculated as E[log2(1 + SNR)], where SNR is calculated at the true
UE position. In Fig. 13, the capacity under LoS, NLoS-ML and NLoS-LC
scenarios/algorithms is shown. In case of LoS, due to the dominance of the
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Figure 13: Ergodic capacity vs. transmit power.

LoS path, we cannot observe the effect of accurate localization. In case of
NLoS, we can observe an increase in the capacity when accurate positioning
is achieved.

6.9 Analysis of Localization Bound with Increasing Number
of RISs

In the previous subsections, we have considered the minimal hardware infras-
tructure necessary for enabling localization and synchronization. Here, we
analyze the impact of increasing the number of RISs on the CRB of position
estimation, where LoS path exists. The RISs are arranged symmetrically on a
square centered at the origin, where the BS is located. The RIS phase profiles
are chosen randomly. Fig. 14 shows how the CRB on positioning changes as
we add more RISs, in the presence of a LoS path. The results suggest that
adding more RISs improves positioning accuracy, especially when going from
two to three, where we achieve sub-millimeter precision. This improvement
comes from the additional redundant measurements provided by the new RISs.
However, after reaching six RISs, the improvement saturates.
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Figure 14: Position error bound vs. number of RIS at P = 35 dBm.

7 Conclusion
In this paper, we presented a novel approach for frugal 3-D-localization and
frequency synchronization of a single-antenna stationary UE using SISO RIS-
enabled communication, even in the absence of a LoS path between the BS
and the UE. Our resource-efficient method leverages a single-antenna BS
and multiple RISs under NB communication, which significantly reduces the
system’s complexity and cost.

We developed various estimation algorithms as well as a GLRT-based LoS
detector to test the presence of the LoS path. Our approach addresses both
LoS and NLoS scenarios with tailored estimation algorithms for each case. Ex-
tensive simulation results demonstrated that our method achieves theoretical
performance bounds in medium to high transmit power regimes, confirming
the feasibility of localizing a single-antenna UE efficiently with minimal spec-
trum and BS antenna resources.

We also highlighted the critical importance of CFO estimation in accurate
positioning by comparing our results with a previous work which is a CFO-
agnostic approach. Simulations showed that neglecting CFO estimation leads
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to reduced performance, emphasizing the necessity of accurate CFO estima-
tion in our framework. Moreover, we validated the robustness of our approach
in a simulated environment with multi-path components, demonstrating near-
theoretical performance with a Rician factor as small as 10. Furthermore, we
analyzed the impact of UE mobility on our approach and confirmed that while
our algorithm remains effective for very low UE speeds, its performance de-
grades as mobility increases. The results validate that our frugal setup is
best suited for stationary UE localization, with higher UE speeds introducing
estimation errors beyond its designed capabilities.

The computational efficiency of our estimation algorithms is designed to be
practical for real-world applications, with complexities that are quadratic or
cubic in relation to the number of grid points. Furthermore, the feasibility
of implementing these algorithms will depend on the processing capabilities
of the hardware used and the potential for parallel computation, which can
significantly enhance their performance in practical scenarios.

Our results show that it is possible to achieve high-accuracy localization of
a single-antenna UE with parsimonious use of spectral and spatial resources,
making our method highly practical and efficient. This work sets a foundation
for developing more resource-efficient localization systems towards sustainable
6G deployments. In a nutshell, our results highlight the potential for frugal
usage of hardware and spectral resources to meet localization demands in real-
world networks, facilitating cost-effective implementation without compromis-
ing accuracy. Future research could explore the frugal localization of mobile
UEs, addressing the additional challenges posed by dynamic environments.
Investigating these scenarios could enhance the robustness and applicability
of RIS-enabled communication systems. We plan to perform real-world ex-
periments to validate the proposed frugal localization approach in realistic
scenarios.
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1 RIS Phase Profile - Temporal Coding
By applying (B.15) and (B.16) we have

[y0]k =
√
P

4 α0
(
(+1)ej2π(4k)Tsν + (+1)ej2π(4k+1)Tsν+

(+1)ej2π(4k+2)Tsν + (+1)ej2π(4k+3)Tsν
)
+

√
P

4 α1
(

(+g1(ϕ1,θ1, k)) ej2π(4k)Tsν+

(−g1(ϕ1,θ1, k)) ej2π(4k+1)Tsν+

(+g1(ϕ1,θ1, k)) ej2π(4k+2)Tsν+

(−g1(ϕ1,θ1, k)) ej2π(4k+3)Tsν
)
+

√
P

4 α2
(

(+g2(ϕ2,θ2, k)) ej2π(4k)Tsν+

(+g2(ϕ2,θ2, k)) ej2π(4k+1)Tsν+

(−g2(ϕ2,θ2, k)) ej2π(4k+2)Tsν+

(−g2(ϕ2,θ2, k)) ej2π(4k+3)Tsν
)

+ [ñ0]k, (B.65)

[y1]k =
√
P

4 α0
(
(+1)ej2π(4k)Tsν + (−1)ej2π(4k+1)Tsν+

(+1)ej2π(4k+2)Tsν + (−1)ej2π(4k+3)Tsν
)
+

√
P

4 α1
(

(+g1(ϕ1,θ1, k)) ej2π(4k)Tsν+

(+g1(ϕ1,θ1, k)) ej2π(4k+1)Tsν+

(+g1(ϕ1,θ1, k)) ej2π(4k+2)Tsν+

(+g1(ϕ1,θ1, k)) ej2π(4k+3)Tsν
)
+

√
P

4 α2
(

(+g2(ϕ2,θ2, k)) ej2π(4k)Tsν+

(−g2(ϕ2,θ2, k)) ej2π(4k+1)Tsν+

(−g2(ϕ2,θ2, k)) ej2π(4k+2)Tsν+

(+g2(ϕ2,θ2, k)) ej2π(4k+3)Tsν
)

+ [ñ1]k, (B.66)
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[y2]k =
√
P

4 α0
(
(+1)ej2π(4k)Tsν + (+1)ej2π(4k+1)Tsν+

(−1)ej2π(4k+2)Tsν + (−1)ej2π(4k+3)Tsν
)
+

√
P

4 α1
(

(+g1(ϕ1,θ1, k)) ej2π(4k)Tsν+

(−g1(ϕ1,θ1, k)) ej2π(4k+1)Tsν+

(−g1(ϕ1,θ1, k)) ej2π(4k+2)Tsν+

(+g1(ϕ1,θ1, k)) ej2π(4k+3)Tsν
)
+

√
P

4 α2
(

(+g2(ϕ2,θ2, k)) ej2π(4k)Tsν+

(+g2(ϕ2,θ2, k)) ej2π(4k+1)Tsν+

(+g2(ϕ2,θ2, k)) ej2π(4k+2)Tsν+

(+g2(ϕ2,θ2, k)) ej2π(4k+3)Tsν
)

+ [ñ2]k, (B.67)

where [ñr]k = 1/4
∑3
l=0[cr]l[n]4k+l.

2 Fisher Information Matrix Analysis

Here, we provide more details about the theoretical limits used to assess the
estimation algorithms. We use Fisher information matrix (FIM) analysis and
evaluate it for the channel parameters and the positional parameters. The
FIM for channel parameters can be found as below [52]

Fch = 2
σ2

M−1∑
m=0

ℜ

{
∂[z]m
∂ηch

(
∂[z]m
∂ηch

)H
}
, (B.68)

where z is the noiseless part of the received signal in (B.11) and ηch ∈
{ηLoS

ch ,ηNLoS
ch }. Then, we can translate Fch to the positional FIM, Fpo, ac-

cordingly Fpo = JTFchJ , where J is the Jacobian matrix with elements
Jm,n = ∂[ηch]m/∂[η]n. and η ∈ {ηLoS,ηNLoS}. In case of measurements with
LoS, J ∈ R10×11 and Fpo ∈ R10, and in case of measurements without LoS,
J ∈ R8×9 and Fpo ∈ R8.

Finally in terms of the error bounds, in case of measurements with LoS, the
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position error bound (PEB) can be calculated by

PEB =
√

trace
(
[F−1

po ]7:9,7:9
)
, (B.69)

and the error bound on CFO can be found by
(
E
[
(ν − ν̃)2])1/2 ≥

(
[F−1

po ]10,10
)1/2

.

In case of measurements without LoS, PEB can be found using PEB =(
trace([F−1

po ]5:7,5:7)
)1/2

, and the error bound on CFO can be calculated ac-
cordingly using

(
[F−1

po ]8,8
)1/2

. Error bounds on other parameters can be cal-
culated similarly.

3 Received signal model in the presence of
multi-path components

The received signal at the mth transmission is

ym =
√
P
(

hBS-UE +
2∑
r=1

hT
BS-RISr(ϕr)diag(γr,m)hRISr-UE(θr)

)
× ej2πmTsν + nm. (B.70)

Here, hBS-UE is the channel between the BS and the UE, hBS-RISr(ϕr) is
the channel between the BS and the rthRIS and hRISr-UE(θr) is the channel
between the rthRIS and the UE as below

hBS-UE = α0

(√ κ0

κ0 + 1 +
√

1
κ0 + 1 h̃

)
, (B.71)

hBS-RISr(ϕr) = αBr

(√ κBr
κBr + 1a(ϕr) +

√
1

κBr + 1 h̃Br
)
, (B.72)

hRISr-UE(θr) = αRr

(√ κRr
κRr + 1a(θr) +

√
1

κRr + 1 h̃r
)
, (B.73)
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and αBrαRr = αr. Therefore, ym would be

ym =
√
P
(

hBS-UE +
2∑
r=1

αBr

(√ κBr
κBr + 1[Wr]TmhRISr-UE(θr)

+
√

1
κBr + 1(h̃T

Br ⊙ γT
r,m)hRISr-UE(θr)

))
ej2πmTsν + nm, (B.74)

where [Wr]m is the mth column of Wr as introduced in (B.9). Therefore, by
defining Vr such that the mth column is [Vr]m = h̃Br ⊙ γr,m, using (B.71)
and (B.73) and concatenating all M measurements, (B.61) will be derived.
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1 Introduction

Abstract

This paper investigates the localization, synchronization, and
speed estimation of a mobile UE leveraging integrated terres-
trial and non-terrestrial networks (NTNs), in particular low
Earth orbit (LEO) satellites. We focus on a minimal setup in
which the UE received signal from only one BS and one LEO
satellite. We derive a generic signal model accounting for mo-
bility, clock and frequency offsets, based on which a hierarchy
of simplified models are proposed and organized by compu-
tational complexity. Estimation algorithms are developed for
each model to facilitate efficient and accurate parameter recov-
ery. Rigorous simulations validate the effectiveness of the pro-
posed models, demonstrating their suitability across diverse
scenarios. The findings highlight how the trade-off between
complexity and performance can be optimized for varying de-
ployment environments and application requirements, offering
valuable insights for 6G positioning and synchronization sys-
tems under user mobility.

1 Introduction

NON-terrestrial networks (NTNs) are becoming a critical component in
the evolution of wireless communication systems, particularly in the

transition from 5G to 6G. By integrating satellite systems, high altitude plat-
form station (HAPS), and airborne networks, NTNs aim to provide ubiquitous
and seamless global coverage, addressing connectivity gaps in under-served
and remote regions [1], [2]. Beyond communication, NTNs have the potential
to transform localization services by enabling global, high-precision position-
ing that is essential for a variety of emerging 6G applications [3], [4]. Among
various NTN technologies, low Earth orbit (LEO) satellites stand out due to
their low latency, high capacity, and scalability through large constellations
[3], [5]. These capabilities make LEO satellites highly effective for critical lo-
calization applications such as autonomous driving (AD) and advanced driver-
assistance systems (ADAS), where accuracy, reliability, and global availability
are essential [2], [5]. By complementing terrestrial systems, NTNs are shaping
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the future of integrated localization and communication frameworks, enabling
safe and efficient operation of autonomous vehicles, industrial automation,
and other next-generation services [1], [3].

Building on these capabilities, recent research has explored integrated po-
sitioning frameworks that combine non-terrestrial and terrestrial networks to
address the stringent requirements of safety-critical applications [6], [7]. These
applications demand high reliability and accuracy to ensure safe operations
under diverse conditions, such as urban environments with multipath interfer-
ence and remote areas with limited terrestrial coverage. Positioning is increas-
ingly central to the vision of 6G, enabling a range of advanced applications
[8]. The design of integrated positioning systems leveraging the complemen-
tary strengths of terrestrial and non-terrestrial infrastructures has become a
key focus in realizing the next-generation communication and sensing ecosys-
tem [2], [9].

Terrestrial cellular networks have been widely utilized for positioning ser-
vices, but they face several critical limitations that impact accuracy and reli-
ability [10]. Precise synchronization between base stations (BSs) and mobile
devices is required for accurate positioning, yet many cellular networks lack
the stringent synchronization mechanisms needed for high-precision localiza-
tion [11]. Another challenge is the limited coverage, as most positioning so-
lutions require connection to at least four BSs, placing high demands on the
infrastructure, compared to communication [12]. On the other hand, LEO
satellite systems offer global coverage and have been proposed as a solution
to enhance positioning services, considering both opportunistic form [13] and
as part of 6G [4], [14]. However, they also encounter specific limitations. The
high mobility of LEO satellites leads to rapidly changing satellite geometries,
causing high Doppler shifts [15]. Furthermore, the beam patterns of LEO
satellites, designed for communication purposes, often have narrow beam-
widths for maximizing spectral efficiency, which conflicts with the broader,
overlapping beams needed for accurate positioning. Interference management
between overlapping beams in dense LEO constellations further complicates
the system design [4].

Integrating terrestrial and NTN has attracted significant research interest
due to the complementary strengths of these systems, both for communica-
tion [16]–[18] and for localization [9], [19]–[23]. Cellular networks, with their
dense infrastructure and advanced signal processing capabilities, provide re-
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Figure 1: TN-NTN integrated setup to localize the moving UE.
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liable positioning in urban areas, whereas NTNs, particularly LEO satellites,
offer global coverage and resilience in rural or global navigation satellite sys-
tem (GNSS)-denied environments. Recent studies have demonstrated the po-
tential of 5G positioning reference signals to support integrated terrestrial-
NTN scenarios, addressing challenges like Doppler shifts and interference in
LEO-based networks [20], [21]. Fusion-based approaches, such as combining
pseudorange and angle-of-arrival (AoA) measurements, have shown promise in
enhancing positioning accuracy under low observability [23]. This integrated
framework can bridge the performance gaps of individual systems, providing
robust, precise positioning for emerging 6G applications.

In this paper, we explore the fusion of NTN positioning, more specifically
LEO positioning, with cellular positioning. The setup to be used comprises
one multi-antenna BS together with a time and frequency-synchronous single
antenna LEO satellite transmitting to a single-antenna mobile user equipment
(UE) which has an unknown clock offset and frequency offset with respect to
the BS and LEO satellite. The objective is to find the position of the UE
as well as the magnitude of velocity (speed), and clock and frequency offsets.
The contributions of this paper are listed as follows:

• Discrete-time channel modeling of the integrated LEO-cellular
network: We derive a sophisticated generative model based on the
integration of BS-UE and satellite-UE communication that accounts
for the slow-time and fast-time Doppler, intersubcarrier Doppler ef-
fect, inter-carrier interference (ICI) as well as time-varying angle-of-
departure (AoD) and path gains resulting from the UE’s motion. The
satellite and BS are assumed to be synchronized; but the UE is not, lead-
ing to an unknown initial clock offset as well as an unknown frequency
offset.

• Simplified channel modeling based on the derived generative
model: We developed four simplified models based on the derived gen-
erative model in increasing order of complexity. The first one is a
conventional communication orthogonal frequency division multiplex-
ing (OFDM) model with a constant phase rotation over the observation
window. The second model considers the slow-time Doppler effect on
the carrier frequency, where the Doppler is modeled as a phase rota-
tion across OFDM symbols. The third model considers not only the
slow-time Doppler effect over the carrier frequency but also over the
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subcarriers, which leads to intersubcarrier Doppler effect [24]. Finally,
our most complex model considers both slow-time and fast-time Doppler
effects, which causes ICI [24], [25].

• Low complexity positioning and synchronization: We design low-
complexity algorithms for estimating the channel parameters, namely,
the propagation delays, Doppler shifts, and AoD. These algorithms
enable the estimation of the user’s position, velocity magnitude, initial
clock offset, and frequency offset based on simplified models.

• Model Evaluation and Selection: We assess the simplified models
using the Cramér-Rao bound (CRB) and a bias metric derived from
the misspecified Cramér-Rao bound (MCRB), which quantifies the per-
formance degradation caused by using a mismatched estimation model
instead of the true generative model. This analysis provides insight
into how well the simplified models approximate the generative model,
achieving acceptable localization performance while keeping estimation
complexity low. These results guide the selection of the most suitable
simplified model based on application requirements and deployment sce-
narios.

Notation: Vectors and matrices are shown by bold-face lower-case and bold-
face upper-case letters respectively. The notations (.)T and (.)H represent
transpose and hermitian transpose. All one vector with size n denoted by
1n. The L2 norm of a vector is shown by ∥.∥. The Hadamard product and
convolution are represented by ⊙ and ∗ respectively. The set of real numbers
and complex numbers are shown by R and C respectively. The delta Dirac
function is represented by δ(.). The function rect(x) is defined such that
rect(x) = 1 for 0 < x < 1 and is 0 otherwise. The (m,n)th element of the
matrix A is referred to by [A](m,n) and the notation (̃.) represents a passband
signal.

2 System Model

2.1 Scenario
We consider a system consisting of a BS equipped with a uniform planar
array (UPA) of

√
L ×

√
L antennas located at known location pb ∈ R3, a
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LEO satellite with a directional antenna with known and varying location
and velocity ps(t) ∈ R3 and vs(t) ∈ R3, respectively, and a single-antenna
UE. The setup is illustrated in Fig. 1. The UE travels at a constant velocity
v ∈ R3 with known direction v/ ∥v∥ 1, but unknown speed ∥v∥ and unknown
initial location p0 ∈ R3. As a result, the trajectory of the UE is given by
p(t) = p0 + vt. The clock oscillators at the BS and the satellite are assumed
to be synchronized to a common global reference. The clock oscillator at
the UE is assumed to have an unknown initial clock offset, denoted as ∆t,0,
relative to the clock oscillators at the BS and the satellite. Additionally, the
UE’s clock oscillator introduces a carrier frequency offset (CFO) η which is
treated as an unknown.

2.2 Signal and Channel Model
We assume the positioning task is performed using one transmission consisting
M OFDM symbols, each comprising N subcarriers (with a subcarrier spacing
of ∆f ). We assign the even and the odd subcarriers to the signal transmitted
by the BS and the satellite, respectively . The baseband transmit signal at
the base station (zb(t) ∈ CL) is

zb(t) = w(t)xb(t) = w(t)
M−1∑
m=0

xb,m(t), (C.1)

where

xb,m(t) = (C.2)

1√
N

N−1∑
n=0,even n

xn,me
j2πn∆f (t−mTs)q(t−mTs).

Here, q(t) = rect(t/Ts),2 w(t) ∈ CL is the time-varying precoding matrix,
xn,m is the pilot at the nth subcarrier of the mth symbol. The total symbol
duration is Ts = T0+Tcp, where T0 = 1/∆f is the elementary symbol duration,

1The direction can be estimated using inertial sensors (e.g., inertial measurement units
(IMUs)) through dead reckoning or short-term motion tracking, even without reliable
GNSS.

2In case of using a more practical root-raised cosine (RRC) pulse instead of a rectangular
pulse, we need to apply matched filters at the receiver.
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and Tcp is the cyclic prefix duration. Then the transmit signal upconverted
to the carrier frequency fc is z̃b(t) = ℜ{zb(t)ej2πfct}.

The time-varying channel between the BS and the UE (h̃b(t, τ) ∈ CL) can
be expressed as follows, for the lth BS antenna:

h̃b,l(t, τ) = [h̃b(t, τ)]l = αb(t)δ(τ − τpb,l(t)), (C.3)

Here, αb(t) denotes the time-varying real-valued channel gain between the
BS and the UE and τpb,l(t) 3 expresses the time-varying propagation delay
between the lth antenna at the BS and the UE. Therefore, The passband
noise-free received signal at the UE can be written as

ỹb(t) = αb(t)ℜ
{ L∑
l=1

z̃b,l(t− τpb,l(t))
}
. (C.4)

Similar to the BS-UE transmission, the baseband transmit signal at the
satellite is xs(t) =

∑M−1
m=0 xs,m(t), where

xs,m(t) = (C.5)

1√
N

N−1∑
n=0,odd n

xn,me
j2πn∆f (t−mTs)q(t−mTs).

Here, xn,m is the pilot signal transmitted by the satellite. Then the up-
converted transmit signal is s̃s(t) = ℜ{xs(t)ej2πfct}. Let’s denote the time-
varying channel between the satellite and the UE by

h̃s(t, τ) = αs(t)δ(τ − τps (t)), (C.6)

where αs(t) and τps (t) denote the time-varying channel gain and propagation
delay between the satellite and the UE. Therefore, the noise-free received
signal at the UE from the satellite will be

ỹs(t) = αs(t)ℜ
{
s̃s(t− τps (t))

}
. (C.7)

3The superscript ”p” indicates that the delay is purely due to propagation, distinguishing
it from the total effective delay values that will be introduced later.
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Finally, the total passband received signal will be

ỹ(t) = ỹb(t) + ỹs(t) + ñ(t), (C.8)

where ñ(t) is the passband additive white Gaussian noise (AWGN) at the UE,
with one-sided power spectral density N0.

2.3 Geometric Relations

The time-varying propagation delay between the lth antenna of the BS and
the UE is given by

τpb,l(t) = τpb (t) + τpl (t), (C.9)

where τpb (t) = ∥p(t) − pb∥ /c is the delay between the BS phase center and
the UE, and c is the speed of light. Assuming the UE is located in the far-field
region of the BS, the relative delay (or advance) of the lth antenna element
with respect to the phase center is τpl (t) = −(u(θ(t))Tql)/c, where ql ∈ R3 is
the known position of the lth antenna element with respect to the BS phase
center

The unit direction vector u(θ(t)) ∈ R3 captures the orientation of the UE
with respect to the BS, and is defined as
u(θ(t)) = [cos(θel(t)) cos(θaz(t)), cos(θel(t)) sin(θaz(t)), sin(θel(t))]T, where
θ(t) =

[
θel(t), θaz(t)

]T ∈ R2 is the time-varying 2D AoD in the global coordi-
nate system. These angles are computed based on the relative position vector
rb(t) = p(t) − pb from the BS to the UE, as

θel(t) = arcsin
(

[rb(t)]3
∥rb(t)∥

)
, (C.10)

θaz(t) = atan2 ([rb(t)]2, [rb(t)]1) . (C.11)

Finally, the time-varying propagation delay between the satellite and the
UE is given by

τps (t) = ∥p(t) − ps(t)∥
c

. (C.12)
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2.4 Problem Statement
The UE should determine its initial position p0 and its speed ∥v∥, from the
observation ỹ(t) in (C.8), in the presence of the unknown and time-varying
channel parameters, and without being a priori synchronized to the network
(the BS and the satellite). The details of the UE-network asynchrony will be
elaborated in the next section.

3 Generative and Simplified Models
In this section, we begin by introducing the notion of time-varying clock bias;
then, we derive the generative model used to generate observations for the
localization task. To assist algorithm development, we propose four distinct
simplified models, some of which are widely used in the literature. For ease of
reference, the parameters introduced in the following sections are summarized
in Table 1.

3.1 Clock and Frequency Offset
Due to the imperfect clock oscillator at the UE, the notion of time at the UE
differs from that at the BS and satellite. The time reference of the receiver
is denoted by t′ and is supposed to be related to the time reference at the
transmitter thruoght the below relation

t′ = t/(1 − η) + ∆t,0, (C.13)

where t represents the network reference time and ∆t,0 is the initial clock
offset. Hence, for

∣∣η∣∣ ≪ 1 it holds that [26]

∆t(t) = t′ − t = ηt+ ∆t,0. (C.14)

3.2 Generative Model
3.2.1 Continuous-time Model

The received passband signal in the global time reference t in (C.4) and (C.7)
has the below contributions from the BS-UE path and satellite-UE path (see
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Table 1: List of Parameters
Symbol Description
p0 Initial position of the UE
v Velocity vector of the UE
∥v∥ Speed of the UE
p(t) Position of the UE at time t
pb Position of the BS
ps(t) Position of the satellite at time t
vs Velocity of the satellite
vE Earth’s rotational velocity
Ts Total symbol duration
Tcp Cyclic prefix duration
T0 Elementary symbol duration
∆f Subcarrier spacing
ql Position of the lth BS antenna element
θ(t) 2D AoD (elevation, azimuth) at time t, [θel(t), θaz(t)]T
rb(t) Vector from the BS to the UE
τpb,l(t) Propagation delay from lth BS antenna to UE
τpb (t) Propagation delay from BS center to UE
τpl (t) Relative delay from lth antenna to BS center
τps (t) Propagation delay from satellite to UE
∆t,0 Initial clock offset of the UE
η CFO of the UE
t Global (network) reference time
t′ Local time at the UE
∆t(t) Time-varying clock offset
τpi (t) Propagation delay from node i ∈ {b, s} to UE
τpi Initial propagation delay from node i ∈ {b, s} to UE
ψi First-order Doppler term for node i
µi Second-order Doppler term for node i
γi Effective Doppler shift for node i
ϵi Effective Doppler rate for node i
τi Effective initial delay for node i
ψ̄bs Proxy Doppler term for satellite-BS path
vbs Relative velocity between BS and satellite
τbs Estimated delay between BS and satellite
τ res
s Initial residual delay after satellite timing advance
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Appendix 1):

ỹb(t) = (C.15)

ℜ{αb(t)aT(θ(t))w(t− τpb (t))xb (t− τpb (t)) ej2πfc(t−τp
b (t))}

where the array steering vector a(θ(t)) is given by [27]

[a(θ(t))]l = ej(2π/λ)uT(θ(t))ql , (C.16)

and

ỹs(t) = ℜ
{
αs(t)xs (t− τps (t)) ej2πfc(t−τp

s (t))}. (C.17)

It is possible to approximate τpJ (t), (with J ∈ {b, s}) as below: (see Appendix
2)

τpJ (t) = ∥p(t) − pJ∥
c

≈ ∥p0 − pJ∥
c

+ vJ,u

c
t+ aJ,u

2c t
2

= τpJ + ψJt+ 1
2µJt

2,

and τpJ = ∥p0 − pJ∥ /c, ψJ = vJ,u/c, vJ,u = (p0 − pJ)TvJ,u/ ∥p0 − pJ∥, µJ =
aJ,u/c, and aJ,u = (∥vJ,u∥2 − v2

J,u)/ ∥p0 − pJ∥, in which vb,u = v and vs,u =
(v + vE) − vLEO, where vE denotes the Earth rotational velocity.

We can rewrite the received signal in the receiver’s time domain t′ by sub-
stituting t = (t′ − ∆t,0)(1 − η) according to (C.13) as below:

ỹ′(t′) = ỹ′
b(t′) + ỹ′

s(t′) + ñ′(t′)
= ℜ

{
α′

b(t′)a′T(θ′(t′))w′(tb)x′
b (tb) ej2πfctb

+ α′
s(t′)x′

s (ts) ej2πfcts + ñ′(t′)
}
, (C.18)

where α′
b(t′) = αb((t′ −∆t,0)(1−η)), θ′(t′) = θ((t′ −∆t,0)(1−η)). To ease the

notation, we have introduced tb = (1−γb)t′−τb−ϵbt′2, ts = (1−γs)t′−τs−ϵst′2
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and define w′(tb) = w((1 − γb)t′ − τb − ϵbt
′2), and

γJ = ψJ(1 − η) + η − µJ(1 − η)2∆t,0, (C.19a)
ϵJ = 1/2µJ(1 − η)2, (C.19b)
τJ = τpJ + ∆t,0(1 − η)(1 − ψJ) + 1/2µJ∆2

t,0(1 − η)2, (C.19c)

where J ∈ {b, s}. Here, γJ, ϵJ, and τJ can be interpreted as the effective
Doppler shift, effective Doppler rate, and effective delay, respectively, in a
system affected by clock offset, carrier frequency offset, and time-varying
Doppler. This completes the continuous-time generative model, accounting
for both first- and second-order Doppler effects as well as the asynchrony
between the UE and the network.

3.2.2 Doppler and Time Precompensation

Based on (C.18), the received frequency through the BS-UE path is fc(1−γb)
and through the satellite-UE path is fc(1 − γs). This results in a significant
Doppler spread of the received signal, which causes limitations in low-pass
filtering prior to sampling at the receiver. Although γb is unknown and much
smaller than γs, a significant portion of γs can be determined from the known
satellite velocity and position, as well as the known BS position, under the
assumption that the UE is in close proximity to the BS. Consequently, it is
feasible to apply a frequency (Doppler) precompensation at the satellite prior
to transmission, thereby rendering the Doppler shifts in the received signals
through different paths more comparable and reducing the overall Doppler
spread. To achieve this, a proxy for γs, denoted by ψ̄bs, can be estimated as
follows (where the subscript ‘bs’ represents satellite-BS path):

ψ̄bs = vbs/c, (C.20)
vbs = (pb − ps)Tvbs/ ∥pb − ps∥ , (C.21)
vbs = vE − vLEO. (C.22)

Then, we can utilize ψ̄bs to adjust the transmit frequency at the satellite to
f̄c = fc/(1−ψ̄bs). With this Doppler precompensation, the received frequency
in the satellite-UE path is changed from fc(1 − γs) to fc(1 − γs)/(1 − ψ̄bs).

Similarly, in the time domain, the propagation delay experienced by the
signal in the satellite-UE path is considerably larger than that in the BS-
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UE path. Nevertheless, a significant portion of the satellite-UE propagation
delay is already known from the satellite and BS positions, as well as the
UE’s proximity to the BS. Hence, it is possible to apply timing advance at
the satellite to reduce the delay spread in the received signal. Analogous to
Doppler precompensation, a rough estimate of τps can be obtained as below:

τbs = ∥pb − ps∥ /c, (C.23)

and we can then apply a timing advance of τbs to the satellite transmit signal
s(t), expressed as follows:

˜̄ss(t) = ℜ{xs(t+ τbs)ej2πfc(t+τbs)}. (C.24)

In this case, τs is replaced by τ res
s in (C.18) defined as follows:

τ res
s = τs − τbs + ∆t,0(1 − η)(1 − ψs) + 1/2µs∆2

t,0(1 − η)2. (C.25)

3.2.3 Down-Conversion

To downconvert to the baseband, the clock oscillator at the UE generates
e−j2πfct

′ . Consequently, after removing the constant phases, the baseband
signal becomes:

y′(t′) = α′
b(t′)z(t′)

M−1∑
m=0

1√
N

N−1∑
n=0, even n

xn,m

× ej2πn∆f (tb−mTs)e−j2πfc(γbt
′+ϵbt

′2)q(tb −mTs)

+ α′
s(t′)

M−1∑
m=0

1√
N

N−1∑
n=0, odd n

xn,me
−j2πf̄c(γst

′+ϵst
′2)

× ej2πn∆f (tres
s −mTs)ej2π(f̄c−fc)t′q(tres

s −mTs) + ñ′(t′), (C.26)

where z(t′) = aT(θ(t′))w′(tb) and tres
s = (1 − γs)t′ − τ res

s − ϵst
′2
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3.2.4 Discrete-time Model

To obtain the discrete-time received signal, we low-pass filter and sample
(C.26) at t′ = mTs + Tcp + kT0/N + τ0, where k = 0, 1, · · · , N − 1 and

τ0 = min(τb/(1 − η), τs/(1 − η)), (C.27)

denotes the minimum time delay in the receiver time domain making it pos-
sible to sample from the first OFDM symbol. Let us assume that τ0 is de-
tectable (through time acquisition in [28]) and hence we can start the receiver’s
clock at τ0. We can take N samples from each OFDM symbol, resulting in
Y = [y0, · · · ,yM−1] ∈ CN×M where ym,m = 0, · · · ,M − 1 is defined as

ym = yb,m + ys,m + nm, (C.28)

with

yb,m =
√
Pb[Ab](:,m) ⊙ [Z](:,m) ⊙

(
Dq

b(γb, ϵb)

× Fqm,b(γb, ϵb)
(
iqm,b(γb, ϵb) ⊙

((
qb(γb) ⊙ bb(τb)

)
× [cqb(γb, ϵb)]m

)))
⊙ Hq

b(ϵb), (C.29)

ys,m =
√
Ps[As](:,m) ⊙

(
Dq

s (γs, ϵs)Fqs (γs, ϵs)× (C.30)(
iqs (γs, ϵs) ⊙

((
qs(γs) ⊙ bs(τ res

s )
)
[cqs (γs, ϵs)]m

)))
⊙ Hq

s (ϵs).

The superscript ‘q’ is used to underscore that the corresponding matrices/vectors
contain quadratic terms, which originate from (C.18). The different matrices
defined above are used to capture the different effects:

• Time variations: [Ab](:,m), [As](:,m) and [Z](:,m) comprise the samples
of α′

b(t′), α′
s(t′) and z(t′), respectively.

• Inter-carrier interference: The diagonal matrices Dq
b(γb, ϵb) ∈ CN×N

and Dq
s (γs, ϵs) ∈ CN×N denote ICI in the BS-UE and satellite-UE paths,
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respectively. The nth diagonal element of each matrix is defined as:

[Dq
b(γb, ϵb)]k,k = (C.31)

e−j2πfc(γbT0k/N+ϵbT
2
0 k

2/N2+2ϵbTcpT0k/N),

[Dq
s (γs, ϵs)]k,k = e−j2πfc(1−(1−γs)/(1−ψ̄bs))T0k/N (C.32)

× e−j2πfc(ϵsT
2
0 /(1−ψ̄bs)k2/N2+2ϵsTcpT0/(1−ψ̄bs)k/N).

• Slow-time Doppler: The slow-time effect in BS-UE path and satellite-
UE path are denoted by cqb(γb, ϵb) and cqs (γs, ϵs) respectively and defined
as below:

[cqb(γb, ϵb)]m = e−j2πfc(γmTs+ϵbm
2T 2

s +2ϵbmTsTcp), (C.33)

[cqs (γs, ϵs)]m = e−j2πfc((1−(1−γs)/(1−ψ̄bs))mTs)

× e−j2πfc(ϵsm
2T 2

s /(1−ψ̄bs)+2ϵsmTsTcp/(1−ψ̄bs)). (C.34)

• Delay steering vectors: For even n, bb(τ) ∈ CN/2 with

bb(τb) =[1, e−j2π∆f 2τb , · · · e−j2π∆f (N−2)τb ]T. (C.35)

and for odd n,

bs(τ res
s ) = (C.36)

[e−j2π∆fτ
res
s , e−j2π∆f 3τres

s , · · · e−j2π∆f (N−1)τres
s ]T.

• Modified Fourier matrices: For even n, the matrix Fqm,b(γb, ϵb) ∈ CN×N/2

is defined as

[Fqm,b(γb, ϵb)]k,n = 1√
N

× (C.37)

ej2π(k/Nn(1−γb)−ϵbk
2/N2nT0−2ϵbgk/NnT0−2nmϵbk/NTs),
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while for odd n

[Fqm,s(γs, ϵs)]k,n = 1√
N

× (C.38)

ej2π(k/Nn(1−γs)−ϵsk
2/N2nT0−2ϵsgk/NnT0−2nmϵsk/NTs).

• Intersubcarrier Doppler effect: For even n, Iqb(γb, ϵb) ∈ CN/2×M , can be
expressed as

[Iqb(γb, ϵb)]n,m = (C.39)

e−j2π(γbmn(g+1)+nm2ϵb(1+g)Ts+2mnϵbgTs),

while for odd n

[Iqs,m(γs, ϵs)]n,m = (C.40)

e−j2π(γsmn(g+1)+nm2ϵs(1+g)Ts+2mnϵsgTs).

• Intersubcarrier phase offset: For even n, qb(γb) ∈ CN/2, where

qb(γb) = [1, e−j2πγbg2, · · · , e−j2πγbg(N−2)]T, (C.41)

while for odd n

qs(γs) = [e−j2πγsg, · · · , e−j2πγsg(N−1)]T. (C.42)

• Second-order crossed slow/fast-time Doppler effect: Finally,

[Hq
b(ϵb)]k,m = e−j4πfcϵbmTskT0/N , (C.43)

[Hq
s (ϵs)]k,m = e−j4πfc/(1−ψ̄bs)ϵsmTskT0/N . (C.44)

The received signal in (C.28) represents the ‘true’ generative model, which
is highly complex and challenging to handle. In the following subsection, four
simplified models are proposed, arranged in decreasing order of complexity.
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3.3 Simplified Models

In this subsection, four simplified models are introduced based on the true
model (C.28), arranged in descending order of complexity.

3.3.1 Model with constant channel (gain and AoD) and only first-order
Doppler (CCFOD)

This model is derived by neglecting the second-order terms in (C.28). In this
model, the assumption is that the channel gains and AoDs remain constant
throughout the transmission of M OFDM symbols. Specifically, we set µb = 0
and µs = 0, which would change γb and γs in (C.19a) as below

γb = ψb(1 − η) + η, (C.45)
γs = ψs(1 − η) + η. (C.46)

Moreover, we consider αb = αb(t = 0), αs = αs(t = 0), θ = θ(t = 0). Under
these assumptions, the received signal simplifies to the following form:

Y =√
PbαbDb(γb)Fb

(
Ib(γb) ⊙ (bb(τb)(z(θ) ⊙ cb(γb))T)

)
+√

PsαsDs(γs)Fs(γs)
(
Is(γs) ⊙ (bs(τ res

s )cT
s (γs))

)
+ N, (C.47)

where Db(γb) = Dq
b(γb, ϵb = 0), Ds(γs) = Dq

s (γs, ϵs = 0) as below

[Db(γb)]k,k =e−j2πfcγbT0k/N , (C.48)

[Ds(γs)]k,k =e−j2πfc(1−(1−γs)/(1−ψ̄bs))T0k/N . (C.49)
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And Fb = Fqb(γb, ϵb = 0) ≈ Fqb(γb = 0, ϵb = 0), Fs(γs) = Fqs (γs, ϵs = 0) as
below4

[Fb]k,n = 1√
N
ej2πnk/N , for even n, (C.50)

[Fs(γs)]k,n = 1√
N
ej2π(1−γs)nk/N , for odd n. (C.51)

and Ib(γb) = Iqb(γb, ϵb = 0), Is(γs) = Iqs (γs, ϵs = 0) as following

[Ib,m(γb)]n,m =e−j2πγbmn(g+1), for even n, (C.52)

[Is,m(γs)]n,m =e−j2πγsmn(g+1), for odd n, (C.53)

and cb(γb) = cqb(γb, ϵb = 0), cs(γs) = cqs (γs, ϵs = 0) as below

[cb(γb)]m = e−j2πfcγbmTs , (C.54)

[cs(γs)]m = e−j2πfc((1−(1−γs)/(1−ψ̄bs))mTs), (C.55)

and [z(θ)]m = w′T(t′ = mTs + Tcp)a(θ).

3.3.2 Model without ICI (CCFODnoICI)

As the next step towards simplifying (C.28), we neglect ICI and Doppler
effect on subcarriers over fast time as well. Therefore the received signal can
be modeled as

Y =
√
PbαbFb

(
Ib(γb) ⊙ (bb(τb)(z(θ) ⊙ cb(γb))T)

)
+
√
PsαsFs

(
Is(γs) ⊙ (bs(τ res

s )cT
s (γs))

)
+ N. (C.56)

Here, Fs = Fqs (γs = 0, ϵs = 0).

4Since γb is much smaller than γs, and Doppler precompensation in our setup affects only
the carrier frequency, we can approximate Fq

b(γb, ϵb = 0) ≈ Fq
b(γb = 0, ϵb = 0) = Fb,

effectively reducing this matrix to the IDFT matrix. If Doppler precompensation was
applied at both the carrier frequency and the subcarrier levels, Fq

s (γs, ϵs = 0) would
similarly reduce to the IDFT matrix.
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3.3.3 Model with only Slow Doppler (SlowD)

To further simplify the received signal, we neglect the intersubcarrier Doppler
effect as well, leading to

Y =
√
PbαbFb(bb(τb)(z(θ) ⊙ cb(γb))T)

+
√
PsαsFs(bs(τ res

s )cT
s (γs)) + N, (C.57)

in which only the slow-time Doppler effect is present, meaning that the phase
changes for every OFDM symbol and is constant throughout N subcarriers in
each OFDM symbol. This model is common in the OFDM integrated sensing
and communication (ISAC) literature [29].

3.3.4 Communication Coherence Interval Model (Comm)

Finally, we derive the simplest model, where mobility is assumed but the CFO
and Doppler effects are considered negligible due to their minimal impact over
the short observation period. In this model, these effects are treated as a
fixed phase over the entire frame, which can be absorbed into the channel
gain. Consequently, neither slow nor fast time Doppler nor CFO effects are
accounted for, and no phase rotation over time is observed. Under these
assumptions, the received signal can be expressed as follows:

Y =
√
PbαbFb(bb(τb)zT(θ)) +

√
PsαsFs(bs(τ res

s )1T
M ) + N. (C.58)

This model is common in the communication literature [30] and also the po-
sitioning literature under low mobility [31].

4 Estimation Algorithms

In this section, we present the estimation algorithms corresponding to the
proposed simplified models in Section 3.3, starting with the simplest model
and progressing to more complex ones.
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4.1 Channel Parameter Estimation

4.1.1 Model Comm

The channel-domain parameter vector is

χach = [αR, αI, αR, αI, τb, τ
res
s ,θT]T ∈ R8. (C.59)

Since the satellite-UE and BS-UE paths do not share any common unknown
parameters, each path can be analyzed independently. Leveraging the struc-
ture of model Comm, along with the orthogonal subcarriers employed by the
BS and the satellite, the contributions from the BS and satellite can be sepa-
rated as follows:

Ỹb = FH
b Y, (C.60)

Ỹs = FH
s Y. (C.61)

To estimate τ res
s , the following problem needs to be solved:

[τ̂ res
s , α̂s] = arg min

τ,αs

∥∥∥Ỹs − αs
√
Psbs(τ)1T

M

∥∥∥2
, (C.62)

which results in

τ̂ res
s = arg min

τ

∥∥∥Ỹs − α̂s(τ)
√
Psbs(τ)1T

M

∥∥∥2
, (C.63)

where

α̂s(τ) =
∥∥Ỹs1MbH

s (τ)
∥∥2

√
Ps
∥∥bs(τ)1T

M

∥∥2 =
∥∥Ỹs1MbH

s (τ)
∥∥2

√
PsMN/2

. (C.64)

It follows with (C.63) that

τ̂ res
s = arg max

τ

∣∣bH
s (τ)Ỹs1M

∣∣. (C.65)

The problem is initially solved by performing a 1D grid search, which can
then be refined using a 1D quasi-Newton algorithm to obtain more accurate
estimates of τ res

s .
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To estimate τb and θ, the following problem needs to be solved:

[τ̂b, θ̂T, α̂b] = arg min
τ,θ,αb

∥∥∥Ỹb − αb
√
Pbbb(τ)zT(θ)

∥∥∥2
. (C.66)

which results in

[τ̂b, θ̂T] = arg min
τ,θ

∥∥∥Ỹb − α̂b(τ,θ)
√
Pbbb(τ)zT(θ)

∥∥∥2
. (C.67)

where

α̂b(τ,θ) =
∥∥Ỹb(z(θ)∗bH

b (τ))
∥∥2

√
Pb ∥bb(τ)zT(θ)∥2 . (C.68)

The estimation problem (C.66) can be solved using a separate 1D and 2D
grid search, where the initial search employs non-coherent integration over
the OFDM symbols (slow-time) to estimate the delay, as outlined below:

τ̂b = arg max
τ

∣∣bH
b (τ)Ỹb1M

∣∣, (C.69)

followed by coherent integration over the sub-carriers to estimate the 2D AoDs

θ̂ = arg max
θ

∣∣bH
b (τ̂b)Ỹbz

∗(θ)
∣∣. (C.70)

We can refine our estimates using (C.66) by performing the quasi-Newton
algorithm.

4.1.2 Model SlowD

In model SlowD, the channel-domain parameter vector is

χbch = [χach
T, γb, γs]T ∈ R10. (C.71)

Similar to model Comm, the BS-UE and satellite-UE paths can be separated
due to the use of orthogonal subcarriers using (C.60) and (C.61). To estimate
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τ res
s and γs, below problem needs to be solved:

[τ̂ res
s , γ̂s] =

arg min
τ,γ

∥∥∥Ỹs − α̂s(τ, γ)
√
Psbs(τ)cs(γ)T

∥∥∥2
, (C.72)

where

α̂s(τ, γ) =
∥∥Ỹs(c∗

s (γ)bH
s (τ))

∥∥2

√
Ps ∥bs(τ)cs(γ)T∥2 . (C.73)

Since τ res
s is related to the subcarriers and γs is associated with the slow-time

samples, these parameters can be estimated independently using separate grid
searches. To estimate τ res

s , we can perform non-coherent integration over slow-
time and utilize (C.65) to determine τ̂ res

s . Subsequently, this result can be
used to perform coherent integration over the sub-carriers and estimate γs
accordingly:

γ̂s = arg max
γ

∣∣bH
s (τ̂ res

s )Ỹsc∗
s (γ)

∣∣. (C.74)

For estimating parameters in the BS-UE path, the following problem needs
to be solved:

[τ̂b, γb, θ̂T] = arg min
τ,γ,θ∥∥∥Ỹb − α̂b(τ, γ,θ)
√
Pb(bb(τ)(z(θ) ⊙ cb(γ))T)

∥∥∥2
, (C.75)

where

α̂b(τ, γ,θ) =
∥∥Ỹb((z∗(θ) ⊙ c∗

b(γ))bH
b (τ))

∥∥2

√
Pb ∥bb(τ)(z(θ) ⊙ cb(γ))T∥2 . (C.76)

It can be observed that while τb is associated with subcarrier dimension, both
θ and γb vary over slow-time domain. This variation leads to angle-Doppler
coupling in the slow-time domain, and to tackle the estimation problem, a
1D grid search followed by a 3D grid search (2D angle + Doppler) is required
in the basic approach. The 1D grid search is used to estimate τb, and the
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subsequent 3D grid search jointly estimates θ and γb. This complexity can be
reduced by designing the beamforming matrix with repetitive angles over a
subset of the observations, such as the first P samples, similar to the solution
in [32]. For this subset, the beamforming matrix remains fixed, meaning no
angle information is embedded in these observations. As a result, Doppler
can be estimated independently of the angles. Once γb is estimated from this
subset, the full set of observations can then be used to estimate the angles θ,
effectively decoupling the 3D grid search into a 1D Doppler search and a 2D
angle search. Therefore, through non-coherent integration over slow-time and
a 1D delay search, an estimate for τb is obtained using (C.69). Furthermore,
an estimate of γb can be found by coherently integrating over the sub-carriers,
using the estimated delay, and leveraging the first P slow-time samples of Ỹb
as below

γ̂b = arg max
γ

∣∣bH
b (τ̂b)[Ỹb](:,1:P )[c∗

b(γ)](1:P )
∣∣, (C.77)

and then the full set of observations can be utilized with coherent detection
to estimate θ as follows:

θ̂ = arg max
θ

∣∣bH
b (τ̂b)Ỹb(c∗

b(γ̂b) ⊙ z∗(θ))
∣∣. (C.78)

Finally, by performing the quasi-Newton algorithm we can refine our esti-
mates.

4.1.3 Model CCFODnoICI

The channel-domain parameter vector in model CCFODnoICI is identical to
that in model SlowD, as χbch. The process begins by separating the BS-UE
and satellite-UE contributions, using (C.60) and (C.61). To estimate τ res

s and
γs, the following problem needs to be solved:

[τ̂ res
s , γ̂s] = arg min

τ,γ∥∥∥Ỹs − α̂s(τ, γ)
√
PsIs(γ) ⊙ (bs(τ)cs(γ)T)

∥∥∥2
, (C.79)
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where

α̂s(τ, γ) =
∥∥Ỹs(IH

s (γ) ⊙ c∗
s (γ)bH

s (τ))
∥∥2

√
Ps ∥IH

s (γ) ⊙ (bs(τ)cs(γ)T)∥2 . (C.80)

The primary distinction between model CCFODnoICI and model SlowD lies
in the inclusion of the intersubcarrier Doppler effect (Ib(γb) and Is(γs)). Given
that a significant portion of γs is already known from ψ̄bs, this prior knowl-
edge can be leveraged to partially mitigate the intersubcarrier Doppler effect
in the satellite-UE contribution. This can facilitate satellite-UE parameter
estimation. We can estimate γs using non-coherent integration as below

γ̂s = arg max
γ

∣∣1T
N/2(Ỹs ⊙ I∗

s (ψ̄bs))c∗
s (γ)

∣∣, (C.81)

and estimate τ res
s using coherent integration as follows

τ̂ res
s = arg max

τ

∣∣bH
s (τ)(Ỹs ⊙ I∗

s (γ̂s))c∗
s (γ̂s)

∣∣. (C.82)

The term Is(γs) is then utilized to refine these estimates.
To estimate τb, γb and θ, the following problem needs to be solved:

[τ̂b, γb, θ̂T] = arg min
τ,γ,θ

||Ỹb−

α̂b(τ, γ,θ)
√
PbIb(γ) ⊙ (bb(τ)(z(θ) ⊙ cb(γ))T)||2, (C.83)

where

α̂b(τ, γ,θ) =
∥∥Ỹb(IH

b (γ) ⊙ (z∗(θ) ⊙ c∗
b(γ))bH

b (τ))
∥∥2

√
Pb ∥Ib(γ) ⊙ (bb(τ)(z(θ) ⊙ cb(γ))T)∥2 . (C.84)

Coarse estimates can be obtained by initially neglecting the presence of Ib(γb)
and applying (C.69), (C.77) and (C.78). These estimates can then be refined
using (C.83).

4.1.4 Model CCFOD

The channel-domain parameter vector in model CCFOD is the same as the
one in model SlowD and model CCFODnoICI. The key difference between
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model CCFOD and other simplified models is that due to the existence of ICI
represented by Db(γb) and Ds(γs), there may be leakage between the BS-UE
and satellite-UE paths. As a result, the two paths can only be partially sep-
arated using simple processing as outlined in (C.60) and (C.61). To estimate
γb, τb and θ, we need to solve below problem:

[τ̂b, γb,θ̂T] = arg min
τ,γ,θ

||FH
b DH

b (γ)Y− (C.85)

α̂b(τ, γ,θ)
√
PbIb(γ) ⊙ (bb(τ)(z(θ) ⊙ cb(γ))T)||2,

where

α̂b(τ, γ,θ) =
∥∥Ỹb(IH

b (γ) ⊙ (z∗(θ) ⊙ c∗
b(γ))bH

b (τ))
∥∥2

√
Pb ∥Ib(γ) ⊙ (bb(τ)(z(θ) ⊙ cb(γ))T)∥2 . (C.86)

To estimate γs and τ res
s , following problem needs to get solved:

[τ̂ res
s , γ̂s] = arg min

τ,γ
||FH

s DH
s (γ)Y−

α̂s(τ, γ)
√
PsIs(γ) ⊙ (bs(τ)cs(γ)T)||2, (C.87)

where

α̂s(τ, γ) =
∥∥Ỹs(IH

s (γ) ⊙ c∗
s (γ)bH

s (τ))
∥∥2

√
Ps ∥IH

s (γ) ⊙ (bs(τ)cs(γ)T)∥2 . (C.88)

To tackle (C.85), the presence of Db(γb) and Ib(γb) is temporarily neglected.
Therefore, we apply (C.60) and (C.61) to partially separate two paths, and
then leverage (C.69), (C.77) and (C.78) similar to the procedures model SlowD
and model CCFODnoICI to estimate γb, τb and θ. These estimates are then
refined by incorporating Db(γb) and Ib(γb) using (C.85), enabling the full
reconstruction of the BS path Ỹb.

In the next step, we remove the reconstructed BS path from Y to facilitate
separating the satellite-UE contribution. Now to estimate the satellite-UE
related parameters (τ res

s and γs), similar to the estimation algorithm in model
CCFODnoICI, we use ψ̄bs to eliminate the effect of Ds and Is partly, then we
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estimate γs and τ res
s as below:

γ̂s = arg max
γ

∣∣1T
N/2(FH

s DH
s (ψ̄bs)(Y − Ỹb) ⊙ I∗

s (ψ̄bs))c∗
s (γ)

∣∣, (C.89)

τ̂ res
s = arg max

τ

∣∣bH
s (τ)(FH

s DH
s (γ̂s)(Y − Ỹb) ⊙ I∗

s (γ̂s))c∗
s (γ̂s)

∣∣. (C.90)

Remark: All the estimators presented in this section can be improved by
considering the first two peaks in the first grid search for each path (e.g.,
(C.65) and (C.69) in model Comm) to account for potential leakage from the
other path when using data from the true model.

Remark: According to (C.55) and the estimation algorithms, where the
slow-time terms are primarily utilized to estimate Dopplers, the maximum
unambiguous range for estimating γs is (1− ψ̄bs)/(fcTs). However, due to the
velocities of LEO satellites and the Earth’s rotation considered in γs, this value
may exceed the maximum range in certain scenarios. To address this issue,
the known parameter ψ̄bs is used to determine the integer part corresponding
to the unambiguous range within the actual Doppler γs. Given that the UE’s
velocity is significantly smaller than the LEO satellite and Earth’s velocities,
and that the UE is in close proximity to the BS, the integer factors for ψ̄bs
and γs are expected to be identical. Consequently, only the residual Doppler
needs to be estimated, after which the known integer factor can be applied to
accurately retrieve γs.

4.2 Location, Clock Offset, Velocity and CFO Estimation

In all models, the estimators provide p0 and ∆t,0. which are related via

τb = ∥p0 − pb∥
c

+ ∆t,0, (C.91)

τ res
s = ∥p0 − ps∥

c
− τbs + ∆t,0. (C.92)

Moreover, we can write the expression for the line passing the BS with AoD
θ̂ according to p0(β) = pb + βû where û = u(θ̂). Therefore we can find p̂0
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using p̂0 = p0(β̂) where

β̂ = arg min
β∣∣∣∣∥p0(β) − pb∥
c

− ∥p0(β) − ps∥
c

− (τ̂b − τ̂ res
s − τ̄bs)

∣∣∣∣, (C.93)

and ∆̂t,0 can be found as below

∆̂t,0 =
(
τ̂b − ∥pb − p̂0∥

c

)
+
(
τ̂ res
s + τ̄bs − ∥ps − p̂0∥

c

)
. (C.94)

In models SlowD, CCFODnoICI, and CCFOD, the Doppler γb and γs are
estimated, so that (C.91) and (C.92) are modified to

τb = ∥p− pb∥
c

+ ∆t,0(1 − η)(1 − ψb), (C.95)

τ res
s = ∥p− ps∥

c
− τbs + ∆t,0(1 − η)(1 − ψs). (C.96)

It is possible to neglect the factors (1−η)(1−ψb) and (1−η)(1−ψs) due to their
small nominal values for simplicity and estimate p̂0 and ∆̂t,0 using (C.93) and
(C.94)5. As for estimating ∥v∥ and η, due to the structure of model Comm
with neglecting any phase change in the transmission of M OFDM symbols,
it is not possible to estimate ∥v∥ and η. But in models SlowD-CCFOD, it
holds that γb = η + (1 − η)ψb and γs = η + (1 − η)ψs, where

ψb = ∥v∥ (p0 − pb)Tv⃗

c ∥p0 − pb∥
, (C.97)

ψs = ∥v∥ (p0 − ps)Tv⃗

c ∥p0 − ps∥
− (p0 − ps)T(vLEO − vE)

c ∥p0 − ps∥
, (C.98)

5A typical value for η is 1ppm, and in case of the UE moving with 80 kph and satellite
elevation angle being π/4,

∣∣ψb
∣∣ and

∣∣ψs
∣∣ are in the order of 10−6 and 10−5 respectively.
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according to (C.18) and (C.19a) where v⃗ = v/ ∥v∥. Then using estimated p̂0,
γ̂b and γs, we can find ˆ∥v∥ and η̂ as in below

η̂ = γ̂s − ((ψ̂N,s/ψ̂N,b)γ̂b − ψ̃s)
1 − ((ψ̂N,s/ψ̂N,b) − ψ̃s)

, (C.99)

ˆ∥v∥ = γ̂b − η̂

(1 − η̂)ψ̂N,b
, (C.100)

where

ψ̃s = (p̂0 − ps)T(vLEO − vE)
c ∥p̂0 − ps∥

, (C.101)

ψ̂N,s = (p̂0 − ps)Tv⃗

c ∥p̂0 − ps∥
, (C.102)

ψ̂N,b = (p̂0 − pb)Tv⃗

c ∥p̂0 − pb∥
. (C.103)

Here, the vector v⃗ denotes the known UE’s heading and the subscript N in
(C.102) and (C.103) stands for normalized, with respect to the UE’s speed.

4.3 Complexity Analysis
In this subsection, the proposed simplified estimators are compared in terms
of computational complexity. Assuming a fixed number of grids G in each di-
mension, and I iterations for the quasi-Newton algorithm, the channel param-
eter estimation for the model Comm has the lowest complexity at O(GNM +
G2M +I(N +M)). Here, the first term corresponds to the complexity of esti-
mating the BS and satellite delays; the second term represents the complexity
of 2D AoD estimation and the final term accounts for the refinement cost. The
estimator for the model SlowD has a complexity of O(GM +GP +GNM +
G2M + I(N +M)) where the terms respectively represent the complexity of
satellite Doppler estimation, BS Doppler estimation, BS and satellite delay
estimation, AoD estimation, and refinement. For the model CCFODnoICI,
the complexity is given as O(N2+GM+GP+GNM+G2M+I(N+M)). The
first term reflects the additional cost of considering intersubcarrier Doppler
effect term in satellite Doppler estimation, while the remaining terms are anal-
ogous to those in the model SlowD. Finally, model CCFOD has the highest
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complexity at O(N2 + GM + NM + GP + GNM + G2M + IN2) Here, the
third term represents the complexity of reconstructing the BS path, while the
other terms are similar to the model CCFODnoICI, with the refinement step
contributing O(IN2), due to the inclusion of ICI in this model.

5 Simulation Results
In this section, we illustrate the performance of our estimators based on dif-
ferent models considering the data generated from the generative model in
(C.28). The goal is to analyze how accurate the simplified models are in
different scenarios.

5.1 Simulation Setup and Theoretical Bounds
The system parameters are given in Table. 2. The time-varying channel gains
αb(t) and αs(t) are modeled based on free space path-loss (FSPL) and given
as below:

αb(t) =
√

cosq(θel(t))
λ

4π ∥p(t) − pb∥
, (C.104)

where q = 0.57 [33, Sec. 9.7.3] and

αs(t) = λ

4π ∥p(t) − ps(t)∥
. (C.105)

We employ two theoretical bounds to evaluate estimation accuracy. The
first is the CRB, which represents the minimum achievable variance of an un-
biased estimator when the estimation model perfectly matches the true data
generation model. However, since the estimators in our scenario are not de-
signed based on the generative model, achieving the CRB is not guaranteed
in the presence of significant model mismatch. To address this, we utilize
the MCRB as an alternative theoretical bound [34], [35]. The MCRB pro-
vides a lower bound on the variance of estimators under model mismatch and
incorporates the effect of estimator bias.

The CRB provides a reasonable bound for our mismatched model in the
low to medium SNR regime, where estimation errors are mostly due to noise
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Table 2: Simulations Parameters
Parameter Symbol Value
Carrier frequency fc 2 GHz
Speed of light c 3 × 108 m/s
Number of subcarriers N 3300
Subcarrier spacing ∆f 30 kHz
Total symbol duration Ts 35.7 ms
Symbol duration T0 33.3 ms
Cyclic prefix duration Tcp 2.3 ms
Number of symbols M 64
Number of antennas L 64
LEO satellite velocity ∥vs∥ 7800 m/s
Number of beamformer phase repetition P 4
LEO satellite altitude h 600 km
Earth rotation velocity ∥vE∥ 465 m/s
Earth radius R 6371 km
BS position pb [0, 0, 5]T
UE initial position p0 [20, 50, 1.5]T
UE heading v⃗ [1, 0, 0]T

rather than model mismatches. At high SNR, however, the MCRB becomes
more relevant, as the bias term dominates the bound while the variance term
approaches zero, making it the appropriate theoretical bound in this regime.
The adoption of these bounds in our problem is elaborated in Appendix 3.

5.2 Results and Discussion
5.2.1 Mismatched Estimation Performance

First, we analyze the root mean-squared error (RMSE), CRB and bias terms
of estimated UE’s position for all simplified models, considering data gen-
erated from the true model versus received signal-to-noise ratio (SNR). To
better understand the effect of BS and satellite transmit power, two figures
are presented to illustrate the trends: Fig. 2 shows the case where the satel-
lite transmit power is fixed at Ps = 65 dBm, while Fig. 3 depicts the case
where the BS transmit power is fixed at Pb = 35 dBm. In Fig. 2 the BS
transmit power changes from −40 dBm to 50 dBm, and in Fig. 3 the satellite
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transmit power changes from 10 dBm to 80 dBm. In both figures, the velocity
magnitude is set to ∥v∥ = 15 kph, the CFO is η = 10−8 and the satellite
is located at an elevation angle of θs

el = 88◦. It is observed that the CRB
for all four models coincides exactly in both figures. The reason is that the
combined Doppler and CFO (γb and γs) contains marginal position informa-
tion compared to the other channel-domain parameters τs, τb and θ. The
performance of the Comm and SlowD models is very similar, indicating that
while accounting for slow-time Doppler is expected to improve AoD estima-
tion and consequently positioning, its impact is overshadowed by the absence
of inter-subcarrier Doppler compensation in this scenario. This observation is
further reinforced by the performance improvement seen in the CCFODnoICI
model compared to Comm and SlowD. The performance of models CCFOD-
noICI and CCFOD approaches the CRB at high SNR, showing importance
of compensating for inter-subcarrier Doppler effect. In contrast, a significant
gap is observed between the bias of models Comm and SlowD and the CRB
at high SNR, highlighting that the performance of these two models is lim-
ited by model mismatch. Notably, except for high SNR, the performance of
the CCFODnoICI and CCFOD models is similar, indicating that accounting
for ICI has a negligible impact in this scenario at lower SNRs. However, the
difference becomes more noticeable at high SNR.

The analyses presented above apply to the specific scenario described. In
the following subsections, different scenarios are explored to provide a deeper
understanding of the behavior of our algorithm.

5.2.2 Impact of CFO

In Fig. 4, the positioning performance of the four models is analyzed as a
function of the CFO. For this evaluation, the satellite is positioned at the
zenith, and the user is assumed to be stationary. The transmit powers of the
BS and satellite are set to Pb = 35 dBm and Ps = 65 dBm, respectively. The
positioning CRB for all four models coincides, as expected, and all models
achieve the CRB at low values of η. Therefore, the bias term is only pre-
sented for cases where the RMSE deviates from the CRB. By increasing η,
model Comm, then model SlowD and model CCFODnoICI would introduce
large estimation errors, but it is model CCFOD that takes the CFO into ac-
count in the ICI term as well as in modified Fourier matrix Fs(γs), therefore,
it is more robust towards CFO variations compared to the other models. The
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RMSE-CCFOD CRB-CCFOD Bias-CCFOD

Figure 2: RMSE and CRB of estimated position vs. received SNR in BS-UE path.
Since the legends in all figures are similar to that of Fig. 2, they are
omitted in the subsequent figures for clarity. Bias values are included
where relevant and omitted otherwise.
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Figure 3: RMSE and CRB of estimated position vs. received SNR in the satellite-
UE path.
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Figure 4: RMSE and CRB of estimated position vs. CFO.

reason is that model Comm entirely ignores the presence of CFO, making
it the most susceptible to CFO variations among all models. In contrast,
the other models account for CFO to some extent, enabling them to tolerate
higher CFO values. Among these, model CCFOD demonstrates the high-
est robustness. An important observation is that for higher values of CFO,
the CCFOD model still achieves performance close to the CRB, resulting in
centimeter-level positioning accuracy. This indicates that even for large CFO
values, a complex estimation algorithm incorporating time-varying AoDs and
second-order terms is not necessary. Instead, our most advanced estimation al-
gorithm is sufficient to achieve centimeter-level positioning accuracy. In case
more relaxed requirements on positioning accuracy, other simplified models
could be used.

5.2.3 Impact of UE Speed

In Fig. 5, the behavior of our four models is analyzed with varying speeds. We
consider η = 0 in this scenario and the satellite is located at the zenith with
the transmit powers of the BS and satellite set to Pb = 35 dBm and Ps = 65
dBm, respectively. Model Comm performs poorly when the velocity is as
low as 3 m/s, as expected. In contrast, the other three models demonstrate
strong robustness to variations in velocity due to the inclusion of γb and γs
in their models. It is important to note that the impact of CFO and radial
velocity is conveyed through Doppler shifts, making their effects similar when
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Figure 5: RMSE and CRB of estimated position vs. UE’s speed (∥v∥).

the satellite is located at the zenith and we investigate the effect of either
CFO or radial velocity individually. Specifically in such case, the positioning
accuracy when the UE’s speed is 15m/s is comparable to that when η =
15/(3 × 108) ≈ 0.5 × 10−7. Therefore, for practical values of the UE’s speed,
since the difference between models SlowD, CCFODnoICI and CCFOD is
marginal, and model SlowD is sufficient.

5.2.4 Impact of Satellite Elevation

Fig. 6 demonstrates the behavior of our models versus satellite elevation an-
gles. The UE is assumed to be stationary, with η = 0 and the transmit powers
of the BS and satellite are fixed at Pb = 35 dBm and Ps = 65 dBm, respec-
tively. Under these conditions, all four models perform well when θs

el = π/2.
This is because γs ≈ 0 due to the negligible radial velocity between the satel-
lite and the UE, and γb = 0 as the UE is stationary. Consequently, model
Comm, which does not account for Doppler effects, performs effectively. With
γb = 0, γs ≈ 0, ϵb = 0, and ϵs ≈ 0, there is no mismatch between the
generative model and any of the simplified models. However, as the satel-
lite elevation angle deviates from π/2, the performance of models Comm and
SlowD deteriorates. Model Comm performs poorly because it entirely neglects
γs, which increases rapidly as the satellite moves away from the zenith. While
model SlowD accounts for γs, it only considers it in the slow-time domain,
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Figure 6: RMSE and CRB of estimated position vs. satellite elevation angle.

leaving delay estimation across subcarriers susceptible to errors. In contrast,
models CCFODnoICI and CCFOD consider inter-subcarrier Doppler effects,
which spans over the slow time as well as the subcarrier domains. By estimat-
ing γs and compensating for these terms, models CCFODnoICI and CCFOD
significantly outperform models Comm and SlowD.

It is worth noting that γs increases as the satellite elevation angle diverges
further from the zenith. According to (C.38), a larger γs causes the first term
in Fqs (γs, ϵs) to diverge more substantially from the IDFT matrix, due to the
fast-time Doppler effect. In models Comm, SlowD and CCFODnoICI, the
IDFT matrix is used to separate BS-UE and satellite-UE contributions based
on (C.56), (C.57), and (C.58). This divergence makes it increasingly challeng-
ing for the estimators to separate the BS-UE path from the satellite-UE path,
ultimately degrading localization performance, whereas model CCFOD (C.47)
considers the first term in Fs(γs) which is the dominant term in Fqs (γs, ϵs) for
satellite elevation angle away from zenith.

Remark: In general, the choice of the appropriate estimation algorithm
depends on factors such as the required positioning accuracy, the expected
scenario, and the complexity preferences. Sec. 5.2.2 to 5.2.4 provide a general
overview of how different models perform in various scenarios, and the results
can serve as a guideline for model selection.
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5.2.5 Estimation Performance of Other Parameters

Finally, the estimation performance of ∆t,0, η and ∥v∥ are illustrated in Figs.
7, 8, and 9, respectively. The UE velocity is set to 15 kph, the BS transmit
power is set to Pb = 35 dBm, with ∆t,0 = 1 ns, η = 10−8 and the satellite
positioned at an elevation angle of θs

el = 88◦, which is the simulation scenario
as the one used in Fig. 3. In Fig. 7, models Comm and SlowD exhibit
similar behavior, while model CCFODnoICI outperforms them, with model
CCFOD almost achieving the CRB. As for estimation performance of η and
∥v∥ in Fig. 8 and 9, models CCFODnoICI and CCFOD perform similarly and
outperform model SlowD as expected and model Comm is not included since
it is not capable of estimating η and ∥v∥.

10 20 30 40 50 60 70 80 9010−14

10−10

10−6

Received SNR satellite-UE [dB]

[s
ec

]

Figure 7: RMSE and CRB of estimated ∆t,0 vs. received SNR.

By comparing Fig. 8 and 9 with Fig. 3, it can be observed that the second-
order terms become significant at high SNR, but and only in the estimation
of η and ∥v∥. This is due to the fact that while Doppler conveys negligi-
ble positioning information, it conveys significant information for estimating
η and ∥v∥ and specifically the second-order terms (derived based on time-
varying Doppler) will be crucial only when we operate at high SNR and we
aim at estimating η and ∥v∥ with very high accuracy. Based on 8 and 9, our
CCFODnoICI and CCFOD models would achieve speed and CFO estimation
accuracies of sub-1 m/s and sub-0.1 ppm respectively, therefore as long as
these values meet the requirements of our application, there is no need to

C38



6 Concluding Remarks

10 20 30 40 50 60 70 80 9010−13

10−9

10−5

Received SNR satellite-UE [dB]

Figure 8: RMSE and CRB of estimated η vs. received SNR.

incorporate second-order terms.

6 Concluding Remarks

This paper presented a comprehensive study on localization, velocity magni-
tude estimation, and synchronization for a mobile UE in integrated cellular
and non-terrestrial networks. We derived a generative model that accounts
for the time-varying Doppler and path gains effect, forming the foundation for
understanding the positioning system’s behavior. Building upon this, we pro-
posed a hierarchy of four simplified models, each offering a distinct trade-off
between computational complexity and performance. Estimation algorithms
were developed for all the models, enabling accurate estimation of position,
velocity magnitude, initial clock bias, and carrier frequency offset.

Through rigorous simulations, we demonstrated the effectiveness of the pro-
posed models across diverse scenarios. By analyzing both the performance and
complexity of each model, we can strategically select the most suitable one for
different deployment conditions, optimizing processing power while maintain-
ing high accuracy. These insights offer practical guidance for improving 6G
positioning and synchronization in mobile scenarios, facilitating the seamless
integration of NTNs into future wireless networks.
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Figure 9: RMSE and CRB of estimated ∥v∥ vs. received SNR.

1 Derivation of continuous-time generative model
Following (C.4), (C.3) and (C.1), ỹb(t) can be written as

ỹb(t) = αb(t)ℜ
{ L∑
l=1

z̃b,l(t− τpb,1(t))
}

(C.106)

= αb(t)ℜ
{ L∑
l=1

wl(t− τpb,l(t))xb(t− τpb,l(t))e
j2πfc(t−τp

b,l
(t))}.

where wl(t) = [w(t)]l and z̃b,l(t) = [z̃b(t)]l. Then,

ỹb(t) (C.107)

= ℜ{αb(t)aT(θ(t))w(t− τpb (t))xb (t− τpb (t)) ej2πfc(t−τp
b (t))}.

2 Linearizing the delay propagation
We express the propagation delay as

τ(t) = r(t)
c

= ∥p(t) − pJ(t)∥
c

, (C.108)
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where J ∈ b, s denotes the transmitter (either the BS or the satellite). The
transmitter trajectory is modeled as pJ(t) = pJ + vJt, with pJ and vJ repre-
senting its initial 3D position and velocity, respectively. Similarly, the receiver
trajectory is given by p(t) = p0 +vt, where p0 and v denote the initial 3D po-
sition and velocity of the receiver. Substituting the trajectories into (C.108),
the propagation delay can be equivalently rewritten as

τ(t) = ∥p0 + vJ,ut− pJ∥
c

, (C.109)

where vJ,u denotes the relative velocity between the transmitter and the re-
ceiver. Let’s expand the nominator of (C.108)

∥p0 + vJ,ut− pJ∥ = ∥p0 − pJ∥ ∥p0 + vJ,ut− pJ∥
∥p0 − pJ∥

(C.110)

= ∥p0 − pJ∥

√
(p0 + vJ,ut− pJ)T(p0 + vJ,ut− pJ)

∥p0 − pJ∥2

= ∥p0 − pJ∥

√
1 + 2(p0 − pJ)TvJ,ut+ ∥vJ,ut∥2

∥p0 − pJ∥2 . (C.111)

Let’s assume that the UE and transmitter displacement during the entire
transmission block is much smaller than their initial distance, which is equiv-
alent to the stop-and-hop assumption [36, Ch. 2.7.2]. Then, we can conclude
that

2(p0 − pJ)TvJ,uMTs + ∥vJ,uMTs∥2 ≪ ∥p0 − pJ∥2
. (C.112)

We can then expand (C.111) using the Taylor approximation
√

1 + x ≈ 1 +
x
2 − x2

8 for small x, keeping all constant, linear-in-t, and quadratic-in-t terms:

∥p0 + vJ,ut− pJ∥ ≈ ∥p0 − pJ∥ ×(
1 +

t(p0 − pJ)TvJ,u + 1/2(∥vJ,ut∥2 − v2
J,ut

2)
∥p0 − pJ∥2

)

= ∥p0 − pJ∥ +
t(p0 − pJ)TvJ,u + 1/2(∥vJ,ut∥2 − v2

J,ut
2)

∥p0 − pJ∥
= ∥p0 − pJ∥ + vJ,ut+ 1/2aJ,ut

2. (C.113)
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where vJ,u = (p0 − pJ)TvJ,u/ ∥p0 − pJ∥ is the initial radial velocity, and
the second-order term denotes the quadratic changes in the radial distance
which can be interpreted as the radial pseudo-acceleration aJ,u = (∥vJ,u∥2 −
v2

J,u)/ ∥p0 − pJ∥. Therefore, with the above approximation, the radial dis-
tance can be written as a constant acceleration kinematic equation, and the
radial velocity and the delay will be approximated as

vJ,u(t) = vJ,u + aJ,ut,

τ(t) = r(t)/c = τ0 + ψ0t+ 1/2µt2, (C.114)

where τ0 = ∥p0 − pJ∥/c is the initial delay, ψ0 = vJ,u/c is the initial normal-
ized Doppler shift and µ = aJ,u/c is the normalized Doppler shift rate.

3 FIM and Bias Term in MRCB
The positional parameters are as follows for the model Comm

χapos = [αR, αI, αR, αI,p
T
0 ,∆t,0]T ∈ R8, (C.115)

while for models k = SlowD, CCFODnoICI, and CCFOD, they are

χComm
pos = [χComm

pos
T
, ∥v∥ , η]T ∈ R10 (C.116)

The performance bounds Fisher information matrix (FIM) and Bias in
MCRB are detailed here. As a basic bound, we use FIM, which is given
by[37]

Fch = 2
σ2

M−1∑
m=0

N−1∑
n=0

ℜ

{
∂[R]n,m
∂χkch

(
∂[R]n,m
∂χkch

)H
}
, (C.117)

in which R ∈ CN×M is the noise-free part of the received signal, χkch ∈ R8 in
case of evaluating model Comm (k = Comm) and χkch ∈ R10 (C.59) in case of
evaluating model SlowD, CCFODnoICI, and CCFOD (k = SlowD, CCFOD-
noICI, CCFOD) (C.71). We can convert Fch to the positional FIM, Fpos, cor-
responding to positional vector by using the Jacobian matrix Fpo = JTFchJ,
where J is the Jacobian matrix with elements Jm,n = ∂[χkch]m/∂[χkch]n. In
case of k=Comm, J ∈ C8×10 and in case of k=SlowD, CCFODnoICI, CC-
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FOD, J ∈ C10×10.
In case of mismatched estimation, we can find the positioning bias through

MCRB for each model k = Comm, SlowD, CCFODnoICI, CCFOD, which can
be found below

Bkpos =
√

trace(( ˆχkpos[5:7])
H ˆχkpos[5:7]), (C.118)

where

ˆχkpos = arg min
χk

pos

[
∥∥YNF − Yk

NF(χkpos)
∥∥2]. (C.119)

Here, YNF represents the noise-free received signal based on the generative
model, Yk

NF corresponds to the noise-free observations derived from the sim-
plified models. The vector χkpos is given by (C.115) and (C.116). For models
SlowD, CCFODnoICI, and CCFOD, the estimator bias for the magnitude of
the initial clock bias, velocity, and CFO can be determined as follows:

B∆t,0 =
√

( ˆχkpos[8])
∗ ˆχkpos[8], (C.120)

B∥v∥ =
√

( ˆχkpos[9])
∗ ˆχkpos[9], (C.121)

Bη =
√

( ˆχkpos[10])
∗ ˆχkpos[10]. (C.122)
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