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Aging-Aware Classification and Optimal Usage of Electric Vehicle
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Huang Zhang
Department of Electrical Engineering
Chalmers University of Technology

Abstract
To facilitate successful market adoption of second-life battery energy storage
systems (BESSs) based on new and used electric vehicle (EV) batteries, we
propose aging-aware classification in first-life applications and optimal usage
in second-life applications of EV batteries.

Specifically, a transferable physics-informed framework is proposed for bat-
tery degradation mode estimation and phase detection, and a quantile regres-
sion forests (QRF) model is proposed for battery lifetime early prediction,
which enables aging-aware classification of EV batteries. For optimal usage of
EV batteries in second-life BESS applications, an economic stage cost func-
tion is proposed to account for both the grid and the battery degradation
cost, and an automatic kernel search method is extended to construct the
best composite kernel for Gaussian process (GP) regression models in two
battery applications. The fine-tuning strategy is proven to be effective in
improving online battery degradation mode estimation and phase detection
performance in the target first-life application. The QRF model can provide
cycle life point prediction with high accuracy, and uncertainty quantification
as the width of prediction intervals. The implicit policy incorporating histor-
ical operational data and "fixed" forecasted electricity price achieves the best
economic performance, and GP regression models with the best kernel can
provide better prediction performance in the two battery applications.

In summary, machine learning methods are proposed in this thesis to en-
able aging-aware classification in first-life applications and optimal usage in
second-life applications of EV batteries, which hopefully facilitates the market
adoption of second-life BESSs based on new and used EV batteries.

Keywords: Lithium-ion batteries, battery lifetime prediction, battery deg-
radation diagnosis, energy management, interpretable physics-informed ma-
chine learning.
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CHAPTER 1

Introduction

1.1 Motivation

With ever-growing energy demand, many countries worldwide face severe chal-
lenges in supplying energy and reducing its resulting carbon dioxide (CO2)
emission. In particular, the transportation and power sectors contribute the
largest to the global CO2 emissions, approximately 62% [1]. Electric vehicles
(EVs), as well as renewable energy sources (RESs), are pivotal to reducing
global CO2 emissions [2]. Despite supply chain disruptions, geopolitical un-
certainty, and high energy prices, approximately 14 million electric cars (in-
cluding battery electric vehicles (BEVs) and plug-in hybrid electric vehicles
(PHEVs)), 50,000 electric buses, 54,000 electric trucks were sold worldwide
in 2023 [3]. An increasing number of EV batteries will be retired after they
reach the end of their first lives in vehicles (typically 70-80% of initial nomi-
nal capacity) [4]. At the same time, the increasing penetration of RESs into
power grids requires urgent solutions to the variable electricity generation re-
sulting from the intermittent nature of RESs [5]. In this regard, stationary
battery energy storage systems (BESSs) have become a promising solution
thanks to their advantages, such as rapid response, good scalability, and high

3



Chapter 1 Introduction

round-trip efficiency [5]. A promising scenario is to repurpose EV batteries
for second-life applications in stationary BESSs at a good time to maximize
the overall value of EV batteries before eventually being recycled. From an
economic perspective, this life-sharing scenario may generate extra revenue,
which can reduce EV prices further and therefore facilitate EV market adop-
tion [6]. From a technical perspective, shared BESS technology can harmonize
the supply chain, production planning, and aftermarket services between EV
and stationary manufacturers. From an environmental perspective, repur-
posing EV batteries for second-life applications can reduce the need for the
production of new batteries as well as its resulting CO2 emissions [7]. How-
ever, safe and optimal usage of stationary BESSs based on new and used EV
batteries still faces challenges, particularly concerning decision-making under
uncertainty across all the life stages of a battery.

In short, second-life applications of EV batteries in BESSs will arguably
have enormous economic, technical, and environmental benefits. Lithium-ion
battery technology is critical for EV market adoption and RESs grid integra-
tion and will continue to play an essential role in second-life BESS market
adoption. Other important factors, such as information regarding battery
health and lifetime, cost of adaptation at the repurposing stage, requirements
of various second-life applications, and the forecasts of relevant markets, must
be considered as well for safe and optimal usage of EV batteries in second-life
applications. In this thesis, our overarching goal is to enable successful market
adoption of second-life BESSs through aging-aware classification and optimal
usage of EV batteries. To achieve our goal, we have addressed four research
problems in the fields of lithium-ion battery technology, battery management,
and system optimization with battery storage. The four research problems
are

• Battery lifetime early prediction.

• Battery capacity knee identification and knee-onset early prediction.

• Battery degradation mode estimation and phase detection.

• Energy management in grid-connected microgrids.
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1.2 Contributions
To attain our goal by addressing these four research problems, seven research
works have been conducted in this thesis. The key results and main con-
tributions are as follows:

• To provide battery lifetime early prediction, the quantile regression
forests (QRF) model was introduced thanks to its advantages, such
as no prior assumption of any specific distribution of battery lifetime,
point prediction with high accuracy, and uncertainty quantification as
the width of prediction intervals. The learned QRF model was then
used to select the high-cycle-life fast-charging protocol (see Paper A).

• To interpret the learned QRF model for battery lifetime early prediction,
two model-agnostic interpretation techniques, permutation importance
and partial dependence plot, were employed to first rank input feature
importance and then quantitatively show the marginal effect that each
feature has on the predicted battery cycle life. These two model-agnostic
interpretation techniques can be used to study the sensitivity of model
output to input perturbations (see Paper A).

• To streamline battery capacity estimation and lifetime prediction model
development, a scenario-aware machine learning (ML) pipeline was pro-
posed to automate the process of selecting a feature set for develop-
ing the best model in a chosen scenario. The proposed pipeline has
advantages, such as scenario-aware battery classification and stratified
train-test split (see papers B and C).

• To identify knee and knee-onset points on the battery capacity fade
curve, a curvature-based identification method was proposed to first ap-
proximate capacity fade curvature and then identify knee and knee-onset
points using a time series segmentation algorithm. A new oscillatory
degradation phenomenon was discovered and used to divide the battery
degradation process into three degradation phases (see Paper D).

• To enable online classification of EV batteries, a transfer learning-based
physics-informed framework was proposed to first estimate battery degra-
dation modes and then detect the degradation phase using aggregated
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time-series voltage data. Other advanced battery management func-
tions, such as online degradation diagnosis and second-life repurposing,
will also become possible in the battery digital twin (see Paper E).

• To enable optimal usage of EV batteries in second-life applications, an
economically motivated stage cost function was proposed to account
for both the grid and the battery degradation cost in grid-connected
microgrids (see Paper F), and an automatic kernel search method was
extended with a new base kernel and model selection criteria to construct
the best composite kernel in Gaussian process (GP) regression models
for battery capacity estimation and residual load prediction in grid-
connected microgrids (see Paper G). The proposed cost function and
extended GP kernel search method will be used in our future work.

1.3 Thesis Outline
This thesis is divided into two parts, Part I and Part II. Part I consists of
six chapters and serves as an introduction to Part II. Specifically about Part
I, Chapter 1 provides background and motivation for our goal and states key
results and main contributions by addressing four research problems in this
thesis; Chapter 2 introduces lithium-ion batteries; Chapter 3 reviews open-
source battery datasets and battery models; Chapter 4 describes research
problems, and reviews state-of-the-art methods in the literature; Chapter 5
summarizes the included papers from Part II; Chapter 6 concludes Part I and
recommends future research directions.
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CHAPTER 2

Lithium-Ion Batteries

Since the commercialization of lithium-ion batteries, significant efforts have
been made to increase energy density, reduce cost, enhance safety, and improve
lifetime and performance [8]. The advances in lithium-ion battery technology
make them the exclusive energy sources for the propulsion of battery electric
vehicles (BEVs), hybrid electric vehicles (HEVs), and plug-in hybrid electric
vehicles (PHEVs). Four aspects of lithium-ion batteries will be discussed
in this chapter, i.e., cell materials, cell characterization tests, degradation
mechanisms and modes, and capacity knee pathways.

2.1 Cell Materials
The lithium-ion battery cell mainly consists of four components [9]:

• The anode (or negative electrode): The reducing electrode that releases
electrons to the external circuit and undergoes oxidation during the
electrochemical reaction (discharge).

• The cathode (or positive electrode): The oxidizing electrode that accepts
electrons from the external circuit and undergoes reduction during the
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Chapter 2 Lithium-Ion Batteries

electrochemical reaction (discharge).

• The electrolyte: The ionic conductor that provides the medium for the
transfer of ions between the negative and positive electrodes inside the
cell and is an additional source of lithium ions.

• The separator: A porous membrane placed between the negative and
positive electrodes to prevent short circuits while allowing ions to mi-
grate through.

Note that two current collectors are in contact with the two electrodes. The
electrochemical reaction of a cell during discharge is illustrated in Fig. 2.1.
Specifically, lithium ions are de-intercalated from the anode material, migrate
to the surface of the cathode through the separator and electrolyte, and then
insert into the cathode material. The charge process is the same process, but
reversed.

Load

Electron flow

Anode
(or negative
electrode)

Cathode 
(or positive
electrode)

Separator

Electrolyte
Li+

Figure 2.1: Schematic illustration of a cell during discharge [9].

Anode Materials
Currently, state-of-the-art negative electrode materials used in lithium-ion
batteries are synthetic and artificial graphites, natural graphites, and amor-
phous carbons [10]. Synthetic and artificial graphites are the most commonly
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used negative electrode materials in EVs due to their high levels of purity and
consistent quality [11]. A small amount of silicon is also added to the anode
in some commercial cells in order to increase cell energy further [10]. Lithium
titanate (LTO) is used in some commercial cells, which makes these cells more
suitable for power applications, such as in hybrid electric heavy-duty vehicles
[12]. Lastly, lithium metal is considered as an ideal anode material for applica-
tions, especially in all-solid-state batteries that utilize ceramic or polymetric
electrolytes. However, it suffers from several issues, such as dendrite growth,
unstable reaction interface, volume change, and low Coulombic efficiency [13].

Cathode Materials
The cathode has been a bottleneck in terms of specific capacity since the
commercialization of lithium-ion batteries. It is typically a lithium transition
metal oxide material capable of reversible delithiation of lithium ions [14].
The most widely used positive electrode materials in EVs are lithium nickel
manganese cobalt oxide (NMC), lithium manganese oxide (LMO), lithium
nickel cobalt aluminum oxide (NCA), and lithium iron phosphate (LFP) [11].
Fig. 2.2 illustrates the energy density versus the specific energy of different
cell chemistries at the positive electrode. Generally, a higher amount of Ni
content implies a higher capacity. Therefore, a commonly employed strategy
to maximize the energy content of NMC cathodes is to maximize the Ni con-
tent [15]. With outstanding rate capability at an affordable price, LMO is
often blended with Ni-rich layered cathodes with the aim of increasing power
density and safety [11]. While reducing the LMO content in cathode material
blends will improve energy density further [11]. Currently, the state-of-the-
art cathode materials are NCA which has the advantage of capacity retention,
along with NMC 532, NMC 622, and NMC 811 [11]. Despite the relatively
low volumetric capacity of LFP, its robustness offers a promising prospect in
heavy-duty vehicle applications like buses and trucks, where its extended cycle
life and excellent rate capability become advantageous [11].

Electrolytes
Commercial lithium-ion batteries generally contain liquid electrolytes mainly
composed of solvents, lithium salt, and additives, which are combined in spe-
cific proportions under controlled conditions to meet desired characteristics
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Figure 2.2: Energy density versus specific energy of different cell chemistries at the
positive electrode [11].

[16]. The solid electrolytes that function as both a separator and an elec-
trolyte are considered safer than the conventional setup of a separator and a
liquid organic electrolyte [17]. Therefore, solid electrolytes are gaining more
and more attention. However, major challenges such as high production costs
remain to be overcome by technology breakthroughs [17].

Separators

If a liquid electrolyte is employed in a lithium-ion battery cell, it will be
essential to place a porous membrane sandwiched between the positive and
negative electrodes to prevent physical and electrical contact between the elec-
trodes while permitting ion transport [18]. The characteristics of separators,
such as porosity, pore size, electrolyte affinity, mechanical strength, and melt-
ing point, have an impact on the ion transport, lifetime, performance, and
safety of lithium-ion batteries [18]. Currently, three main types of separators
are available, which vary in terms of chemistry and production process, i.e.,
microporous polyolefin separators, nonwoven separators, and ceramic com-
posite separators [18]. State-of-the-art polyolefin separators have been widely
adopted in commercial lithium-ion batteries. However, low electrolyte affinity
and low thermal stability are their major limitations [18].
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2.2 Cell Characterization Tests
The continuous advances in lithium-ion battery technology (e.g., new electrode
material, cell design, and manufacture) motivate the need for non-invasive cell
characterization tests in the lab, in which three parameters are typically mea-
sured, i.e., capacity, internal resistance/impedance, and open circuit voltage
(OCV) [19]. These tests can be used for both characterizing initial cell perfor-
mance and tracking the evolution of cell performance (i.e., cell degradation)
through reference performance tests (RPTs) [20]. Notably, there are different
ways of conducting characterization tests, and consequently, capacity, resis-
tance, and OCV measurements may vary from one to another depending on
the specific experimental setup.

Capacity Tests
Depending on ambient temperature and charge-discharge C-rate, the mea-
sured capacity of the same cell can be different, which captures different degra-
dation information. Note that C-rate is defined as the current value which
discharges a battery from a fully charged state to a fully discharged state in
one hour [19]. Lower C-rates (≤ C/10) provide thermodynamic information
through loss of lithium inventory (LLI) and loss of active material (LAM),
which enables incremental capacity analysis (ICA) [21] and differential volt-
age analysis (DVA) [22]. Higher C-rates (≥ C/10) provide a combination of
both thermodynamic information and kinetic information through impedance
growth.

The experimental data obtained from constant-current capacity tests can
be used for two purposes, i.e., modeling the battery degradation process us-
ing physics-based models, (semi-)empirical models, or machine learning mod-
els; understanding the causal relationship between battery usage profile (e.g.,
static cycling aging, dynamic cycling aging, storage aging) and capacity fade.

Internal Resistance/Impedance Tests
Intrinsically, the power capability of a battery cell is associated with its
impedance characteristics. The impedance of a cell determines the voltage
response to a given current load, characterized by its amplitude, frequency,
and time duration [19]. The resistive part (i.e., the real part of the complex
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impedance) directly contributes to the dissipative heat generation of a cell,
and the resulting cell temperature increase while in use [23]. Moreover, the
resistive part consists of pure ohmic resistance, charge transfer resistance, and
entropy change [19]. Therefore, the cooling system design mainly depends on
the resistive values of cell impedance.

Two well-established cell impedance measurement techniques are introduced
here.

Pulse Power Tests

The pulse power tests were initially proposed by the United States Advanced
Battery Consortium (USABC) [24], and are also known as hybrid pulse power
characterization (HPPC). The tests measure the voltage response to a square-
wave current load that is applied to a cell. The resistance is then obtained
as the ratio of the measured voltage response to the applied current, which
consists of three parts, i.e., ohmic resistance, charge transfer resistance, and
polarization resistance [19]. The experimental data obtained from pulse power
tests can be utilized to parameterize equivalent circuit models (ECMs) that are
used to estimate the state of power (SoP) [25], and state of charge (SoC) of a
cell [26]. Moreover, pulse power tests have also been employed to parameterize
cell electro-thermal models [27], and characterize cell degradation through
resistance rise [28].

Electrochemical Impedance Spectroscopy Tests

Electrochemical impedance spectroscopy (EIS) tests were introduced to inves-
tigate the electrochemical behavior of a cell over a wide range of frequencies
[19]. In EIS tests, a small amplitude sinusoidal potential as input stimulus
is applied to an electrochemical cell. As a result, the current response in a
linear or pseudo-linear system is a sinusoid with the same frequency but with
a different amplitude and a phase shift relative to the input. The current
response and the input voltage are then used to calculate the impedance of
the cell in the frequency domain. The impedance spectrum of a cell is typ-
ically represented by a Nyquist plot that consists of the real and imaginary
parts of the impedance. The experimental data obtained from EIS tests can
be used to characterize the electrochemical dynamics of a cell [29], estimate
cell temperature [30], parameterize ECMs [31], and identify cell degradation
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mechanisms [32] [33].

Open Circuit Voltage Tests
OCV tests measure the equilibrium voltage of a cell as a function of the SoC.
At the cell level, the OCV curve is defined by open circuit potential (OCP)
curves of two electrodes, the loading ratio between two electrodes, and an SoC
offset between two electrodes [34], while at the electrode level, the OCP curve
is defined as the potential difference between the electrode and the reference
[35]. An example of the impact of changes of loading ratio and SoC offset on
capacity loss is given in Ref. [19].

To understand the OCV curves, the definition of SoC is of equal importance.
However, the definition of SoC in the literature varies from one to another.
There are mainly three different SoC definitions in the literature, which are
listed as follows:

• USABC definition [24]: "The ratio of the Ampere hours remaining in
a cell at a given rate to the rated capacity under the same specified
conditions".

• Thermodynamic definition [19]: "The ratio of the remaining intercala-
tion sites for lithium ions divided by the total number of sites".

• Low-rate definition [36]: "The ratio of the remaining exchangeable lithiu-
m ions to the maximum number of exchangeable lithium ions at a low
rate (e.g., C/25) for a given potential window".

Both USABC and thermodynamic definitions depend on the application and
cannot be adapted to cells and packs nowadays, but the low-rate definition is
generally applicable to half-cells, full-cells, and battery packs.

Two commonly used OCV measurement techniques are introduced here.

Galvanostatic Intermittent Titration Technique

One test procedure is proposed by USABC, i.e., after resting for one hour,
the cell is discharged at 10% SoC increments and the voltage is recorded [37].
More accurate measurements of OCV can be achieved by reducing the SoC
increments to less than 10% and increasing rest periods to longer than one
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hour [19]. However, to avoid prohibitively long test time, there is a trade-
off between the accuracy of OCV measurements and the cost of longer rest
periods and shorter SoC increments. The OCV curves obtained from GITT
tests can be used to characterize cell performance (e.g., rate capabilities of
a cell [38]), study OCV hysteresis of different chemistries [39], parameterize
OCV models [35] and ECMs [40], and identify degradation mechanisms [41].

Pseudo-OCV Tests

Depending on the required accuracy of OCV measurements, the long test
time of a GITT test may hinder its wide adoption in battery studies. In this
regard, pseudo-OCV provides an alternative solution to obtain OCV curves
with significantly less time, i.e., cycling a cell at a low charge and discharge rate
(typically ≤ C/25) and then averaging the charge and discharge curve in order
to address the cell hysteresis and polarization issue [21] [42]. The reason for the
low current rate is to reduce the kinetic effects, electrode polarization, and heat
generation due to ohmic resistance. The OCV curves obtained from pseudo-
OCV tests can be used to identify and quantify degradation modes after taking
their derivatives (e.g., incremental capacity analysis [21], differential voltage
analysis [22]), improve model-based voltage estimation accuracy by including
hysteresis effects [43], and estimate SoC [44].

2.3 Degradation Mechanisms and Modes

As a result of an intricate interplay of various mechanical and chemical degra-
dation mechanisms, the performance of lithium-ion battery cells degrades, for
example, cell capacity fades, and cell resistance/impedance rises. Inside the
cell, degradation mechanisms occur in different components, i.e., the anode,
the cathode, the electrolyte, the separator, and the current collectors [14]
[45] [46]. Considering the influence of the electrolyte and its own degrada-
tion, which mainly occurs in interaction with the electrodes, the degradation
mechanisms of the cell are therefore discussed separately at the anode and
cathode.
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Degradation Mechanisms at the Anode
Graphite, an allotrope of carbon, is the primary material used for anodes
in lithium-ion battery cells (see Subsection 2.1). As a result, degradation
mechanisms at the graphite anode have been better studied than those at
the cathode in the literature. However, it is generally difficult to generalize
those degradation mechanisms that have been reported in the literature as
each lithium-ion battery cell has its own cell design (e.g., chemistry and ge-
ometry) [34] and manufacture [47], which intrinsically has an impact on the
cell degradation. Therefore, only the dominant degradation mechanisms at
the anode are listed as follows [14] [45]:

• Solid electrolyte interphase (SEI) growth.

• SEI decomposition.

• Electrolyte decomposition.

• Binder decomposition.

• Graphite exfoliation.

• Lithium plating/dendrite formation.

• Loss of electric contact.

• Electrode particle cracking.

• Corrosion of current collector.

Degradation Mechanisms at the Cathode
Similarly, cathode materials (see Subsection 2.1) significantly impact the per-
formance of lithium-ion battery cells. In the literature, lithium manganese
oxides with spinel structure and lithium nickel cobalt mixed oxides with lay-
ered structures have been intensively studied. The dominant degradation
mechanisms at the cathode of these materials are listed as follows [14] [45]:

• Electrolyte decomposition.

• Binder decomposition.
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• Loss of electric contact.

• Corrosion of current collector.

• Structural disordering.

• Electrode particle cracking.

• Transition metal dissolution/dendrite formation;

• Cathode electrolyte interphase (CEI) (or positive solid electrolyte inter-
face (pSEI)) growth.

Degradation Modes
The dominant degradation mechanisms occurring at the anode or the cathode
are clustered into three degradation modes which have unique and quantifi-
able effects on the OCV of lithium-ion cells and electrodes [46]. The three
degradation modes are as follows:

• Loss of lithium inventory (LLI);

• Loss of active material at the negative electrode (LAMNE);

• Loss of active material at the positive electrode (LAMPE).

The directly observable effects of these degradation mechanisms are capacity
fade and power fade as illustrated in Fig. 2.3. Capacity fade is a reduction in
the usable capacity of the cell and power fade is a reduction of the deliverable
power of the cell [14].

Interactions Between Degradation Mechanisms
The interactions between different degradation mechanisms and modes result
in positive and negative feedback loops [14] [48].

• Positive feedback: For example, SEI growth can decrease porosity and
result in high electrolyte potentials near the NE-separator interface,
leading to lithium plating [14]; particle cracking during cycling can cre-
ate new surfaces and accelerate SEI growth and lithium plating [48]; par-
ticle cracking can also be self-reinforced via increased current density on
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Figure 2.3: Cause and effect of dominant degradation mechanisms and their asso-
ciated degradation modes [34] [45] [46].

the remaining active area [49]; lithium plating can also be self-reinforced
via pore blockage [50]; transition metal dissolution at the cathode has
been found to accelerate SEI growth [51]; transition metal dissolution
and migration into the cathode can lead to a reduced lithium diffusivity,
which can lead to more severe concentration gradients and accelerated
particle cracking [14].

• Negative feedback: For example, SEI formation prevents further elec-
trolyte decomposition [52], SEI growth causes LLI, which increases the
anode potential that limits lithium plating [48] [49].

2.4 Capacity Knee Pathways
In some experimental tests, lithium-ion batteries can exhibit a two-stage ca-
pacity fade behavior, with a slow degradation rate in the first stage, and
then an accelerated degradation rate in the second stage [34] [53] [54]. The
transition from the first stage to the second stage forms a knee shape on the
capacity fade curve. The knee occurrence not only severely shortens battery
lifetime but also poses potential safety issues [55]. Therefore, for profitability
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and safety reasons, the occurrence of the knee should be avoided, or at least
delayed.

In this section, we summarize three common knee pathways from the litera-
ture, i.e., lithium plating-induced, resistance growth-induced, and mechanical
deformation-induced. For a comprehensive review of knee pathways, the au-
thor kindly refers readers to Ref. [56]. Each knee pathway may consist of one
or multiple internal state (degradation mechanism or degradation mode) tra-
jectories that lead to a knee, and each degradation mode may be contributed
by multiple degradation mechanisms (see Subsection 2.3 2.3) and their interac-
tions 2.3. Although it can be challenging to identify or experimentally isolate
degradation mechanisms, degradation modes are identifiable through OCV
measurements and their derivatives [46], which can be used for validating a
knee pathway.

Lithium Plating-Induced Knee Pathways
Lithium plating takes place when lithium ions form metallic lithium on the
surface of the electrode instead of intercalating into it. The lithium plating is
favorable over intercalation when the reaction potential of Li/Li+ is greater
than the local electrode potential. Lithium plating can occur in either fresh
cells or aged cells, and be either rate-dependent (i.e., plating occurs if the
applied current exceeds a threshold) or rate-independent (i.e., plating occurs
regardless of the applied current rate) [56]. Moreover, lithium plating can
occur with various degrees of reversibility within a cycle, which is defined as
the ratio of lithium that is plated during charge and subsequently stripped to
the electrolyte during discharge [57] [58].

Historically, lithium plating has been considered to be the primary degra-
dation mechanism that accounts for knee occurrence on the capacity fade
curve. In this subsection, we explore the degradation mechanisms and path-
ways through which plating can result in the formation of a knee.

• Rate-dependent lithium plating: Rate-dependent lithium plating occurs
when the reaction potential of Li/Li+ is greater than the local electrode
potential [56].

– Rate-dependent lithium plating in fresh cells can be caused by high
charge C-rate, low temperature, or high mechanical stress [56].
Higher temperature [59], thinner electrode design [60], and optimal
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design of charging protocols [61] can significantly extend battery
lifetime by avoiding or delaying rate-dependent lithium plating in
fresh cells.

– Rate-dependent lithium plating in aged cells can be caused by loss
of active material of the delithiated negative electrode (LAMdeNE).
Specifically, the loss of active material without a corresponding loss
of lithium flux will lead to increased local current density on the sur-
face of the negative electrode, which can drive higher overpotentials
and resulting lithium plating. In principle, loss of active material
of the delithiated negative electrode (LAMdeNE) can be caused by
various degradation mechanisms in parallel (see Fig. 2.3), for ex-
ample, graphite exfoliation, electrode particle cracking. The major
challenge of identifying and quantifying LAMdeNE is to combine
the rate-independent estimate from low-rate cycling data with the
rate-dependent kinetic effects.

– Rate-dependent lithium plating in aged cells can also be caused by
SEI growth. Specifically, SEI growth can lead to rated-dependent
lithium plating in two ways, i.e., by decreasing the porosity of the
negative electrode and the resulting electrolyte transport kinetics,
or by decreasing the charge-transfer kinetics of the negative elec-
trode particles. Tracking the negative electrode porosity [62] and
the charge-transfer kinetics [63] over life can be performed via EIS
(see Subsubsection 2.2). However, identifying the critical porosity
threshold or the critical charge-transfer kinetics threshold at which
rate-dependent lithium plating starts is challenging and requires
accurate electrochemical modeling of the porous electrode.

• Rate-independent lithium plating: Rate-independent lithium plating oc-
curs whenever the negative electrode is not able to accommodate all the
lithium from the positive electrode during charge [56].

– Rate-independent lithium plating in fresh cells can be caused by low
ratios of negative electrode capacity to positive electrode capacity
(i.e., n : p < 1). The capacity knee due to rate-independent lithium
plating in fresh cells often occurs in the early life of a cell, which can
be easily avoided by improving cell design [64]. Considering that
the loading ratios are often provided as a part of cell design in-
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formation, modeling, identifying, and predicting rate-independent
lithium plating in fresh cells becomes trivial.

– In contrast, rate-independent lithium plating in aged cells can be
caused by loss of active material of the delithiated negative elec-
trode (LAMdeNE). Specifically, if the negative electrode capacity
falls below the remaining lithium inventory in a cell, the negative
electrode will not be able to accommodate all the lithium from
the positive electrode during charge, which leads to irreversible
lithium plating and a resulting LLI. The LAMdeNE and LLI to-
gether contribute to accelerated capacity fade, at which a knee
also occurs. In principle, loss of active material of the delithiated
negative electrode (LAMdeNE) can be caused by various degrada-
tion mechanisms in parallel (see Fig. 2.3), for example, graphite
exfoliation, and electrode particle cracking. Although it is chal-
lenging to identify or experimentally isolate the exact degradation
mechanisms that lead to LAMdeNE, LAM is identifiable through
OCV measurements and their derivatives [57] [65] [66].

The aforementioned lithium plating-induced knee pathways are illustrated
in Fig. 2.4. The lithium plating-induced knees are commonly observed or
hypothesized in commercial LFP/graphite cells [61] [65] [66] [67] [68].

Resistance Growth-Induced Knee Pathways
The internal resistance of a cell often increases as it degrades over life, partially
due to the growth of side reaction products (e.g., SEI) on the surface of the
electrode. With constant current applied, the overpotential due to increased
internal resistance will have a cell reach its cutoff voltage more quickly, and
therefore decrease its capacity per cycle. Specifically, at higher voltage levels,
the voltage-capacity curves of most lithium-ion batteries tend to exhibit a
relatively flat pattern, while at lower voltage levels, the curves become rela-
tively steep. Thus, the charge capacity is highly sensitive to small resistance
growth, while the discharge capacity is less sensitive to it until the overpoten-
tial becomes large enough so that the discharge stops within the flat region
of the voltage-capacity curves. Then it will lead to a capacity knee. This
resistance growth knee pathway is not only sensitive to electrode chemistry
as each chemistry has its own voltage-capacity curve, but also the discharge
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Figure 2.4: Lithium plating-induced knee pathways [56]. Note that dashed red
lines indicate the interactions between degradation mechanisms and
modes.

C-rate and lower cutoff voltage that vary widely in the field [56].
The resistance-growth knees are commonly observed or hypothesized in cells

made of oxide-based cathode materials (see Subsection 2.1) such as NMC as
they often operate above the stability window of the electrolyte [69] [70].

Mechanical Deformation-Induced Knee Pathways
Mechanical degradation mechanisms that occur over multiple length scales,
i.e., at the micro-scale (particle level), meso-scale (component level), and
macro-scale (cell level), can form pathways for knees [56]. Moreover, these
effects often interact in positive feedback loops and are closely related to other
knee pathways, for example, lithium plating knee pathways [47].

• At the micro-scale: The intercalation and deintercalation of lithium can
stress electrode particles, which can lead to both loss of active material
and accelerated SEI at the anode and CEI (or pSEI) growth at the cath-
ode through particle cracking [48]. The positive feedback loop between
loss of active material and particle cracking can lead to a knee [49].
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Chapter 2 Lithium-Ion Batteries

• At the meso-scale: The growth of covering layers on the surface of the
negative electrode at the interface with the separator is commonly ob-
served in cylindrical cells with knee occurrence [67] [71], which leads to
loss of active material and lithium plating.

• At the macro-scale: Different mechanical deformation occurs depending
on the form factor of a cell. For example, jelly roll deformation has been
identified in cylindrical cells with knee occurrence [72] [73]; external
pressure can shorten cell lifetime via knee occurrence in both pouch and
prismatic cells [74].

The mechanical deformation-induced knee pathways over multiple length
scales are illustrated in Fig. 2.5. The mechanical deformation-induced knees
have been observed or hypothesized in cells with their cathode made of NMC
[72] and NCA [75].
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Figure 2.5: Mechanical deformation-induced knee pathways [56]. Note that dashed
red lines indicate the interactions between degradation mechanisms and
modes.
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CHAPTER 3

Battery Datasets and Models

This chapter summarizes open-source battery datasets used in this thesis and
reviews battery models that directly or indirectly characterize degradation
behaviors in various applications. Lastly, a scenario-aware machine learning
pipeline is introduced for model development in a chosen scenario.

3.1 Open-Source Battery Data
Acquiring high-quality battery data in the laboratory can be time-consuming
and expensive. Nevertheless, researchers rely on these data to parameter-
ize and validate battery models that characterize different battery behaviors.
As illustrated in Fig. 3.1, time-series usage data is continuously measured
through aging tests, such as voltage, current, and cell temperature, while
characterization data is periodically measured through reference performance
tests (RPTs), such as capacity, internal resistance/impedance, and open cir-
cuit voltage (OCV). Furthermore, battery load profiles in aging tests can be
classified into three categories [76]:

• Identical cycling scenario: Batteries are cycled repeatedly under iden-
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Chapter 3 Battery Datasets and Models

tical or nearly identical conditions to quantify their intrinsic cell-to-cell
variations, such as battery capacity, internal resistance, and lifetime
spreads.

• Protocol cycling scenario: Batteries are cycled repeatedly under various
cycling protocols to characterize the impact of different protocols (e.g.,
formation protocols or fast-charging protocols) or stress factors (e.g.,
ambient temperature, charge and discharge C-rates, depth-of-discharge
(DoD), average state-of-charge (SoC)) on battery health degradation
and lifetime.

• Dynamic cycling scenario: Batteries are cycled repeatedly under applica-
tion-specific load profiles to characterize battery aging in real-world ap-
plications.

Time-series usage data:

Voltage

Current

Surface temperature

Strain

And more...

Periodic characterization data:

Capacity

Internal resistance/impedance

Open circuit voltage

And more...

Load

Electron flow

Anode
(or negative
electrode)

Cathode 
(or positive
electrode)

Separator

Electrolyte
Li+

Load profiles at  SoC and
 Amb.T:

Identical cycling
Protocol cycling
Dynamic cycling

Figure 3.1: Lithium-ion battery aging tests.

In recent years, large amounts of battery data of different technologies (nom-
inal capacity, chemistry, form factor, etc.) have been generated under well-
controlled operating conditions in the laboratory and realistic operating con-
ditions in the field (see Fig. 3.2). We therefore resort to open-source battery
datasets to make transparent and reproducible research contributions at min-
imum costs. In total, five open-source battery datasets have been used in this
thesis and will be described in the following subsections.
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34 NCA cells from NASA 28 LCO cells from NASA

(a) The trend of battery data with size mea-
sured in GB.

38.7%

17.7%

24.2%
14.5%

4.8%

NMC
NCA
LFP
LCO
Others

(b) The categorization of battery data based
on chemistry.

Figure 3.2: The open-source lithium-ion battery data generated in the lab and
field [77] [78].

Toyota Research Institute Dataset
The first battery dataset was generated by Toyota Research Institute in part-
nership with Stanford University and Massachusetts Institute of Technology
[61] [66]. This dataset has 169 lithium iron ferrous phosphate (LFP)/graphite
cylindrical cells manufactured by A123 Systems (model APR18650M1A, 1.1
Ah nominal capacity). The test purpose is to characterize the impact of var-
ious fast-charging protocols on battery health degradation and then select
the high-cycle-life fast-charging protocol. All the cells were charged with one
of one-step or multi-step charging protocols from 0% to 80% SoC, and then
charged with a uniform 1C constant current–constant voltage (CC-CV) charg-
ing step from 80% to 100% SoC. Subsequently, all the cells were identically
discharged with a 4C CC-CV discharging step to 0% SoC. All the cells were
tested in an environmental chamber at a constant temperature of 30◦C. The
cells were cycled until they reached the end of life (EoL) threshold, defined
as 80% of initial nominal capacity in this dataset. Time-series cell voltage,
current, and (surface) temperature in each cycle were continuously measured,
while two battery health metrics, i.e., capacity (4C discharge, 30◦C) and in-
ternal resistance (±3.6C pulse current, 30 or 33 ms pulse width, 80% SoC)
were measured per cycle.

All the cells in this dataset have knee occurrence on their capacity fade
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curves before the end of the experiment (see Fig. 3.3).

Figure 3.3: Normalized capacity fade curves of LFP/graphite cells in the Toyota
Research Institute dataset [61] [66].

The knee occurrence is caused by lithium plating due to loss of active ma-
terial of the delithiated negative electrode (LAMdeNE) (see Subsection 2.4).
Specifically, at high rates of LAMdeNE, the negative electrode capacity even-
tually falls below the remaining lithium inventory in a cell. Then, the negative
electrode will not be able to accommodate all the lithium from the positive
electrode during charge, which leads to irreversible lithium plating and the
resulting loss of lithium inventory (LLI). The LAMdeNE, together with LLI,
contribute to accelerated capacity fade, at which a knee also occurs. Moreover,
a higher charge C-rate also accelerates the occurrence of the knee.

Sandia National Lab Dataset
The second battery dataset was generated by Sandia National Laboratories
[70], which has 32 lithium nickel manganese cobalt oxide (NMC 811)/graphite
cylindrical cells manufactured by LG Chem (model 18650HG2, 3 Ah nominal
capacity). The test purpose is to characterize the impact of three stress fac-
tors, i.e., ambient temperature, DoD, and discharge C-rate, on battery health
degradation. All the cells were identically charged at a 0.5C rate, and to
probe a wide range of parameter space, the cells were cycled at three different
ambient temperatures (15◦C, 25◦C, and 35◦C) with different DoD (40-60%,
20-80%, and 0-100%) and discharge C-rates (0.5C, 1C, 2C, and 3C). The cells
were cycled beyond the EoL threshold, i.e., 80% of their initial nominal capac-
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ity. Time-series cell voltage, current, and (surface) temperature in each cycle
were continuously measured, while one battery health metric, i.e., capacity
(0.5C discharge, the same ambient temperature as that in each cycling test)
was measured periodically.

Note that 5 cells that were cycled with 20-80% DoD and one cell that was
cycled with 0-100% DoD are excluded from this thesis due to the fact that
their discharge capacity data is highly corrupted. In the end, 26 cells that have
knee occurrence on their capacity fade curves before the end of the experiment
are included in this thesis (see Fig. 3.4).

Figure 3.4: Normalized capacity fade curves of NMC/graphite cells in the Sandia
National Lab dataset [70].

The knee occurrence is attributed to resistance growth that is caused by
the growth of side reaction products (e.g., SEI) on the surface of the electrode
(see Subsection 2.4). As illustrated in Fig. 3.5, the NMC/graphite cells in this
dataset have discharge voltage-capacity curves that are relatively flat at higher
voltage levels and relatively steep at lower voltage levels. At the beginning of
life, the discharge ends within the steep region of the voltage-capacity curve.
However, as the overpotential increases due to resistance growth during aging,
the voltage-capacity curve is pushed downwards. As a result, a cell reaches
its lower cutoff voltage more quickly, and the discharge eventually ends within
the flat region of the voltage-capacity curve, in which the discharge capacity is
highly sensitive to small resistance growth. Then, the discharge capacity fade
accelerates assuming a linear resistance growth rate, which leads to a capacity
knee.
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Figure 3.5: Discharge voltage-capacity curve of a sample NMC/graphite cell [No.1]
in the Sandia National Lab dataset [70].

Stanford Energy Control Lab Dataset

The third battery dataset was generated by Stanford Energy Control Lab-
oratory [79], which consists of 10 NMC 811/graphite-SiOx cylindrical cells
manufactured by LG Chem (model INR21700-M50T, 4.85 Ah nominal ca-
pacity). The test purpose is to characterize battery aging under real-driving
profiles. All the cells were first CC charged with one of 4 different C-rates
(C/4, C/2, 1C, and 3C) until the voltage reached 4 V, and then CV charged
until the current reached the cutoff value of 50 mA. Next, cells were CC-CV
charged at C/4 until the voltage reached 4.2 V, corresponding to 100% SoC.
Subsequently, cells were identically discharged at C/4 from 100% to 80% SoC,
and then discharged with the Urban Dynamometer Driving Schedule (UDDS)
driving profile to 20% SoC. All the cells were cycled in an environmental
chamber at a constant temperature of 23◦C. Unfortunately, none of the cells
in this dataset reached the EoL threshold, i.e., 80% of their initial nominal
capacity. Time-series cell voltage, current, and (surface) temperature in each
cycle were continuously measured, while two battery health metrics, i.e., ca-
pacity (C/20 discharge, 23◦C), and internal resistance (from Hybrid Pulse
Power Characterization tests) were measured every 25 or 50 cycles.
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Figure 3.6: Normalized capacity fade curves of NMC/graphite-SiOx cells in the
Stanford Energy Control Lab dataset [79].

Imperial College London Dataset

The fourth battery dataset was generated by Imperial College London [80],
which consists of 40 NMC 811/graphite-SiOx cylindrical cells manufactured
by LG Chem (model GBM50T2170, 5 Ah nominal capacity). The test purpose
is to characterize battery aging under 15 different operating conditions (i.e.,
ambient temperature and SoC) and quantify degradation modes. All the cells
were charged with a uniform 0.3C CC-CV charging step, and then discharged
with a 1C CC discharging step except for one experiment that discharged the
cells with the World wide harmonized Light vehicle Test Protocol (WLTP)
driving profile. Moreover, the cells were cycled under 3 different ambient
temperatures (10◦C, 25◦C, and 40◦C), and 5 different SoC windows (0-30%,
70-85%, 85-100%, 0-100%, and 0-100% with a driving profile). Two battery
health metrics, i.e., capacity (C/10 discharge, 25◦C), and internal resistance
(from Galvanostatic Intermittent Titration Technique) were measured peri-
odically. Moreover, degradation modes of LAMNE and LAMPE, LLI, and
graphite as well as silicon active materials at the negative electrode were also
estimated using pseudo-OCV data.

In total, 18 cells are included in this thesis (see Fig. 3.7). It can be seen
that 6 cells have knee occurrence on their capacity fade curves, which is likely
due to lithium plating at the negative electrode and its resulting LLI.
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Figure 3.7: Normalized capacity fade curves of NMC/graphite-SiOx cells in exper-
iment 1, 4 and 5 of Imperial College London dataset [80].

Chalmers University of Technology Dataset

The fifth battery dataset was generated at Chalmers University of Technology
[81], which consists of 12 synthetic NMC 811/graphite-SiOx cylindrical cells
(INR21700-M50, 5 Ah nominal capacity). The purpose is to understand inter-
actions between multiple degradation mechanisms and their resulting degra-
dation pathways inside LG M50 cells and to simulate the knee occurrence on
the capacity fade curve. Specifically, four degradation mechanisms, i.e., SEI
growth, particle cracking, lithium plating, and LAM, were coupled to a Doyle-
Fuller-Newman (DFN) model, and three degradation parameters were varied
from their default values as parameter sensitivity analysis. In each simulation,
all the cells were CC discharged at 1C to 2.5 V and then CV discharged until
the current cut-off (50 mA) followed by a rest for 5 minutes. Subsequently,
cells were CC charged at 1C to 4.2 V and then CV charged until the current
cut-off (50 mA) followed by a rest for another 5 minutes. The ambient tem-
perature was set to be constant at 25◦C. In the end, some cells have knees
on their capacity fade curves, of which the particle cracking-induced knees
were used for validating the effectiveness of our proposed knee-onset and knee
identification method in Ref. [82].
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Figure 3.8: Normalized capacity fade curves of synthetic NMC/graphite-SiOx cells
in the Chalmers University of Technology dataset [80].

3.2 Battery Models
Many kinds of battery models have been developed to characterize different
battery behaviors on multiple time and length scales, such as electrical, elec-
trochemical, thermal, mechanical, and degradation behaviors. In particular,
battery models that directly or indirectly characterize degradation behaviors,
such as capacity fade, resistance growth, and degradation mode analysis, can
be divided into four categories:

• Physics-based models: Broadly defined, physics-based models include
electrochemical models derived from first principles using porous elec-
trode theory (e.g., the pseudo-two-dimensional (P2D) model [83], single
particle model (SPM) [84]), physics-based degradation models (e.g., SEI
growth models [85] [86], lithium plating models [50] [87] [88], particle
cracking models [89] [90], loss of active material models [90] [91], etc.),
and the mechanistic model [34].

• (Semi-)empirical models: Empirical or semi-empirical models may be
the most commonly used model type to capture the direct relationship
between the operating conditions and the battery SoH with affordable
computational cost. It is common in the literature that only cycling
aging as the function of cycle number, or equivalent full cycle number,
or Ah-throughput, is considered in empirical models, such as exponen-
tial [53], logarithmic [54], polynomial [92], and hybrid [93] models, while
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semi-empirical models often consider both calendar aging and cycling
aging with square-root-of-time dependency due to SEI growth [94] and
Arrhenius temperature dependency [95]. To develop a (semi-)empirical
model for a specific type of lithium-ion cell, relevant stress factors need
to be first identified for both calendar aging and cycling aging, for exam-
ple, storage temperature [96] [97] [98], storage voltage [96], and storage
SoC [97] [98] in calendar aging; charge and discharge C-rate [97] [99],
average voltage [96], average SoC [97] [98], DoD [96] [98] [99], and am-
bient temperature [97] [98] [99] in cycling aging. Moreover, equivalent
circuit models (ECMs) characterize the electrical behavior of a battery
using different combinations of circuit elements, such as resistors and
capacitors [100].

• Machine learning models: Generally, machine learning (ML) models
for battery applications can be either non-probabilistic or probabilis-
tic. Non-probabilistic machine learning models include autoregression
based models [101] [102], elastic net [66], support vector regression [103]
[104], random forest regression [105], gradient boosting regression tree
[106], long short-term memory [107] [108], and recurrent neural network
[109]. Probabilistic machine learning models include Gaussian process
regression [110], relevance vector machine [111] [112], quantile regression
forest [113], and Bayesian neural network [114].

• Hybrid physics-based and machine learning models: To further improve
battery lifetime prediction performance, there has been growing interest
in combining physics-based and ML models to leverage their respective
advantages, i.e., the flexibility of ML modeling approach and the inter-
pretability of physics-based modeling approach [115]. Broadly, they can
be divided into two categories, i.e., sequential integration of standalone
physics-based and ML models, and hybridization of physics-based and
ML models. Sequential integration can be easily achieved through inte-
grating existing software, while hybridization remains an open challenge
in physics-informed machine learning (PIML) [116].

A comparison of commonly used lithium-ion battery models (P2D, SPM,
ECM, and PIML) in accuracy, computation time, and interpretability is illus-
trated in Fig. 3.9. The P2D model provides insights into the internal dynamics
of a battery with the highest accuracy but requires the highest computational
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time. In contrast, the ECM model has the lowest computational time but the
accuracy is restricted to the range that the model has been parameterized.
The PIML model may provide a good trade-off between accuracy and com-
putational time/interpretability. We will discuss the different approaches for
enforcing physics into ML models in the following section.
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Figure 3.9: Accuracy versus computational time and interpretability for P2D,
SPM, ECM, and PIML model [117].

Electrochemical Models
Battery degradation models depend on various underlying battery states (e.g.,
lithium concentration), which need to be simulated using an additional battery
model during aging. One of the commonly used battery models for degra-
dation simulation is the P2D model (also called the DFN model) based on
porous electrode theory [83]. Specifically, the P2D model simulates lithium
transport and diffusion in two dimensions, i.e., inside a spherical particle and
along the thickness of a cell, which allows a gradient inside the particle de-
pending on solid diffusion and a concentration gradient along the thickness of
an electrode depending on electrolyte transport, respectively. However, the
P2D model requires a large amount of computational effort to solve due to
algebraic constraints.
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By simulating only one particle in each electrode, the thickness dimension
is removed from the P2D model. As a result, the SPM is obtained as the
simplest electrochemical model that captures the average degradation of a
cell [118] [119] [120]. Specifically, only solid state diffusion transport and
spatially uniform kinetics are considered in the SPM. Although the validity
range of the SPM may vary depending on the physico-chemical property of
the cell (e.g., porosity and electrolyte conductivity), it is commonly accepted
in the literature that the SPM is generally valid at currents below 1C [121]
[122]. Therefore, the SPM may not be not valid for applications such as
fast charging. Moreover, inhomogeneities and other local effects cannot be
simulated either using the SPM model [49].

Physics-Based Degradation Models
SEI Growth Models

One of the most important degradation mechanisms at the anodes of lithium-
ion batteries is SEI growth (see Subsection 2.3). In a reaction with lithium ions
and electrons, electrolyte salts and solvents (see Subsection 2.1) are reduced
at a potential that is higher than the intercalation potential of lithium ions.
The resulting reaction products deposit on the graphite surface to form the
SEI layer [123]. The SEI growth contributes to battery degradation in two
ways, i.e., loss of lithium inventory and loss of active material of the negative
electrode (see Subsection 2.3). Generally, physics-based SEI growth models
can be divided into four categories, i.e., solvent diffusion-limited growth [85]
[124] [125], reaction-limited growth [50] [120] [126], electron migration-limited
growth [85] [125], and interstitial diffusion-limited growth [85].

Lithium Plating Models

Another degradation mechanism that occurs at the anode is lithium plating
(see Subsection 2.3). Lithium plating takes place when lithium ions from the
electrolyte form metallic lithium on the graphite surface instead of interca-
lating into it. Furthermore, lithium plating can occur with various degrees
of reversibility within a cycle, which is defined as the ratio of lithium that
is plated during charge and subsequently stripped to the electrolyte during
discharge [57] [58]. The lithium plating contributes to battery degradation
in two ways, i.e., loss of lithium inventory and loss of active material of the
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negative electrode (see Fig. 2.4). Generally, standard Bulter-Volmer or Tafel
kinetics are used in modeling the lithium plating/stripping process [48] [50]
[87] [88] [127] [128] [129].

Particle Cracking Models

One degradation mechanism that occurs at both electrodes is particle cracking.
Upon intercalation of lithium ions, the majority of electrode materials undergo
expansion, followed by contraction upon deintercalation. The cyclic expansion
and contraction of volume induce alternating stresses within the electrodes,
resulting in particle cracking and crack propagation (see Section 2.3). The
particle cracking contributes to battery degradation in two ways, i.e., loss of
lithium inventory via accelerated SEI growth and loss of active material (see
Fig. 2.5). Several particle cracking models have been proposed at the particle
level [89] [90], and incorporated into a cell model [130].

Loss of Active Material Models

The loss of active material at both electrodes can be caused by various degra-
dation mechanisms, such as transition metal dissolution, particle cracking,
binder decomposition, loss of electric contact, etc (see Fig. 2.3). Loss of
active material models that are based on different degradation mechanisms
have been proposed in the literature. Generally, they can be divided into
two categories, i.e., stress-induced loss of active material models [48] [90] and
reaction-induced loss of active material models [91].

Physics-Informed Machine Learning
Machine learning models have demonstrated outstanding performance in var-
ious battery applications. However, they generally require large amounts of
high-quality datasets for training, which are expensive to acquire in the lab
and the field. Moreover, many ML models, particularly deep learning mod-
els, lack sufficient physical interpretability and struggle to generalize beyond
the specific scenarios presented in the training data. In this regard, PIML
addresses the challenges mentioned above by enforcing prior knowledge (or
biases) from an empirical, physical, or mathematical understanding of the
system into neural networks or other kernel-based models, such as Gaussian
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processes [116]. Currently, three approaches can be employed separately or in
tandem to enforce physics into ML models,

• Observational biases: Given sufficient data that embody the underly-
ing physics, observational biases are conceptually the simplest mode
of introducing biases in ML models during the training process. Exam-
ples include the deep operator network [131] and Fourier neural operator
[132]. However, large amounts of high-quality data are typically required
to reinforce these biases, and the acquisition cost could be formidable
as observational data may be generated via expensive experiments or
high-fidelity physics-based models.

• Inductive biases: Prior knowledge is incorporated into an ML model by
crafting specialized architectures, such that predictions are strictly con-
strained by physics. Examples include convolutional neural networks
[133], graph neural networks [134], and Gaussian processes [135]. How-
ever, inductive biases are limited to tasks that are characterized by rel-
atively simple physics and challenging to implement in more complex
tasks.

• Learning biases: Learning biases can be introduced into ML models by
crafting loss functions, such that ML models simultaneously fit the ob-
served data and yield predictions that are approximately constrained
by physics. Although the underlying physics can only be approximately
satisfied using such soft penalty constraints, there are also more flexibil-
ities to enforce a wide range of physic-based biases into ML models. Ex-
amples include the deep Galerkin method [136], physics-informed neural
networks (PINNs) [137], and model-integrated neural networks (MINNs)
[138].

3.3 Scenario-Aware Machine Learning Pipeline
Advanced ML and PIML models have been developed to characterize bat-
tery degradation behaviors in various applications spanning battery design,
manufacturing, usage, and repurposing stages [139]. To automate the pro-
cess of selecting the best feature engineering method for developing the best
model for a cell technology in a chosen scenario, a machine learning pipeline
is introduced in Ref. [76], and extended here. As illustrated in Fig. 3.10,
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the raw battery data (see Section 3.1) is first preprocessed and analyzed be-
fore stored in the database; Secondly, the modeler selects the cell technology
(nominal capacity, chemistry, form factor, etc.) and the usage scenario (iden-
tical, protocol, or dynamic cycling); Thirdly, with the retrieved metadata,
batteries are classified into different groups based on a desired criterion in the
selected scenario (observed battery lifetime, nominal charging time, stress fac-
tors, etc.); Fourthly, the modeler selects the best feature engineering method
(cycle-based, histogram-based, etc.) that extracts input features from time-
series usage data at multiple sampling rates; Fifthly, the stratified random
sampling method is used to split the input-output pairs, typically with 80%
in the training set, and 20% in the test set. Moreover, equal ratios of batteries
that belong to different groups are kept in the training and test set at each
split; Sixthly, a wide range of ML and PIML models (see Section 3.2) are
selected and their (hyper-)parameter values are optimized using the training
set; Lastly, the performance of optimized ML and PIML models are evaluated
on the test set, and the best model developed using the best feature engineer-
ing method at the optimal sampling rate is selected for the cell technology
in the chosen scenario. Furthermore, the best ML or PIML model can be
interpreted using techniques, such as permutation importance and partial de-
pendence plot to rank feature importance and quantify the marginal effect of
each feature on battery degradation behaviors.

The scenario-aware pipeline was initially introduced to develop ML and
PIML models that characterize battery degradation behaviors in various ap-
plications. Furthermore, this pipeline can be easily adapted to develop the
empirical or semi-empirical degradation models described in Section 3.2. How-
ever, physics-based models are known for poor identifiability and high con-
ceptual complexity, and therefore, their parameterization is beyond the scope
of this pipeline.
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Figure 3.10: The scenario-aware machine learning pipeline.
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CHAPTER 4

State-of-the-Art

In this chapter, four research problems addressed in this thesis will be de-
scribed, and existing solution methods for each problem will be reviewed.

4.1 Battery Lifetime Prediction
Predicting the lifetime of a battery is of significant techno-economic impor-
tance for various applications at all stages of a battery’s life [76] [139]. Ap-
plications that need battery lifetime prediction include fast-charging protocol
optimization [61] and second-life repurposing [140]. Given the operating con-
ditions, the goal of battery lifetime prediction is to determine the time or
the number of (equivalent full) cycles until the battery reaches a predefined
end-of-life (EoL) threshold. In the literature, the 70-80% of initial nominal ca-
pacity is commonly used as the EoL threshold. However, this EoL threshold
solely focuses on capacity fade and neglects application specifications (e.g.,
driving range, charging time) and other battery characteristics (e.g., inter-
nal resistance/impedance). Therefore, EoL thresholds based on application
specifications and other battery characteristics could be better definitions for
batteries in first-life or second-life applications [141]. This section will review
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lifetime prediction methods using lab data, discuss the challenges of lifetime
prediction methods using field data, and at the second-life repurposing stage.

Battery Lifetime Prediction in the Lab
Historically, battery lifetime prediction has been restricted to using relatively
small lab data under well-controlled operating conditions. Moreover, the EoL
threshold is commonly based on relative capacity or relative resistance. Given
identical cycling or similar protocol cycling conditions, predicting battery life-
time based on these fixed EoL thresholds is arguably acceptable in the lab.
The battery models in lifetime prediction methods using lab data can be
roughly divided into four categories, i.e.,

• Physics-based models: The electrochemical models may be coupled with
multiple mechanical or chemical degradation models that capture under-
lying degradation mechanisms, such as the SEI growth [49] [85], lithium
plating [49] [50] [129] [142], and particle cracking [49] [89] [90]. After
model parameterization and validation with experimental data of a spe-
cific cell, these models could forecast the future battery states under
certain operating conditions [143] [144]. Then the battery lifetime is
predicted when the forecasted battery states reach a predefined EoL
threshold.

• (Semi)-empirical models: After parameterizing (semi-)empirical models
with experimental data of a specific cell, they are incorporated into
a recursive Bayesian filter framework, such as a particle filter [53] [54]
[145]. The model parameters are then recursively updated with onboard
measured data. Lastly, the battery lifetime is predicted by identifying
the point at which the predicted battery states reach a predefined EoL
threshold.

• Machine learning models: Different from the aforementioned explicit
battery models that capture the battery degradation process in the first
place, some studies use machine learning models to learn a mapping
function directly from input features, extracted from early degradation
data to the battery lifetime, given a training set of input-output pairs
[66] [146] [147]. In some other studies, the degradation process is firstly
divided into a fixed number of time intervals, and then a mapping func-
tion is learned from input features extracted from usage patterns (e.g.,
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the time spent within certain voltage, current, and temperature ranges)
to battery state changes in the corresponding time intervals [110] [148].
In this way, the whole future battery state trajectory can be forecasted,
and the battery lifetime is then predicted as the time when the forecasted
state reaches a predefined EoL threshold.

Battery Lifetime Prediction in the Field

In contrast to high-quality lab data under well-controlled operating condi-
tions, battery lifetime prediction using field data that contains realistic bat-
tery usage profiles in first-life in-vehicle applications and second-life stationary
applications faces several challenges:

• In first-life in-vehicle applications, the reduction of battery capacity can
be translated into the reduction of maximum driving distance, and there-
fore the EoL threshold is commonly based on relative capacity. How-
ever, this definition does consider application specifications. The state
of function (SoF) that considers both battery characteristics and appli-
cation specifications allows for a better definition of EoL threshold, i.e.,
0% SoF in first-life or second-life applications [149].

• The field data is expected to be noisy due to highly varying battery usage
profiles and fluctuating environmental conditions, sometimes missing
due to long-time parking, and even corrupted due to faulty hardware or
software. Additionally, unlike lab data, which is usually measured at the
cell level, field data is measured at multi-levels, and therefore contains
heterogeneity information within a module or a pack. It is therefore
challenging for a pre-estimated model using lab data at the cell level to
make accurate lifetime predictions using field data at multi-levels.

• To track the evolution of cell degradation throughout its life in the lab,
regular reference performance tests (RPTs) are periodically conducted,
in which three parameters are typically measured, i.e., capacity, internal
resistance/impedance, and OCV (see Section 2.2). However, the afore-
mentioned "ground truth" is lacking in the field, which is required to
validate lifetime prediction methods.
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Battery Lifetime Prediction at Repurposing
At the repurposing stage, the lifetime prediction of a battery in its intended
second-life applications faces two major issues:

• Although the Global Battery Alliance has taken the initiative to enable
battery data sharing using the battery passport [150], historical battery
data that may contain information on its degradation pathway caused by
first-life usage may still be unavailable or limited due to, for example,
proprietary reason. Without additional battery characterization tests
(see Section 2.2), battery lifetime prediction for its intended second-life
application will be highly uncertain and application-dependent.

• The operating conditions will differ significantly between first-life in-
vehicle and second-life stationary applications. Representative load pro-
files may first need to be extracted from different types of second-life
applications. Then aging tests need to be conducted to characterize
battery degradation in each second-life application in the lab. Notably,
battery capacity knee must be considered in lifetime prediction at the
repurposing stage as it can pose safety risks, particularly in second-life
applications [151].

In summary, most studies have only focused on battery lifetime prediction
based on fixed EoL thresholds using lab data, but very few studies have
attempted to predict battery lifetime based on application-dependent EoL
thresholds using lab or field data. Furthermore, battery lifetime prediction
for repurposing used electric vehicle (EV) batteries to suitable second-life ap-
plications remains to be investigated.

4.2 Battery Capacity Knee Identification and
Prediction

As a result of a complex interplay of various physical and chemical degrada-
tion mechanisms (see Section 2.3), the performance of lithium-ion battery cells
degrades over their lives, for example, capacity fade and resistance/impedance
rise. In some cases, sudden acceleration of capacity fade (so-called capacity
knee) is observed to occur, which results in accelerated performance degra-
dation and even safety issues of a cell [55]. Therefore, avoiding or at least
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delaying the occurrence of the knee is essential to guarantee a long battery
lifetime within safety constraints.

The IEEE Standard 485TM-2020 defines the capacity knee as the transition
when "the capacity slowly declines throughout most of the battery’s life, but
begins to decrease rapidly in the latter stages" [152]. However, this definition
only qualitatively describes what a capacity knee is, and does not provide
a method to identify the knee. In the literature, only a few studies have
attempted to identify the knee on the capacity fade curve. They can be divided
into two categories. One is intersection-based methods [148] [153] [154], and
the other is learning-based methods [155] [156] [157]. In offline scenarios, the
knee is identified given the complete capacity fade data of a cell with knee
occurrence; while in online scenarios, the knee has to be identified on the fly
during battery usage. The intersection-based methods use the intersection of
two lines fitted to the beginning and the end of the capacity fade curve and
can only be used offline. Specifically,

• The slope-changing ratio method: Prior to knee identification, an empir-
ical model that characterizes the capacity fade curve with consideration
of knee point occurrence is first proposed by Diao et al. [153]. After
obtaining the fitted capacity fade curves, the knee is identified as the
intersection of two tangent lines at two points, i.e., the points with min-
imum and maximum absolute slope, respectively. However, different
degradation models may be required to fit different types of capacity
fade curves.

• The Bacon-Watts method: By directly fitting the Bacon and Watts
model [158] to the capacity fade data, the knee is identified as the inter-
section of two straight lines [154]. The Bacon-Watts method is simple
and robust against noise without superimposing a degradation model,
but may not be applicable to all types of capacity fade curves.

• The bisector method: The bisector method, proposed by Greenbank and
Howey [148], first fits the early and late life capacity fade gradients using
linear regression. Then the knee is identified as the intersection of an
angle bisector of two gradients and the capacity fade curve. However,
the bisector method is sensitive to the selection of early and late life
capacity fade data, which may not be applicable to all types of capacity
fade curves.
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The learning-based methods use machine learning models to predict the knee
point given specific features as inputs. Specifically,

• The quantile regression method: The quantile regression method, pro-
posed by Zhang et al. [155], first fits a strip-shaped safety zone from
experimental data (the height of the second IC peak), and the knee can
be identified online as the last cycle of four consecutive cycles beyond
the safety zone. Although the quantile regression method works with
incoming data streams, the identified knees vary with the amount of
available data online.

• The convolutional neural networks: The convolutional neural networks
model, proposed by Sohn et al. [156], predicts the number of cycles
to the knee point given input features extracted from time-series usage
data. However, their method requires knee labeling beforehand using
the Bacon-Watts model.

• The transformer-based deep learning model: The transformer-based
deep learning model, proposed by Costa et al. [157], predicts whether
or not a knee will occur within a window size of 800 cycles. Moreover,
the model can also provide degradation diagnosis through quantifying
degradation modes. However, it also requires knee labeling beforehand
using a separate strategy.

In summary, intersection-based methods may fail as their effectiveness de-
pends on the shape of the capacity fade curve, which can be linear, sublinear,
superlinear, or a combination of the three [56]. Moreover, they cannot be used
for online identification or prediction as they need more or less the complete
fade curve. In contrast, learning-based methods can be used for online iden-
tification and prediction, but they usually require large amounts of labeled
data for model offline training prior to their online deployment.

4.3 Battery Degradation Diagnosis
The goal of battery cell degradation diagnosis is to identify and quantify
degradation modes inside a battery. Generally, diagnostic methods can be
divided into three categories, i.e., post-mortem analysis, model-based analysis,
and curve-based analysis [159]. The post-mortem analysis is a destructive
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method that disassembles aged cells in a controlled environment, while the
other two are non-invasive methods utilizing various sensing techniques, such
as voltage, current, temperature, acoustic, strain, fiber-optic, etc.

Post-Mortem Analysis
Post-mortem analysis involves safely disassembling aged battery cells in a
well-controlled clean environment and then carefully examining each of their
components through material analysis, in order to identify and then quantify
dominant degradation mechanisms [160] [161] [162]. From the physicochemical
aspect, the post-mortem analysis can be further divided into three subcate-
gories, i.e.,

• Morphology analysis: The morphology analysis is to examine the mor-
phology of the electrode surface. Depending on different resolution
requirements, optical microscopy [163], scanning electron microscopy
[164], and transmission electron microscopy [165] are commonly used in
morphology analysis.

• Composition analysis: The composition analysis is to examine the ele-
ment composition of active materials and their concentration distribu-
tion on the electrode surface and at different depths. Techniques such
as energy dispersive X-ray spectroscopy [161], X-ray photoelectron spec-
troscopy [166], inductively coupled plasma-atomic emission spectroscopy
[167] have been reported to be used in the composition analysis.

• Structure analysis: The structure analysis is to examine the crystal
structure on the surface, for which X-ray diffraction is commonly used
[165].

Model-Based Analysis
The model-based diagnostic methods mainly involve electrochemical models
derived from first principles using porous electrode theory (e.g., the Doyle-
Fuller-Newman model [83], single particle model [84]), the mechanistic model
[34], and equivalent circuit models [100].

• Electrochemical models: Some of the electrochemical model parame-
ters are important health indicators, which are closely related to the
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degradation of lithium-ion battery cells [168] [169] [170]. Therefore,
identifying these aging parameters in electrochemical models and then
correlating them with underlying degradation mechanisms and modes
would facilitate battery degradation diagnosis. Some aging parameters
in electrochemical models that have been identified in the literature are
the volume fraction of active material at the anode [171], solid elec-
trolyte interphase (SEI) resistance [171], the resistance of deposit layer
[171], the electrolyte diffusion coefficient [171], positive and negative
solid phase diffusion coefficient [168], positive and negative electrochem-
ical reaction rate constant [168], the cathode particle surface area [169],
stoichiometry limits [169], and porosities of the cathode, separator, and
anode [169].

• The mechanistic model: A mechanistic model that can simulate various
"what-if" scenarios of battery degradation modes and enable online bat-
tery degradation diagnosis via incremental capacity (IC) and differential
voltage (DV) curves was proposed by Dubarry et al. [34]. The model
can simulate individual electrode behavior with two model parameters,
i.e., the loading ratio between the negative and positive electrode, and
the initial irreversible capacity loss of the negative electrode that com-
pensates the SEI formation.

• Equivalent circuit models: The experimental data obtained from elec-
trochemical impedance spectroscopy (EIS) tests contains rich informa-
tion about cell degradation caused by internal resistance/impedance (see
Subsubsection 2.2) and can therefore be used to identify cell degrada-
tion mechanisms [32] [33]. Typically, the impedance spectrum of a cell
is represented by a Nyquist plot, which is often modeled by an equiv-
alent circuit model (ECM). As a commonly-used model, the adapted
Randles-equivalent circuit model (AR-ECM) is illustrated in Fig. 4.1,
in which changes of four resistances (ohmic Rohm, SEI RSEI, charge-
transfer Rct, and Warburg Rw) are tracked to identify and quantify
degradation mechanisms, i.e., ohmic resistance increase (ORI), loss of
lithium inventory (LLI), and loss of active material (LAM) [32].
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Figure 4.1: Using EIS impedance spectrum and ECM to identify degradation
mechanisms [32].

Curve-Based Analysis
As it is illustrated in Fig. 4.2, most physics-based models generally capture
the most dominant degradation mechanisms at the micro-scale [89] or even
nano-scale [172]. However, previous studies have illustrated that meso-scale
and macro-scale inhomogeneities in the structure of the electrodes caused by
cell manufacture can have a significant impact on safety (e.g., thermal runaway
[173]) and cell degradation in the long term (e.g., capacity knee occurrence
[47]), which may not be captured by bottom-up physics-based models.

Curve-based analysis methods that utilize measurements from cell charac-
terization tests (see Section 2.2) provide an alternative solution to cell degra-
dation diagnosis. Examples of utilizing different measurements from cell char-
acterization tests are:

• EIS impedance spectrum [33].

• Discharge voltage curve [66].

• Pseudo open circuit voltage (OCV) [46].
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Figure 4.2: Mechanical properties of lithium-ion batteries at different length scales
[174].

• Derivatives of OCV or cell capacity, such as incremental capacity anal-
ysis (ICA) [21] and differential voltage analysis (DVA) [22].

In summary, as an invasive method, the post-mortem analysis is infeasible
for online battery degradation diagnosis but can provide the "ground truth"
of battery degradation. In contrast, the model-based and curve-based anal-
yses have the potential to achieve effective and non-invasive online battery
degradation diagnosis.

4.4 Energy Management in Grid-Connected
Microgrids

There are many stationary applications where used or second-life EV bat-
teries can be repurposed. These stationary applications span over residen-
tial, commercial & industrial, and utility scenarios [175]. In the literature,
most studies focus on grid-connected microgrids consisting of renewable en-
ergy sources (RESs) and battery energy storage systems (BESSs). However,
safe and optimal usage of second-life BESSs in grid-connected microgrids still
faces challenges, particularly concerning decision-making under different types
of uncertainty. Specifically, the uncertainty mainly arises from forecasts of
load demand, RESs production, electricity prices, and battery degradation.
Various control strategies with different objectives have been proposed for en-
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ergy management in grid-connected microgrids. These control strategies can
be divided into three categories, i.e.,

• Rule-based strategies: There are two commonly used rule-based strate-
gies, i.e., 1) maximizing self-consumption (MSC) is to maximize the
use of RESs production for load demand and battery charge; 2) time-
of-use (ToU) is to maximize the economic benefit with the difference
between peak and valley electricity prices. Both rule-based strategies
are developed based on the difference between RESs production and
load demand, and the electricity prices [176]. The rule-based strategies
are easy to implement but less adaptive to different types of uncertainty.

• Model predictive control (MPC): MPC finds an (implicit) feedback pol-
icy at each time instant by solving an optimal control problem in a
receding-horizon fashion [177]. Different objectives can be taken into
account, for example, stability and constraints satisfaction using track-
ing MPC, and closed-loop performance using economic MPC. Moreover,
the uncertainties associated with fluctuations in RESs production, load
demand, and electricity prices, can be addressed via robust or stochastic
MPC [178]. However, MPC has two drawbacks: 1) For computational
reasons, simple models are preferred in the MPC scheme. As a result,
the MPC-based solution is optimal for the given model, but suboptimal
for the real system with uncertainties; 2) It is difficult to consider long-
term objectives and constraints due to the finite-horizon formulation of
MPC.

• Reinforcement learning (RL): RL learns a policy that maps states to
actions by directly interacting with the environment or indirectly from
collected historical data [179]. The effects of uncertainties in the system
can be reduced with sufficient exploration or good use of data [180].
However, RL tends to suffer from two difficulties: 1) A large amount of
data is required for model-free RL to learn a satisfactory policy; 2) RL
theory is immature to handle system constraints and evaluate closed-
loop stability.
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CHAPTER 5

Summary of included papers

This chapter provides a summary of the included papers.

5.1 Paper A
Huang Zhang, Yang Su, Faisal Altaf, Torsten Wik, and Sébastien Gros
Interpretable Battery Cycle Life Range Prediction Using Early Cell
Degradation Data
Published in IEEE Transactions on Transportation Electrification,
vol. 9, no. 2, pp. 2669–2682, Dec. 2022.
©2022 IEEE DOI: 10.1109/TTE.2022.3226683 .

Battery lifetime prediction using early degradation data has many appli-
cations throughout the battery product life cycle. To address this research
problem, the quantile regression forests (QRF) model is introduced in this
paper to provide cycle life range prediction with uncertainty quantified as the
width of the prediction interval, in addition to point predictions with high
accuracy. The prediction performance of the QRF model is demonstrated
on a publicly available battery dataset under realistic fast-charging protocols.
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Using two model-agnostic interpretation techniques, the two most important
input features are identified and their effect on predicted battery cycle life
is quantitatively investigated. An important advantage of this method com-
pared to others is that no assumptions on the statistical distribution have to
be made, which otherwise easily corrupts uncertainty estimates..

Huang Zhang contributed with Conceptualization, Methodology, Soft-
ware, Data curation, Validation, Formal analysis, Investigation, and Writing
– original draft. Yang Su contributed with Resources, Methodology, and
Writing – review & editing. Faisal Altaf contributed with Resources, Writ-
ing – review & editing, Supervision, Project administration, and Funding
acquisition. Torsten Wik contributed with Resources, Writing – review &
editing, Supervision, and Funding acquisition. Sébastien Gros contributed
with Resources, Writing – review & editing, Supervision, and Funding acqui-
sition.

5.2 Paper B
Huang Zhang, Faisal Altaf, Torsten Wik, and Sébastien Gros
Comparative Analysis of Battery Cycle Life Early Prediction Using Ma-
chine Learning Pipeline
Published in proceedings of the 22nd IFAC World Congress,
vol. 56, no. 2, pp. 3757–3763, Jul. 2023.
©2023 Elsevier DOI: 10.1016/j.ifacol.2023.10.1545 .

Lithium-ion battery system is one of the most critical but expensive com-
ponents for both electric vehicles and stationary energy storage applications.
In this paper, to produce the best model for both battery cycle life point
prediction and range prediction (i.e., confidence intervals or prediction inter-
vals), a pipeline-based approach is proposed, in which a full 33-feature set is
generated manually based on battery degradation knowledge, and then used
to learn the best model among five machine learning (ML) models that have
been reported in the battery lifetime prediction literature, and two quantile
regression models for battery cycle life prediction. The calibration and sharp-
ness property of battery cycle life range prediction is properly evaluated by
their coverage probability and width respectively. The experimental results
show that the gradient boosting regression tree model provides the best point
prediction performance, while the quantile regression forest model provides
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the best range prediction performance with both full 33-feature set and the
MIT 6-feature set.

Huang Zhang contributed with Conceptualization, Methodology, Soft-
ware, Data curation, Validation, Formal analysis, Investigation, and Writing
– original draft. Faisal Altaf contributed with Resources, Writing – re-
view & editing, Supervision, Project administration, and Funding acquisition.
Torsten Wik contributed with Resources, Writing – review & editing, Su-
pervision, and Funding acquisition. Sébastien Gros contributed with Re-
sources, Writing – review & editing, Supervision, and Funding acquisition.

5.3 Paper C
Huang Zhang, Faisal Altaf, and Torsten Wik
Scenario-Aware Machine Learning Pipeline for Battery Lifetime Predic-
tion
Published in proceedings of 2024 European Control Conference,
pp. 212–217, Jul. 2024.
©2024 IEEE DOI: 10.23919/ECC64448.2024.10591037 .

Advanced machine learning (ML) models have been developed for battery
lifetime prediction in different use cases at all stages of a battery’s life. As the
first step to enable the transferability of ML models for battery lifetime pre-
diction across multiple use cases, a scenario-aware machine learning pipeline
is proposed, in which two feature engineering methods that have been able to
generate input features with outstanding predictive power are used to learn
the best ML model for battery lifetime prediction in a chosen usage scenario.
The experimental results show that the histogram-based feature engineer-
ing method is able to generate input features with predictive power general-
ized across two usage scenarios (i.e., identical cycling and protocol cycling).
Thus, to enable transferability of ML models for battery lifetime prediction
across different scenarios, and even battery chemistries, this histogram-based
feature engineering method will be further investigated together with online
fine-tuning strategies.

Huang Zhang contributed with Conceptualization, Methodology, Soft-
ware, Data curation, Validation, Formal analysis, Investigation, and Writing
– original draft. Faisal Altaf contributed with Resources, Writing – re-
view & editing, Supervision, Project administration, and Funding acquisition.
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Torsten Wik contributed with Resources, Writing – review & editing, Su-
pervision, and Funding acquisition.

5.4 Paper D

Huang Zhang, Faisal Altaf, and Torsten Wik
Battery Capacity Knee-Onset Identification and Early Prediction Using
Degradation Curvature
Published in Journal of Power Sources,
vol. 608, pp. 234619, Jul. 2024.
©2024 Elsevier DOI: 10.1016/j.jpowsour.2024.234619 .

Abrupt capacity fade can have a significant impact on performance and
safety in battery applications. To address concerns arising from possible knee
occurrence, this work aims for a better understanding of their cause by intro-
ducing a new definition of capacity knees and their onset. A curvature-based
identification of a knee and its onset is proposed, which relies on the discovery
of a distinctly fluctuating behavior in the transition between an initial and
a final stable acceleration of the degradation. The method is validated on
experimental degradation data of two different battery chemistries, synthetic
degradation data, and is also benchmarked to the state-of-the-art knee identi-
fication method in the literature. The results demonstrate that our proposed
method could successfully identify capacity knees when the state-of-the-art
knee identification method failed. Furthermore, a significantly strong corre-
lation is found between knee and end of life (EoL) and almost equally strong
between knee onset and EoL. As the method does not require the full capacity
fade curve, this opens up online knee-onset identification as well as knee and
EoL prediction.

Huang Zhang contributed with Conceptualization, Methodology, Soft-
ware, Data curation, Validation, Formal analysis, Investigation, and Writing
– original draft. Faisal Altaf contributed with Resources, Writing – re-
view & editing, Supervision, Project administration, and Funding acquisition.
Torsten Wik contributed with Resources, Writing – review & editing, Su-
pervision, and Funding acquisition.

54



5.5 Paper E

5.5 Paper E
Huang Zhang, Xixi Liu, Faisal Altaf, and Torsten Wik
A Transferable Physics-Informed Framework for Battery Degradation
Diagnosis, Knee-Onset Detection and Knee Prediction
Submitted .

The techno-economic and safety concerns of battery capacity knee occur-
rence call for developing online knee detection and prediction methods as an
advanced battery management system (BMS) function. To address this, a
transferable physics-informed framework that consists of a histogram-based
feature engineering method, a hybrid physics-informed model, and a fine-
tuning strategy, is proposed for online battery degradation diagnosis and knee-
onset detection. The hybrid model is first developed and evaluated using a
scenario-aware pipeline in protocol cycling scenarios and then fine-tuned to
create a local model deployed in a dynamic cycling scenario. A 2D histogram-
based feature set is found to be the best choice in both source and target sce-
narios. The fine-tuning strategy is proven to be effective in improving battery
degradation mode estimation and degradation phase detection performance in
the target scenario. Again, a strong linear correlation was found between the
identified knee-onset and knee points. As a result, advanced BMS functions,
such as online degradation diagnosis and prognosis, online knee-onset detec-
tion and knee prediction, aging-aware battery classification, and second-life
repurposing, can be enabled through a battery performance digital twin in
the cloud.

Huang Zhang contributed with Conceptualization, Methodology, Soft-
ware, Data curation, Validation, Formal analysis, Investigation, Writing –
original draft, Project administration, and Funding acquisition. Xixi Liu
contributed with Resources, and Writing – review & editing. Faisal Altaf
contributed with Resources, Writing – review & editing, Supervision, and
Funding acquisition. Torsten Wik contributed with Resources, Writing –
review & editing, Supervision, and Funding acquisition.

5.6 Paper F
Huang Zhang, Faisal Altaf, and Torsten Wik
Comparative Study of Aging-Aware Control Strategies for Grid-Connected
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Photovoltaic Battery Systems
Published in proceedings of the 63rd IEEE Conference on Decision and
Control
pp. 3501–3507, Dec. 2024.
©2024 IEEE DOI: 10.1109/CDC56724.2024.10886263 .

Various strategies with different objectives have been proposed to control
grid-connected photovoltaic (PV) battery systems where electric vehicle (EV)
batteries can be used as stationary energy storage. As the first attempt to
enable aging-aware decision-making under various uncertainties, an econom-
ically motivated stage cost function is proposed to account for both the grid
and the battery degradation cost. Historical operational data and "fixed" fore-
casted electricity price data are utilized to improve the economic performance
of an implicit (or time-varying) optimal policy. Simulation results show that
an implicit optimal policy achieved better economic performance (i.e., lowest
grid and battery degradation cost) with smaller fluctuation amplitudes than
an explicit one. Thus, to improve the aging-aware decision-making under un-
certainties for EV batteries further, the implicit optimal policy will be further
developed with consideration of other forecasts.

Huang Zhang contributed with Conceptualization, Methodology, Soft-
ware, Data curation, Validation, Formal analysis, Investigation, Writing –
original draft, Project administration, and Funding acquisition. Faisal Altaf
contributed with Resources, Writing – review & editing, Supervision, and
Funding acquisition. Torsten Wik contributed with Resources, Writing –
review & editing, Supervision, and Funding acquisition.

5.7 Paper G
Huang Zhang, Xixi Liu, Faisal Altaf, and Torsten Wik
A Practitioner’s Guide to Automatic Kernel Search for Gaussian Pro-
cesses in Battery Applications
Submitted to the 64th IEEE Conference on Decision and Control .

Gaussian process (GP) models have been used in a wide range of battery
applications, in which different kernels were manually selected with consider-
able expertise. However, to capture complex relationships in the ever-growing
amount of real-world data, selecting a suitable kernel for the GP model in
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battery applications is increasingly challenging. In this work, we first review
existing GP kernels used in battery applications and then extend an automatic
kernel search method with a new base kernel and model selection criteria. The
GP models with composite kernels outperform the baseline kernel in two nu-
merical examples of battery applications, i.e., battery capacity estimation and
residual load prediction. Particularly, the results indicate that the Bayesian
Information Criterion may be the best model selection criterion as it achieves
a good trade-off between kernel performance and computational complexity.
This work should, therefore, be of value to practitioners wishing to automate
their kernel search process in battery applications.

Huang Zhang contributed with Conceptualization, Methodology, Soft-
ware, Data curation, Validation, Formal analysis, Investigation, Writing –
original draft, Project administration, and Funding acquisition. Xixi Liu
contributed with Resources, Methodology, and Writing – review & editing.
Faisal Altaf contributed with Resources, Writing – review & editing, Super-
vision, and Funding acquisition. Torsten Wik contributed with Resources,
Writing – review & editing, Supervision, and Funding acquisition.
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Concluding Remarks and Future Work

Second-life applications of electric vehicle (EV) batteries will arguably have
economic, technical, and environmental benefits. However, for safe and opti-
mal usage of EV batteries in second-life applications, important factors, such
as battery lifetime, cell-to-cell variations, second-life application specifications,
cost and benefits of second-life battery energy storage systems (BESSs) in
various applications, and relevant market forecasts, must be considered in the
sequential decision-making process. In this thesis, our main goal is to enable
successful market adoption of second-life BESSs based on new and used EV
batteries. To achieve this, we proposed aging-aware classification in first-life
applications and optimal usage in second-life applications for EV batteries.
Specifically, four research problems have been addressed in this thesis, i.e.,
1) battery lifetime early prediction; 2) battery capacity knee identification
and knee-onset early prediction; 3) battery degradation mode estimation and
phase detection; 4) energy management in grid-connected microgrids.

The key results and contributions are summarized as follows: 1) To provide
battery lifetime prediction using early degradation data, the quantile regres-
sion forests (QRF) model was introduced for battery cycle life prediction with
uncertainty quantified. Two model-agonistic interpretation techniques were
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employed to identify the most important input feature and then quantify
its effect on the predicted battery cycle life. Furthermore, a scenario-aware
machine learning (ML) pipeline was proposed to automate the process of de-
veloping the best battery lifetime prediction model in a chosen scenario; 2)
To identify knee and knee-onset points on the battery capacity fade curve, a
curvature-based identification method was proposed. Even though the state-
of-the-art method failed, this method could still identify capacity knees as
it relies on the discovery of an oscillatory degradation phenomenon; 3) To
enable online classification of EV batteries, a transfer learning-based physics-
informed framework was proposed to first estimate battery degradation modes
and then detect the degradation phase using aggregated time-series voltage
data. Advanced battery management functions, such as online degradation
diagnosis and second-life repurposing could also be enabled using the proposed
framework in a battery digital twin; 4) To enable optimal usage of EV batter-
ies in second-life applications, an economic stage cost function was proposed to
account for both the grid and the battery degradation cost in grid-connected
microgrids, and an automatic kernel search method was extended with a new
base kernel and model selection criteria to construct the best composite kernel
in Gaussian process (GP) regression models for battery capacity estimation
and residual load prediction in grid-connected microgrids. The proposed cost
function and kernel search method will be used in our future work.

Finally, some advances can be made in future work, i.e., 1) Instead of fixed
end-of-life (EoL) thresholds, application-dependent EoL thresholds are bet-
ter choices in battery lifetime prediction for first-life and second-life applica-
tions; 2) The oscillatory degradation phenomenon was found to be essential
to the effectiveness of the proposed capacity knee identification method. It is,
therefore, worth further investigating this oscillatory degradation phenomenon
using synthetic and experimental datasets covering more knee pathways; 3)
To maximize the overall value of EV batteries before eventually being recy-
cled, the proposed cost function and kernel search method will be used to
develop a techno-economic model with which EV batteries can be repurposed
for second-life applications at a good time.
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