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Abstract—We study model-based end-to-end learning in the
context of integrated sensing and communication (ISAC) un-
der hardware impairments. Hardware impairments are usu-
ally addressed by means of array calibration with a focus
on communication performance. However, residual impairments
may exist that affect sensing performance. This paper proposes
a data-driven framework for mitigating such impairments. A
monostatic orthogonal frequency-division multiplexing (OFDM)
sensing and multiple-input single-output (MISO) communication
scenario is considered, incorporating hardware imperfections at
the ISAC transceiver antenna array. Since conventional ISAC
signal processing algorithms rely on mathematical models of
the wireless channel, a mismatch occurs between the assumed
mathematical models and the underlying reality in the presence
of hardware impairments. We first study the detrimental effects
of such impairments at the transmitter and receiver side of the
proposed scenario, showcasing different levels of degradation on
communication and sensing performances. As the core contribu-
tion of this work, we propose a novel differentiable version of
the orthogonal matching pursuit (OMP) algorithm that is suitable
for multi-target sensing and allows for efficient end-to-end learn-
ing of the hardware impairments. Based on the differentiable
OMP, we devise two model-based parameterization strategies
of the ISAC beamformer and sensing receiver to account for
hardware impairments: (i) learning a dictionary of steering
vectors for different angles and (ii) learning the parameterized
hardware impairments. We carry out a comprehensive perfor-
mance analysis of the proposed model-based learning approaches
and a strong baseline consisting of least-squares beamforming,
conventional OMP, and maximum-likelihood symbol detection
for communication. Results show that by parameterizing the
hardware impairments, learning approaches offer gains in terms
of higher detection probability, position estimation accuracy, and
lower symbol error rate (SER) compared to the baseline. We
demonstrate that learning the parameterized hardware impair-
ments outperforms learning a dictionary of steering vectors, also
exhibiting the lowest complexity.
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I. INTRODUCTION

NEXT-generation wireless communication systems are
expected to operate at higher carrier frequencies to meet

the data rate requirements necessary for emerging use cases
such as smart cities, e-health, and digital twins for manu-
facturing [1], [2]. Higher carrier frequencies also enable new
functionalities, such as integrated sensing and communication
(ISAC). ISAC aims to integrate radar and communication ca-
pabilities in one joint system, which enables hardware sharing,
energy savings, and improved channel estimation via sensing-
assisted communications, among other advantages [3]–[5].
ISAC has been mainly considered by means of dual-functional
waveforms. For instance, radar signals have been used for
communication [6], [7], while communication waveforms have
proven to yield radar-like capabilities [5], [8]. Furthermore, op-
timization of waveforms to perform both tasks simultaneously
has also been studied [9]–[11]. However, conventional ISAC
approaches degrade in performance under model mismatch,
i.e., if the underlying reality does not match the assumed
mathematical models. In particular at high carrier frequen-
cies, hardware impairments can severely affect the system
performance and hardware design becomes very challenging
[12], [13]. This increases the likelihood of model mismatch
in standard approaches, and problems become increasingly
difficult to solve analytically if hardware impairments are
considered.

Deep learning (DL) approaches based on large neural net-
works (NNs) have proven to be useful under model mismatch
or complex optimization problems [14], [15]. DL does not
require any knowledge about the underlying models as it is
optimized based on training data, which inherently captures the
potential impairments of the system. DL has been investigated
in the context of ISAC for a vast range of applications,
such as predictive beamforming in vehicular networks [16],
[17], multi-target sensing and communication in THz trans-
missions [18], or efficient resource management [19], [20].
However, most previous works on DL for ISAC consider
single-component optimization, either at the transmitter or
receiver. On the other hand, end-to-end learning [21] of both
the transmitter and receiver has proven to enhance the final
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Fig. 1: Considered scenario, where an impaired multi-antenna ISAC trans-
mitter is optimized based on prior information of the location of the targets
and the communication receiver. The co-located sensing receiver estimates
the targets’ states (target presence probability and position), while the single-
antenna communication receiver retrieves the transmitted communication data.

performance of radar [22] and communication [23] systems.
End-to-end learning in ISAC was applied to perform single-
target angle estimation under hardware impairments [24] and
multi-snapshot angle estimation [25]. Nevertheless, DL ap-
proaches often lack interpretability and require large amounts
of training data to obtain satisfactory performance.

To overcome the disadvantages of large DL models, model-
based machine learning (MB-ML) [26] instead parameterizes
existing models, designs, and algorithms while maintaining
their overall computation graph as a blueprint. This allows
initializing trainable parameters at an already good starting
point, requiring less training data to optimize, and typically
also offers a better understanding of the learned parameters.
A popular example of MB-ML learning is deep unfolding [27],
[28], where iterative algorithms are “unrolled” and interpreted
as multi-layer computation graphs. In the context of radar-like
sensing, deep unfolding has been applied in [29], [30] to angle
estimation, showing enhanced accuracy with respect to DL and
begin able to compensate for array imperfections, respectively.
Related to communications, deep unfolding has been applied
to massive multiple-input multiple-output (MIMO) channel
estimation in [31], where classical steering vector models are
used as a starting point and then optimized to learn the system
hardware impairments, by unfolding the matching pursuit
(MP) algorithm [32]. This approach was later refined to reduce
the required number of learnable parameters in [33]. Previous
MB-ML approaches in the context of radar-like sensing [29],
[30] and communications [31], [33] exhibit three primary
shortcomings that can limit their effectiveness in practical
scenarios. Firstly, they all focus on receiver learning; however,
end-to-end learning of transmitter and receiver, which holds
great potential given its promising performance in model-
free DL applications [22], [23], remains unexplored. Secondly,
sensing works [29], [30] only investigate angle estimation,
which means that multi-target positioning has not been studied
before. In addition, the communication works in [31], [33]
consider estimation of communication channels without ex-
tracting geometric path parameters. Finally, while MB-ML has
been utilized to address challenges related to either sensing
[29], [30] or communications [31], [33], the trade-offs between
sensing and communication both at training and testing stages
have not been investigated yet. This paper studies end-to-

end MB-ML for ISAC, focusing on the effect of hardware
impairments in the ISAC transceiver. We consider a MIMO
monostatic sensing and multiple-input single-output (MISO)
communication scenario (as depicted in Fig. 1). Our main
contribution in this work is to propose an end-to-end MB-
ML approach to learn the unknown hardware impairments. To
this end, we require that the transmit and receive operations
are: (i) differentiable, to enable gradient backpropagation and
(ii) parameterizable by the hardware impairments. To achieve
these requirements, we ground our proposed MB-ML approach
in a model-based baseline consisting of a least-squares (LS)
beamformer at the transmitter and an orthogonal matching
pursuit (OMP) position estimator at the co-located sensing
receiver. After training, the learned impairments are used by
the model-based baseline instead of the initially assumed ideal
model parameters.

This work significantly extends our preliminary work in [34]
and other recent works on MB-ML [29]–[31], [33] and end-to-
end learning for ISAC [24], [25] (see Tab. I for an overview)
by addressing the three shortcomings mentioned above:

• End-to-end learning: Compared to prior related works
on MB-ML [29]–[31], [33], which focus on receiver
learning, we consider simultaneous transmitter and re-
ceiver, i.e., end-to-end learning. Our MB-ML approach
parameterizes and optimizes both the ISAC beamformer
and sensing receiver, allowing for end-to-end learning of
hardware impairments.

• Joint angle–range processing: We consider orthogonal
frequency-division multiplexing (OFDM) transmission,
which enables joint angle and range (and, hence, position)
estimation. Thus, compared to our previous work [34],
as well as the recent works in [24], [25] and [29], [30],
which all focus on angle estimation, in this work we also
estimate the range of targets in the scene, significantly
augmenting the proposed end-to-end learning approach.
Although [33] does explore OFDM, it is confined to the
single-input single-output (SISO) scenario.

• MB-ML for ISAC: While MB-ML has been applied
to either sensing [29], [30] or communication [31], [33]
scenarios separately, our approach is designed to address
the unique challenges of ISAC systems, such as (i)
handle hardware impairments at the ISAC transmit array
for effective ISAC beamforming (considering the trade-
offs between the two functionalities), and (ii) mitigating
the detrimental impacts of hardware impairments on the
detection and positioning performance of multiple targets.
This work significantly expands on the conference version
[34], which (besides the already mentioned extension to
range estimation) was limited to single-target scenarios.

In the rest of this paper, we first describe the mathematical
ISAC system model in Sec. II. Then, we describe the two
approaches to perform target positioning and communication:
the baseline in Sec. III and MB-ML in Sec. IV. The main
ISAC results are presented and discussed in Sec. V before the
concluding remarks of Sec. VI.

Notation. We denote column vectors as bold-faced lower-
case letters, a, and matrices as bold-faced upper-case letters,
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TABLE I: Comparison between this and closely related prior work. (FPCA: fixed-point continuation algorithm, ISTA: iterative shrinkage-thresholding algorithm,
MP: matching pursuit, OMP: orthogonal matching pursuit, MAP: maximum a posteriori, RX: receiver)

Ref. ISAC end-to-end model-based multi-target target position

[24] yes yes no no no (angle only)
[25] yes yes no yes no (angle only)
[29] no (sensing only) no (RX only) yes (unfolded FPCA) yes no (angle only)
[30] no (sensing only) no (RX only) yes (unfolded ISTA) yes no (angle only)
[31] no (comm. channel est. only) no (RX only) yes (unfolded MP) N/A† N/A†

[33] no (comm. channel est. only) no (RX only) yes (unfolded MP) N/A† N/A†

[34]∗ yes yes yes (param. MAP ratio test) no no (angle only)

this work yes yes yes (unfolded OMP) yes yes
∗conference version of this paper
†not applicable: no geometric path parameters are extracted from the channel estimates

A. A column vector whose entries are all equal to 1 is denoted
as 1. The identity matrix of size N×N is denoted as IN . The
transpose and conjugate transpose operations are denoted by
(·)⊤ and (·)H, respectively. The i-th element of a vector and
the (i, j)-th element of a matrix are denoted by [a]i and [A]i,j .
The element-wise product between two matrices is denoted by
A⊙B and ⊗ denotes the Kronecker product. vec(·) denotes
matrix vectorization operator. Sets of elements are enclosed by
curly brackets and intervals are enclosed by square brackets.
The set {x ∈ R|x ≥ 0} is denoted as R≥0. The cardinality of
a set X is denoted by |X |. The uniform, circularly-symmetric
complex Gaussian, and exponential distributions are denoted
as U , CN , and Exp, respectively. The Euclidean vector norm
is represented by ∥·∥2. The indicator function is denoted by
I{·}. The greatest integer less than or equal to x is denoted
as ⌊x⌋. II. SYSTEM MODEL

This section provides the mathematical models for the
received sensing and communication signals, the ISAC trans-
mitted signal and the hardware impairments. In Fig. 2, a block
diagram of the considered ISAC system is depicted.
A. Multi-target MIMO Sensing

We consider an ISAC transceiver consisting of an ISAC
transmitter and a sensing receiver sharing the same uniform
linear array (ULA) of K antennas, as shown in Fig. 1. The
transmitted signal consists of an orthogonal frequency-division
multiplexing (OFDM) waveform across S contiguous subcar-
riers, with an inter-carrier spacing of ∆f Hz. In the sensing
channel, we consider at most Tmax possible targets. Then, the
backscattered signal impinging onto the sensing receiver can
be expressed over antenna elements and subcarriers as [35],
[36]

Yr =

T∑
t=1

ψta(θt)a
⊤(θt)f [x(m)⊙ ρ(τt)]

⊤ +W , (1)

where Yr ∈ CK×S collects the observations in the spatial-
frequency domains, T ∼ U{0, ..., Tmax} is the instantaneous
number of targets in the scene1, and ψt represents the complex

1In (1), we consider only line-of-sight (LOS) reflections from nearby
targets. While reflections from the ground or surrounding buildings can cause
multiple echoes from each physical object, the highly directional nature of
transmissions at mmWave frequencies, coupled with severe path loss, can
significantly reduce the impact of such reflections, effectively leaving only
LOS echoes in the radar channel [37], [38].

channel gain of the t-th target, which involves the impact of
path loss and radar cross section (RCS). The amplitude of ψt
is given by the radar range equation [39, Eq. (2.8)]

|ψt|2 =
σrcs,tλ

2

(4π)3R4
t

, (2)

while its phase is uniformly distributed over [0, 2π). In (2),
σrcs,t is the RCS of the t-th target, which follows a Swerling
model 3 [39, Eq. (2.2.6)]), i.e., σrcs,t ∼ Exp(1/σmean),
λ = c/fc is the carrier wavelength with c and fc denoting
the speed of light and the carrier frequency, respectively, and
Rt represents the range of the t-th target.

In (1), the steering vector of the ISAC transceiver ULA2

for an angular direction θ is, under no hardware impair-
ments, [a(θ)]k = exp(−ȷ2π(k− (K − 1)/2)d sin(θ)/λ), k =
0, ...,K − 1, with d = λ/2. The precoder f ∈ CK determines
the transmit antenna radiation pattern, where ∥f∥2 = P is the
transmit power. Target ranges are conveyed by ρ(τt) ∈ CS ,
with [ρ(τt)]s = exp(−j2πs∆fτt), s = 0, ..., S−1, and where
τt = 2Rt/c represents the round-trip time of the t-th target.
To ensure the validity of (1), the cyclic prefix duration Tcp of
the OFDM waveform is taken to be larger than the round-trip
delay of the furthermost target, i.e., Tcp ≥ τt ∀t [36], [41].
Moreover, the communication symbol vector x(m) ∈ CS
conveys a vector of messages m ∈ MS , each uniformly
distributed from a set of possible messages M and satisfying
E[∥x(m)∥2] = S. Finally, the receiver noise is represented
by W , with [W ]i,j ∼ CN (0, N0S∆f ), where N0 denotes
the noise power spectral density (PSD). Note that if T =
0, only noise is received. From the complex channel gain
and the noise, we define the maximum achievable3 sensing
signal-to-noise ratio (SNR) for a given target as SNRr =
PKE[|ψt|2]/(N0S∆f ).

The angles and ranges of the targets are uniformly dis-
tributed within an uncertainty region, i.e., θt ∼ U [θmin, θmax]
and Rt ∼ U [Rmin, Rmax]. However, uncertainty regions might
change at each new transmission. The position of each target
is computed from target angle θt and range Rt as pt =

2The steering vector a(θ) is assumed to be frequency-independent (i.e.,
wideband effects can be ignored) since

S∆f

fc
d
λ
K = 0.0328 ≪ 1 for the

simulation setting considered in Sec. V-A [40].
3Note that the actual SNR depends on |a⊤(θ)f |2 ≤ PK, which in turn

depends on the algorithm to compute f . Maximum achievable SNR refers to
using PK as an upper bound for |a⊤(θ)f |2.
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(M-QAM)

Precoding

Precoding

f(η, ϕ)

Transmit
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Sensing Channel
Yr ∼ p(Yr|f ,x)

Comm. Channel
yc ∼ p(yc|f ,x)

Matched filtering

Ỹr = Yr ⊙ 1xH(m)
Sensing

Estimator

Comm.
Decoder

m ∈ MS

{θmin, θmax}

{θ̃1,min, θ̃1,max}

fr ∈ CK

fc ∈ CK f ∈ CK

x(m) ∈ CS

Yr ∈ CK×S

{θmin, θmax, Rmin, Rmax}

û ∈ [0, 1]Tmax
t̂

r̂ ∈ RTmax
≥0

θ̂ ∈ [−π
2 ,

π
2 ]Tmax

yc ∈ CS
m̂ ∈ MS

κ =
∑T̃

t=1 ψ̃ta
⊤(θ̃t)fρ(τ̃t)

Fig. 2: Block diagram of the ISAC system model. The colored blocks can be implemented following standard neural-network-based learning [24], [25], the
baseline of Secs. III-A, III-B, or model-based learning of Sec. IV. The precoding block applies the same mapping function for sensing and communication.
Note that the sensing estimator is co-located with the ISAC transmitter.

[Rt cos (θt), Rt sin (θt)]
⊤. The transmitter and the sensing

receiver are assumed to have knowledge of a prior estimate
of the targets location, i.e., {θmin, θmax, Rmin, Rmax}, as in
[17], [42]. In the considered monostatic sensing setup, the
receiver has access to communication data x(m), which
enables removing its impact on the received signal (1) via
matched filtering [43], [44]. Assuming quadrature phase shift
keying (QPSK) data (which is utilized for the simulations in
Sec. V-B), the received signal after matched filtering is

Ỹr = Yr ⊙ 1xH(m) =

T∑
t=1

αta(θt)ρ
⊤(τt) +N , (3)

where αt = ψta
⊤(θt)f and N = W ⊙1xH(m). With QPSK

data, matched filtering does not lead to any performance loss
for sensing [45].4

The goal of the sensing receiver is to estimate the pres-
ence probability of each target in the scene, denoted as
û ∈ [0, 1]Tmax , which is later thresholded to provide a hard
estimate of the target presence, t̂ ∈ {0, 1}Tmax . For all
detected targets, the sensing receiver estimates their angles,
θ̂ ∈ [−π/2, π/2]Tmax and their ranges, R̂ ∈ RTmax

≥0 , from
which target positions are estimated.

B. MISO Communication

We assume that the communication receiver is equipped
with a single antenna element. In this setting, the received
OFDM signal at the communication receiver in the frequency
domain is given by

yc =

T̃∑
t=1

ψ̃ta
⊤(θ̃t)f [x(m)⊙ ρ(τ̃t)] + n, (4)

where ψ̃t, θ̃t, and τ̃t denote the complex channel gain,
angle-of-departure, and delay of the t-th path, respectively,
and T̃ is the number of paths. Complex Gaussian noise
n ∼ CN (0, N0S∆fIS) is added at the receiver side. Since
we consider a single-user scenario with a single data stream
x(m), we adopt a frequency-flat precoding model f (i.e.,
single-stream beamforming [35], [36]).

In (4), t = 1 represents the LOS path, while t > 1 are
the non-line-of-sight (NLOS) paths due to scattering off the
objects in the environment. Accordingly, the channel gains are

4When using quadrature amplitude modulation data, alternative ap-
proaches, such as the linear minimum mean-squared-error estimator in [45],
can be employed to mitigate the effect of the communication data on the
received sensing signal, dealing with the changes in noise characteristics
resulting from the element-wise product.

given by [46, Eq. (45)]

|ψ̃t|2 =

{
λ2/(4πR̃1)

2, t = 1

σ̃rcs,tλ
2/[(4π)3R̃2

t,1R̃
2
t,2], t > 1

, (5)

where R̃1 is the distance of the LOS path, σ̃rcs,t denotes the
RCS of the scatterer for the t-th path, and R̃t,1 and R̃t,2 are
the distances between TX-scatterer and scatterer-RX.

The communication receiver is assumed to be always
present at a random position, such that θ̃1 ∼ U [θ̃1,min, θ̃1,max].
The transmitter has also knowledge of {θ̃1,min, θ̃1,max}. The
OFDM system is designed such that the cyclic prefix is
greater than the delay spread of the channel, i.e., Tcp ≥
(maxt{R̃t,1+ R̃t,2}− R̃1)/c. Based on (4), the receiver is fed
with the channel state information (CSI) (i.e., the frequency
response over S subcarriers), which is given by

κ =

T̃∑
t=1

ψ̃ta
⊤(θ̃t)fρ(τ̃t) ∈ CS , (6)

where (4) takes the equivalent form yc = κ ⊙ x(m) + n.
We assume that this CSI is known to the communication
receiver, e.g., based on pilot transmissions. The communi-
cation SNR at the s-th subcarrier is defined as SNRs =
E[|[κ]s|2]/(N0S∆f ), and the average communication SNR as
SNRc =

∑S
s=1 SNRs/S. The goal of the receiver is to retrieve

the communication messages m that were transmitted.

C. ISAC Transmitter

ISAC scenarios require the use of a radar–communication
beamformer to provide adjustable trade-offs between the two
functionalities. Using the multi-beam approach from [47],
we design the digital ISAC beamformer, based on a sensing
precoder fr ∈ CK and a communication precoder fc ∈ CK ,
as

f(η, ϕ) =
√
P

√
ηfr +

√
1− ηeȷϕfc

∥√ηfr +
√
1− ηeȷϕfc∥

, (7)

where P is the transmitted power, η ∈ [0, 1] is the ISAC
trade-off parameter, and ϕ ∈ [0, 2π) is a phase ensuring
coherency between multiple beams. By sweeping over η and ϕ,
we can explore the ISAC trade-offs of the considered system.
The sensing precoder fr illuminates the angular sector of the
targets, {θmin, θmax}, whereas the communication precoder fc
illuminates the angular sector of the communication receiver,
{θ̃1,min, θ̃1,max}. In Secs. III-A and IV-A, we detail how fr
and fc are computed for the baseline and MB-ML, respec-
tively. The same precoding function (with different inputs)
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Fig. 3: Precoder response |a(ϑ)⊤f |2 under ideal conditions and hardware
impairments in the form of inter-antenna spacing mismatch, for a sensing
angular sector [θmin, θmax] = [−40◦,−20◦], and a communication angular
sector [θ̃1,min, θ̃1,max] = [30◦, 40◦]. The parameters P, η and ϕ in (7) are
P = 1, η = 0.2, and ϕ = 0. Both curves are normalized to integrate to the
same value for values ϑ ∈ [−180◦, 180◦].

is applied for sensing and communication, as represented in
Fig. 2.

D. Hardware Impairments
We study the effect of hardware impairments in the ULA

of the ISAC transceiver, which affect the steering vectors of
(1), (3), (4). Impairments in the antenna array include mutual
coupling, array gain errors, or antenna displacement errors,
among others [48]. Following the impairment models of [49],
we consider two types of impairments:

1) Unstructured impairments: In this case, the true steering
vector apert(θ) is unknown for all angles θ, while the
methods for beamforming design and signal processing
assume the nominal steering vector a(θ). If we consider
a grid of possible angles with Nθ points, then the
steering vectors require K × Nθ complex values to be
described.

2) Structured impairments: In this case, the steering vector
model is known, conditional on an unknown perturbation
vector d. We can thus write apert(θ;d), where the
meaning and dimensionality of d depend on the type
of impairment. In contrast to the unstructured impair-
ments, the impairments are often described with a low-
dimensional vector, independent of Nθ.

Example 1 (Impact of structured impairments at the trans-
mitter): Consider the example of inter-antenna spacing er-
rors, where d ∈ RK and [apert(θ;d)]k = exp(−ȷ2π(k −
(K − 1)/2)[d]k sin(θ)/λ), k = 0, ...,K − 1. In Fig. 3,
the precoder response |a(ϑ)⊤f |2 is shown for ϑ ∈
[−90◦, 90◦]. The sensing and communication precoders fr
and fc are designed to illuminate the sensing angular sector
[θmin, θmax] = [−40◦,−20◦] and the communication angu-
lar sector [θ̃1,min, θ̃1,max] = [30◦, 40◦], respectively (further
details on how to compute both precoders can be found in
Sec. III-A). When hardware impairments are introduced, the
antenna power is spread into wider angular regions, reducing
the effective power in the desired sensing and communication
regions compared to the ideal precoder. This reduces the SNR
at both sensing and communication receivers, which degrades
position estimation and message decoding performance.

Example 2 (Impact of structured impairments at the sens-
ing receiver): Consider the same kind of impairments as in
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(a) Ideal conditions
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(b) Hardware impairments

Fig. 4: Example of the angle-delay map when T = 4 targets are present,
under ideal conditions (top) and hardware impairments in the form of inter-
antenna spacing mismatch (bottom), for a sensing SNR of 6.5 dB. Both maps
are normalized with respect to the maximum value of the angle-delay map
under ideal conditions. More details about the specific simulation parameters
can be found in Sec. V-A.

Example 1. In Fig. 4, the angle-delay map (to be formally
defined in Sec. III-B) is depicted under ideal conditions (top)
and hardware impairments (bottom), when T = 5 targets
are present. The main effect of hardware impairments is to
create spurious lobes in the angular domain. As illustrated
in Fig. 4, these impairments can degrade angle estimation
accuracy for targets, particularly those at 16 m and 20 m
distances. Furthermore, the appearance of spurious lobes in
the angular domain, especially from the target located at 16
m, may hinder the detection of nearby targets, complicating
the detection process in areas close to this specific target.
Another effect of hardware impairments is that the magnitude
of the target lobes is decreased, which makes them harder to
differentiate from noise. These results highlight the relevance
of addressing hardware impairments in our sensing scenario.

From these examples, it becomes apparent that (i) while
the hardware impairments lead to small SNR penalty at the
transmitter, (ii) even minor hardware impairments significantly
affect the sensing receiver. Moreover, the communication
receiver does not require impairment knowledge for its oper-
ation. From these observations, our hypothesis is that sensing
is more sensitive to the considered hardware impairments than
communications, which would validate the findings from [49].
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III. BASELINE

In this section, we derive the baseline method according to
model-based benchmarks, which will later be compared with
end-to-end learning approaches in Sec. V.

A. ISAC Beamformer
We design the baseline for the precoding mapping in Fig. 2,

which affects both the sensing precoder fr, and the commu-
nication precoder fc in (7), by resorting to the well-known
beampattern synthesis approach in [47], [50]. We define a uni-
form angular grid covering [−π/2, π/2] with Nθ grid locations
{ϑi}Nθ

i=1. For a given angular interval ϑint = [ϑmin, ϑmax], we
denote by b(ϑint) ∈ CNθ×1 the desired beampattern over the
defined angular grid, given by [b(ϑint)]i = KI{ϑi ∈ ϑint}.
The problem of beampattern synthesis can then be formulated
as

min
fbs
∥b(ϑint)−Φ⊤a fbs∥22, (8)

where
Φa = [a(θ1) . . . a(θNθ

)] ∈ CK×Nθ (9)

denotes the transmit steering matrix evaluated at the grid
locations. This LS problem has a simple closed-form solution
[47]

fbs = (Φ∗aΦ
⊤
a )
−1Φ∗ab(ϑint). (10)

The precoder fbs in (10) can be normalized to meet the
required transmit power constraints. The ISAC precoder f in
(1) and (4) is computed by: (i) following (10) with ϑint =
[θmin, θmax] and ϑint = [θ̃1,min, θ̃1,max] to obtain fr and fc,
respectively, and (ii) combining fr and fc according to (7).

B. Multi-target Sensing Receiver
We propose to formulate the multi-target sensing problem

based on the received signal Ỹr in (3) as a sparse signal
recovery problem [51] and employ the OMP algorithm [32],
[52] to solve it, which represents our model-based benchmark.
To construct an overcomplete dictionary for OMP, we specify
an angular grid {θi}Nθ

i=1 and a delay grid {τj}Nτ
j=1 depending

on the region of interest for target detection (i.e., the a pri-
ori information {θmin, θmax, Rmin, Rmax}). Then, the spatial-
domain dictionary covering angular delay grid is constructed
following (9) and the frequency-domain dictionary covering
delay grids can be constructed as

Φd = [ρ(τ1) · · · ρ(τNτ
)] ∈ CS×Nτ . (11)

Using (9) and (11), the problem of multi-target sensing based
on the observation in (3) becomes a sparse recovery problem

Ỹr =

Nθ∑
i=1

Nτ∑
j=1

[S]i,j [Φa]:,i([Φd]:,j)
⊤ +N , (12)

where S ∈ CNθ×Nτ . Here, the goal is to estimate the T -sparse
vector vec(S) ∈ CNθNτ×1 under the assumption T ≪ NθNτ .
The baseline OMP algorithm [31], [51], [52] to solve this
problem is summarized in Algorithm 1, which will serve as a
foundation to the proposed MB-ML approaches in Sec. IV-B.

From the sparse structure of (12), we can introduce the
angle-delay map as L = |ΦH

a Ỹ
(I)
r Φ∗d|2. The targets appear

as peaks in this map, provided the dictionary is matched with
the true steering vector, as discussed in relation to Fig. 4.

Algorithm 1 OMP for Multi-Target Sensing

1: Input: Observation Ỹr in (3), Angular grid θgrid =
{θi}Nθ

i=1, delay grid τgrid = {τj}Nτ
j=1, discrete angle and

range resolutions ιθ, ιR, and termination threshold δ. True-
false flag baseline.

2: Output: Set P̂ , which contains the angle and delay
estimates of multiple targets {(θ̂t, τ̂t)}It=1.

3: Initialization: Set I = 0, P̂ = ∅, Ψa = Ψd = [ ].
4: Set the residual to Ỹ

(0)
r = Ỹr.

5: Compute dictionaries Φa and Φd according to (9) and
(11), respectively.

6: Compute angle-delay map L(Ỹ
(I)
r ) =

∣∣ΦH
a Ỹ

(I)
r Φ∗d

∣∣2.
7: while maxi,j [L(Ỹ

(I)
r )]i,j > δ

8: Angle-delay detection:
(̂i, ĵ) = argmax

i,j
[L(Ỹ (I)

r )]i,j . (13)

9: if baseline then (θ̂I , τ̂I)← (θî, τĵ).
10: else ▷ Differentiable OMP

L̃ = [L(Ỹ (I)
r )]̂i−ιθ :̂i+ιθ,ĵ−ιR:ĵ+ιR

. (14)

Li,j = Softmax(L̃) . (15)

θ̂I =

i=î+ιθ∑
i=î−ιθ

[θgrid]i

2ιR+1∑
j=1

Li−î+ιθ+1,j , (16)

τ̂I =

j=ĵ+ιR∑
j=ĵ−ιR

[τgrid]j

2ιθ+1∑
i=1

Li,j−ĵ+ιR+1 . (17)

11: end if
12: Update angle-delay pairs: P̂ ← P̂ ∪ {(θ̂I , τ̂I)}.
13: Update atom sets:

Ψa ← [Ψa [Φa]:,̂i] , (18)

Ψd ← [Ψd [Φd]:,ĵ ] . (19)
14: Update gain estimates:

α̂ = argmin
α

∥∥∥Ỹr − I+1∑
t=1

αt[Ψa]:,t([Ψd]:,t)
⊤
∥∥∥2
F
. (20)

15: Update residual:

Ỹ (I+1)
r = Ỹr −

I+1∑
t=1

α̂t[Ψa]:,t([Ψd]:,t)
⊤ . (21)

16: I = I + 1.
17: end while

C. Communication Receiver
Since the communication receiver has access to the CSI κ in

(6), the received signal can be expressed as yc = κ⊙x(m)+
n. Optimal decoding in this case corresponds to subcarrier-
wise maximum likelihood estimation according to

m̂s = arg min
ms∈M

|[yc]s − [κ]sx(ms)|2, (22)

for s = 0, ..., S−1. In (22), hardware impairments described in
Sec. II-D affect the received signal yc and the CSI κ, through
the precoder f . Under hardware impairments, |a⊤(θ̃t)f |2 is
reduced for the angular sector of interest, as shown in Fig. 3,
which reduces the SNR at the communication receiver.

IV. MODEL-BASED LEARNING

This section describes the two MB-ML methods developed
for multi-target ISAC: (i) dictionary learning, which learns
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a dictionary of steering vectors for different angles as in
[34] and is suitable for unstructured impairments, as defined
in Sec. II-D; (ii) impairment learning, which directly learns
a parameterization of the hardware impairments and thus is
suitable for structured impairments, also defined in Sec. II-D.
The motivation of the proposed MB-ML approaches it to
parameterize existing multi-target sensing algorithms to endow
them with more degrees of freedom that can account for
hardware impairments. If structured impairments are consid-
ered, impairment learning requires less learnable parameters
to optimize than dictionary learning. Our hypothesis is that
impairment learning can provide faster convergence and better
results by particularizing the parameters to learn. This section
also defines the loss functions and the end-to-end approach to
train them, the added complexity of the proposed MB-ML
approach, and how inference is performed.

A. ISAC Beamformer

MB-ML follows a similar operation to (10) to compute
the precoding vector fr or fc, given an angular interval
ϑint (as depicted in Fig. 2), since the operations are already
differentiable. However, there are some differences in the
parameters to learn depending on the considered hardware
impairments described in Sec. II-D:
• Dictionary learning: This approach considers the beam-

former as a function gΦa : R2 → CK , mapping an
angular sector ϑint ∈ R2 to an ISAC precoder f ∈ CK×1
and parameterized by the transmit steering matrix Φa.
Dictionary learning computes fr and fc by means of
(10), regarding Φa ∈ CK×Nθ as a free learnable matrix
to account for unstructured impairments. This approach
hence learns KNθ complex parameters.

• Impairment learning: The new proposed impairment
learning considers instead as a free learnable parameter
the vector d ∈ RK , which represents a parameterization
of the structured hardware impairments. The beamformer
is regarded as a function gd : R2 → CK parameterized
by d. The transmit steering matrix in (9) is computed
as Φa(d) = [apert(θ1;d) . . . apert(θNgrid

;d)], and the
sensing and communication precoders are computed ac-
cording to (10), using Φa(d) instead of Φa. Impairment
learning reduces the number of learnable parameters by
taking into account the structured hardware impairments
of Sec. II-D. Indeed, it has only K real parameters,
which can be several order of magnitudes less than the
dictionary learning approach.

B. Multi-Target Sensing Receiver

Due to the nondifferentiable nature of (13) in conventional
OMP (Algorithm 1), we need to develop a differentiable
version that enables end-to-end learning and backpropagation.
The differentiable OMP algorithm for target angle-delay is
outlined in Algorithm 1. We introduce differentiable operations
in line 10 in Algorithm 1 to enable gradient backpropagation.
These operations are further described below:

1) Window of values around argmaxi,j [L(Ỹ
(I)
r )]i,j: This

window is determined in (14) by angle and range

discrete resolutions, ιθ, ιR, preventing interference from
other targets.5 Resolutions are defined as the minimum
angle or range for which two targets are indistinguish-
able, and in our case they are approximated as

δθ ≈
2

K
, δR ≈

c

2B
, (23)

with B = S∆f the bandwidth of the transmitted signal.
In differentiable OMP, we consider the resolutions in
terms of the number of grid points of the angle-delay
map. Thus, we consider

ιθ =

⌊
δθNθ

θmax − θmin

⌋
, ιR =

⌊
δRNτ

Rmax −Rmin

⌋
, (24)

where (θmax − θmin)/Nθ and (Rmax − Rmin)/Nτ are
the angle and range grid step sizes, respectively.

2) Softmax: We apply in (15) the softmax operation to the
selected window, creating Li,j , with elements summing
to one. Each element in Li,j represents the probability
of a specific angle-delay pair being the true estimate.

3) Convex combination: We compute the angle-delay esti-
mate in (16), (17) as the sum of the probabilities in Li,j ,
weighted by the angle and delay values corresponding
to those positions in the angle-delay map. This step,
inspired by MIMO systems [53] and resembling the at-
tention mechanism [54], may yield an off-grid estimate.

In differentiable OMP, we utilize the same matrix Φa as
the beamformer of Sec. IV-A to compute L(Ỹ

(I)
r ), which

allows parameter sharing between the co-located transmitter
and receiver. This enables us to express the differentiable OMP
algorithm as a parametric function hξ : CK×S → P̂ , where ξ
denotes Φa for dictionary learning and d for impairment learn-
ing. The sensing precoder is parameterized by the learnable
parameters Φa and d, which are updated based on end-to-end
learning. The computational graph of differentiable OMP is
represented in Fig. 5, in which continuous blue lines represent
backpropagation-enabled paths and dashed red lines indicate
where gradient computation is disabled. Note that updating
the atom set is based on the angle and delay dictionaries Φa

and Φd, respectively. This ensures that updating the residual
is tied to on-grid angle-delay pairs and the same atom is never
selected twice.

C. Communication Receiver

To learn the ULA impairments with communication pilot
data, we treat the message estimation problem of Sec. II-B as
a multi-class classification problem, as done in [21]. Therefore,
we need to compute the probability mass function (PMF)
of the transmitted messages from the received signal yc in
(4). In our case, assuming that the transmitted messages are
equiprobable, the posterior PMF of the transmitted message
for subcarrier s is

p(ms|ys(ξ)) ∝ exp

(
− |ys(ξ)− κs(ξ)x(ms)|2

N0S∆f

)
(25)

where we denoted [yc]s, [κ]s, [x(m)]s as ys, κs, x(ms) for
convenience. The learnable parameters ξ affect the precoder f
in (4) and (6), which changes the SNR at the communication

5Elements that correspond to unfeasible (e.g., negative) indexes are dis-
carded.
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Ỹ (I)
r

Compute

L(Ỹ (I)
r )

L̃ = [L(Ỹ (I)
r )]̂i−ιθ :̂i+ιθ,ĵ−ιR :̂i+ιR

Li,j = Softmax(L̃)

Differentiable angle-delay estimation:

θ̂I =

i=î+ιθ∑

i=î−ιθ

[θgrid]i

2ιR+1∑

j=1

Li−î+ιθ+1,j

τ̂I =

j=ĵ+ιR∑

j=ĵ−ιR

[τgrid]j

2ιθ+1∑

i=1

Li,j−ĵ+ιR+1

(̂i, ĵ) = argmaxi,j L(Ỹ (I)
r )

Update atom sets:
Ψa ← [Ψa [Φa]:,̂i]

Ψd ← [Ψd [Φd]:,ĵ ]

∑I+1
t=1 α̂t[Ψa]:,t([Ψd]:,t)

⊤

Update gain estimates:

α̂ = argmin
α

∥∥∥Ỹr −
I+1∑

t=1

αt[Ψa]:,t([Ψd]:,t)
⊤
∥∥∥
2

F

Ỹ (0)
r = Ỹr

Ỹ (I+1)
r

No gradient

Gradient flow

Fig. 5: Computational graph of the I-th iteration of the differentiable OMP algorithm for model-based learning. Continuous blue lines indicate where the
gradient of the loss function flows during backpropagation. Outlined blocks highlight modified operations with respect to conventional OMP. The algorithm
stops when maxi,j [L(Ỹ

(I)
r )]i,j drops below a threshold.

receiver. The PMF in (25) requires knowledge of the noise
PSD N0. To circumvent that issue, we compute the posterior
PMF estimate û ∈ [0, 1]|M| for each subcarrier s as

û(ξ) = Softmax(− log|ys(ξ)− κs(ξ)x(m)|2) , (26)
where m = [1, . . . , |M|]⊤ contains all possible messages.
The negative logarithmic function is applied instead of the
exponential function for numerical stability. Introducing the
softmax operator renders (26) differentiable to perform learn-
ing.

D. Loss Functions

1) Sensing Loss Function: As loss function for MB-ML
OFDM MIMO multi-target sensing, we select the generalized
optimal sub-pattern assignment (GOSPA) loss from [55]. The
GOSPA loss is a well-established metric to assess the perfor-
mance of multiple target tracking, which has been extensively
applied in the literature [56]–[58]. Compared to other well-
known metrics like optimal sub-pattern assignment (OSPA),
GOSPA allows to penalize localization errors for detected
targets and false alarm detections. This loss function also
tackles the inherent data association problem between true and
estimated targets.6 The GOSPA loss is defined as follows. Let
γ > 0, 0 < µ ≤ 2 and 1 ≤ p <∞. Let P = {p1, ...,p|P|} and
P̂ = {p̂1, ..., p̂|P̂|} be the finite subsets of R2 corresponding
to the true and estimated target positions, respectively, with
0 ≤ |P| ≤ Tmax, 0 ≤ |P̂| ≤ Tmax. Let d(p, p̂) = ∥p − p̂∥2
be the distance between true and estimated positions, and
d(γ)(p, p̂) = min(d(p, p̂), γ), where γ is the cut-off distance.
Let Πn be the set of all permutations of {1, ..., n} for any n ∈
N and any element π ∈ Πn be a sequence (π(1), ..., π(n)).

6Note that the minimization over all permutations imposes a computa-
tional limit on the number of detectable targets. However, this challenge is
not unique to GOSPA but is inherent to the data association problem in multi-
target tracking. While there exist lower-complexity alternatives, such methods
often incur a performance penalty, see, e.g., the comparison in [25].

For |P| ≤ |P̂|, the GOSPA loss function is defined as
J (γ,µ)
p (P, P̂; ξ) =(
min
π∈Π|P̂|

|P|∑
i=1

d(γ)(pi, p̂π(i)(ξ))
p +

γp

µ
(|P̂| − |P|)

) 1
p

. (27)

If |P| > |P̂|,J (γ,µ)
p (P, P̂; ξ) = J (γ,µ)

p (P̂,P; ξ). The larger p
is, the more severe penalization is applied to those estimations
far from all ground-truth targets. The value of γ dictates the
maximum allowable distance error. The role of µ, together
with γ, is to control the detection penalization. In the GOSPA
loss, the learnable parameters ξ affect the differentiable OMP
algorithm of Sec. IV-B as well as the precoder f in (3). Note
that the minimum operation in (27) is differentiable: it selects
one of the input elements and the gradient backpropagates
through the selected element.

2) Communication Loss Function: We choose as a loss
function for communications the categorical cross-entropy
(CCE) loss [21]. A pilot message m is encoded as a one-
hot vector (i.e., a binary vector with only one entry as one)
uenc ∈ {0, 1}|M|. The CCE loss between a true pilot message
uenc and a probability vector û defined in (26) is computed
as

Jc(uenc, û; ξ) = −
|M|∑
i=1

[uenc]i log([û(ξ)]i). (28)

3) ISAC Loss Function: We combine the sensing and
communication loss functions as a weighted sum of both
losses, similarly to [24], [25], according to
JISAC(ξ) = ωrJ (γ,µ)

p (P, P̂; ξ) + (1− ωr)Jc(uenc, û; ξ).
(29)

The value of ωr controls the significance of the sensing
loss function, with higher value implying that the ISAC
system focuses more on sensing learning than communication
learning. The optimization problem that the proposed MB-ML
approaches try to solve can be formulated as

argmin
ξ
JISAC(ξ), (30)

for a fixed value of ωr.



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. X, NO. Y, MONTH YEAR 9

E. End-to-End Learning

Following the block diagram in Fig. 2, the inputs to the
ISAC system are: (i) the transmitted messages, (ii) the sensing
angular sector, and (iii) the communication angular sector. As
output of the sensing estimator and communication decoder,
we obtain an estimate of the positions and number of targets,
and the transmitted communication messages, respectively.
The sensing and communication, and hence, ISAC losses of
Sec. IV-D can be computed from these estimates. To compute
J (γ,µ)
p (P, P̂; ξ), we share ξ among the ISAC transceiver and

sensing receiver (colored blocks in Fig. 2). Parameter sharing
is straightforward since we consider a monostatic sensing
transceiver. For Jc(uenc, û; ξ), ξ is only optimized at the
ISAC transceiver. Training occurs across random angular
sectors for communication and sensing, enhancing inference
performance over different angular ranges. At the sensing
receiver, the true number of targets T is presumed known.
The differentiable OMP function of Sec. IV-B consistently
estimates T targets, decoupling learning from the threshold
δ in Algorithm 1. This renders the GOSPA loss without
cardinality mismatch penalization term, and µ does not need
to be defined.

F. Complexity

The two proposed MB-ML approaches result in additional
operations compared to standard OMP, as highlighted in
Algorithm 1 and Fig. 5. In particular, the softmax operation
of (15) has a complexity of O((2ιθ + 1)(2ιR + 1)) and
the weighted average operations of (16) and (17) have a
complexity of O(2ιθ + 1) and O(2ιR + 1), respectively.
Therefore, the added complexity of the proposed MB-ML
approaches compared to standard OMP during training is
approximately O((ιθ +1)(ιR +1)) per OMP iteration. More-
over, to compute the estimated communication message in
(26), the softmax operation results in an added complexity
of O(|M|). The added complexity of backpropagation of
the gradient of the loss function is negligible as only a
few elements from the angle-delay map are selected in (14),
reducing the amount of gradients to be computed. However,
the number of learnable parameters of dictionary learning,
KNθ, is much larger than the parameters of impairment learn-
ing, K. Hence, we expect impairment learning to converge
faster during training than dictionary learning, which will be
discussed in Sec. V-C. During inference, we use standard
beamforming, non-differentiable OMP, and communication
message estimation with the learned parameters, as described
in Sec. IV-G. Standard beamforming and message estimation
do not imply additional operations during inference. However,
when impairments are considered in standard OMP, we no
longer assume that the array is uniform and we cannot resort
to efficient 2D-FFT-based algorithms to compute the angle-
delay map.

G. Inference

Once the impairments have been compensated during learn-
ing, they can be integrated in standard model-based approaches

for target detection and position estimation. In our case, we
freeze the learned parameters and use them for beamforming
in (10), the non-differentiable OMP algorithm of Sec. III-B,
and the communication receiver in (22). Using the non-
differentiable version of the OMP algorithm also ensures that
the estimated position belongs to the dictionary of considered
positions in (9) and (11), and the same atom (position) is not
considered twice. The termination threshold δ can be fixed to
yield a specific false alarm probability, or it can be swept over
a range of values to obtain a receiver operating characteristic
(ROC) curve. To assess the ISAC performance, we sweep over
(η, ϕ) in (7) at the transmitter side to obtain different precoders
that distribute the radiated power among the direction of the
targets or the communication receiver.

V. RESULTS

This section details the simulation parameters and the
results for multi-target ISAC.7 We first describe the simulation
parameters (Sec. V-A) and the performance metrics (Sec. V-B)
for communication and sensing. Then, we apply the different
methods to the sensing problem (Sec. V-C), comparing the
learning ability and corresponding sensing performance. This
is followed by an ISAC trade-off analysis (Sec. V-D), a study
on the generalization capabilities (Sec. V-E) and a comparison
with standard model-based calibration (Sec. V-F).8

A. Simulation Parameters

In Table II we outline the considered simulation parameters
of the ISAC scenario, with the following remarks: (i) for the
hardware impairments d, we consider the model of [24], [59]
and the antenna positions are computed as [pant]k = [pant]0 +∑k
i=1[d]k, k = 0, ...,K − 1, with [pant]0 = −(K − 1)λ/4,

(ii) the mean RCS of the targets in the sensing model and the
scatterers in the communication model follows a Swerling-3
model [39, Eq. (2.2.6)], (iii) scatterers in (4) are distributed
to ensure that there is a LOS path between transmitter and
receiver and that Tcp is larger than the delay spread, i.e.,
Tcp ≥ |R̃1 − R̃t|/c,∀t > 1, (iv) unless otherwise specified,
the angular grid θgrid in Algorithm 1 spans [−π/2, π/2],
(v) MB-ML is initialized with the same knowledge as the
baseline, i.e., the steering vector models initially assume that
d = (λ/2)1, (vi) in the GOSPA loss, we set µ = 2,
as recommended in [55] and γ = ∞ during training to
use all estimations during gradient backpropagation. During
inference, we set γ = (Rmax −Rmin) = 33.75 m, which cor-
responds to the maximum range error, (vii) to assess the ISAC
performance, we sweep (η, ϕ) in (7). We take 8 uniformly
spaced values in logarithmic scale over η ∈ [10−3, 1], and
we evaluate ϕ ∈ {0, π}. Parameter optimization is performed

7Source code to reproduce all numerical results in this paper is available
at https://github.com/josemateosramos/MBE2EMTISAC.

8In our results, we do not compare the proposed approaches with DL-
based approaches as according to Table I, [24], [25], [29], [30], [34] only
consider angle estimation, while in our work we consider position estimation.
This implies that the designed DL architectures in [24], [25], [29], [30], [34]
cannot be directly applied to our work. Moreover, [31], [33] only perform
channel estimation without extracting the target parameters from the channel
estimates.
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TABLE II: Simulation parameters

Parameter Expression Value

Array
parameters

K - 64 antennas
d N (λ/21, σ2

λIK−1) σλ = λ/15

OFDM
parameters

S - 256 subcarriers
fc - 60 GHz
∆f - 240 kHz
P - 1 W

Channel
parameters

Tmax - 5 targets
T̃max - 6 paths
T U{0, . . . , Tmax} -
T̃ U{0, . . . , T̃max} -

σrcs,t, σ̃rcs,t Exp(1/σmean) σmean = 1 m2

θ U [θmin, θmax] -
θ̃ U [θ̃1,min, θ̃1,max] -

θmin, θ̃1,min θmean −∆θ/2 -
θmax, θ̃1,max θmean +∆θ/2 -

θmean U [−60◦, 60◦] -
∆θ U [10◦, 20◦] -
R U [10 m, 43.75 m] -
R̃1 U [10 m, 200 m] -

SNRr
PKE[|ψ̃|2]
N0S∆f

7.05 dB

SNRc
1
S

∑
s

E[|[κ]s|2]
N0S∆f

7.50 dB

Nθ - 720

Nτ - 200

Learning
parameters

µ - 2

p - 2

B - 800 samples
Training iterations - 15, 000

Learning rate
(dictionary)

- 10−5

Learning rate
(impairment)

- 0.2

using the Adam optimizer [60].9

B. Performance Metrics

For testing, we compute as detection performance metrics a
measure of the probability of misdetection and the probability
of false alarm, for multiple targets. We use the same definitions
as in [25], which correspond to

pmd = 1−
∑B
i=1 min{Ti, T̂i}∑B

i=1 Ti
, (31)

pfa =

∑B
i=1 max{Ti, T̂i} − Ti∑B

i=1 Tmax − Ti
, (32)

where Ti, T̂i are the true and estimated number of targets in
each batch sample, respectively. The regression performance
is measured via the GOSPA loss in (27).

As communication performance metric, we use the average
symbol error rate (SER) across subcarriers, computed as

SER =
1

BS

B∑
i=1

S∑
j=1

I{[mi]j ̸= [m̂i]j}, (33)

9We tested learning rates ranging from 0.5 to 10−3 for dictionary
learning and from 10−3 to 10−6 for impairment learning.
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Fig. 6: Sensing performance as a function of the maximum number of
targets for a false alarm probability of 10−2 and a maximum target range
of Rmax = 43.75 m. The sensing testing angular sector is {θmin, θmax} =
{−40◦,−20◦}.

with mi and m̂i the true and estimated message vectors at
the i-th batch sample.

C. Sensing Results

Given that sensing is affected by impairments both at the
transmitter and receiver, while communication is only affected
at the transmitter, we first assess the sensing performance of
the proposed learning approaches to evaluate their impairment
compensation capabilities. We hence train both approaches
purely based on sensing data (corresponding to the case of
η = 1 in (7) and ωr = 1 in (29)). In Fig. 6, we perform
a comprehensive comparison as a function of Tmax between:
(i) the conventional baseline with perfect impairment knowl-
edge, representing the lower bound in performance, (ii) the
conventional baseline without knowledge of the impairments,
assuming a spacing of d = λ/2, (iii) dictionary learning, and
(iv) impairment learning.

From Fig. 6, it is observed that the sensing performance
degrades as the number of target increases since the probability
that close and distant targets appear at the same time increases.
OMP is likely to estimate the closer targets first (targets with
a stronger reflection), but an estimate error produces spurious
lobes during the update of the residual in (21), which hinders
the detection and estimation of far-away targets (targets with
a weaker reflection). Comparing the baseline and learning
methods in Fig. 6, the proposed impairment learning approach
can obtain similar performance to the baseline with impair-
ment knowledge for the considered cases, while dictionary
learning does not yield such a large improvement compared
to the baseline without impairment knowledge. Dictionary
learning optimizes a matrix of steering vectors without any
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Fig. 7: GOSPA loss during training as a function of the training iteration for
Tmax = 5 targets.

further constraint, which does not necessarily preserve the
unit magnitude and linearly increasing phase of the columns
of the steering matrix. However, impairment learning creates
the dictionary matrix from the learned antenna positions,
which maintains the structure of the columns of the steering
matrix. This indicates that by exploiting the structure of the
impairments, i.e., reducing the dimensionality of the learnable
parameters according to the knowledge of the impairments,
impairment learning is able to converge to a better solution
than dictionary learning for the considered number of training
iterations.

In Fig. 7 we represent the GOSPA loss during training as a
function of the training iteration for impairment and dictionary
learning. It is observed that impairment learning converges to
a lower value of the GOSPA loss than dictionary learning,
which justifies the better performance of impairment learning
in Fig. 6. Moreover, impairment learning converges faster than
dictionary learning to a plateau since impairment learning
is composed of K learnable parameters against the KNθ
learnable parameters of dictionary learning. This renders
impairment learning as a suitable offline learning approach
to learn structured impairment models that can effectively be
used in conventional algorithms. Given the results of Figs. 6
and 7, we will only consider the impairment learning approach
henceforth.

D. ISAC Trade-off Results
There are two main hyper-parameters that affect the ISAC

trade-off during training: η in (7), which determines how
power is distributed across sensing and communication angular
sectors, and ωr in (29), which directly changes the objective
function to minimize. Using training data with η ̸∈ {0, 1}
would lead to an SNR degradation of the received signals,
which produces more estimate errors and makes the learning
optimization problem more challenging. Hence, in Fig. 8, we
assess the ISAC trade-offs when training for the extreme cases
of ωr = 1, η = 1 (pure sensing training and beamforming) and
ωr = 0, η = 0 (pure communication training and beamform-
ing) in (7) and (29). Any other combination of ωr, η values
would yield results in-between the extreme cases. To obtain
ISAC trade-offs in Fig. 8 during evaluation, we sweep over
the hyper-parameters η and ϕ in (7). We also show in Fig. 8
the baseline with and without knowledge of the impairments
as a reference. We test the results in non-overlapping angular
sectors for sensing and communications to magnify the ISAC
trade-offs. We consider {θmin, θmax} = {−40◦,−20◦} and

{θ̃1,min, θ̃1,max} = {40◦, 60◦}. The trade-offs between sensing
and communication stem from the fact that targets and the
communication receiver lie in different angular sectors, and
the choice of η in (7) determines the power allocated to each
angular sector (also known as the subspace trade-off [61]).

Comparing the baseline results (in blue and black), we
observe that the impairments incur a degradation in commu-
nication performance (apart from the sensing degradation that
was observed in Fig. 6), as expected from the SNR degradation
described in Sec. III-C. Considering the differences between
training using sensing data (green) and training using commu-
nication data (red), we notice that training with sensing data
yields a large improvement in sensing performance, and both
yield similar communication performance. This illustrates that
sensing is more sensitive to impairments than communications,
which confirms the findings of [49] and our hypothesis of
Sec. II-D. The sensitivity difference results from the fact that
the sensing receiver exploits the phase differences across the
receiver ULA to compute the angle-delay map and estimate
target angles, while the communication receiver is affected
by the SNR degradation at the ISAC transmitter due to
impairments. As observed in Figs. 3 and 4, the impact of the
considered impairments is minimal in the transmitter SNR,
while the impact on the angle-delay map can be substantial.
This fact facilitates impairment learning to converge to a better
solution when trained using only sensing data, as opposed to
including communication data.

From Fig. 8, we observe that impairment learning improves
the ISAC trade-offs over the impairment-agnostic baseline,
which shows the effectiveness of impairment learning in
practical ISAC scenarios with hardware impairments. Surpris-
ingly, impairment learning can outperform the baseline with
knowledge of the impairments in terms of communication per-
formance. This can be attributed to the beamforming function
in (10). The beampattern synthesis of (10) is based on an ideal
beampattern response, which does not maximize the SNR over
the angular sector of interest and hence, it is not optimal.
Impairment learning is able to converge to an inter-antenna
spacing that can also compensate for the suboptimality of the
beamforming function in (10).

E. Generalization Results

A critical feature of deep learning models is their gen-
eralization capability, i.e., the capacity to give significant
performance when tested with data different from the training
data. In Fig. 9, we test the proposed impairment learning
approach, trained with ωr = η = {0, 0.5, 1}, for different
target angular sector {θmin, θmax}. The angular grid θgrid in
Algorithm 1 spans [θmin, θmax]. We fix the angular sector span
to ∆θ = 20◦ and change the mean of the angular sector θmean.
The position error is computed from (27) assuming a known
number of targets. In Fig. 9, we include angular sectors that
are not included in the training data described in Sec. V-A
(when θmean > 60◦). It is observed that sensing performance
degrades as θmean increases due to the scan loss of the ULA.
Moreover, impairment learning with ωr = η = 1 succeeds
in generalizing to the new testing data, as the performance
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Fig. 8: ISAC trade-offs, when the false alarm probability is set to 10−2, the
maximum number of targets to Tmax = 5 targets, and the maximum target
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{θmin, θmax} = {−40◦,−20◦} and the communication receiver lies in the
angular sector {θ̃1,min, θ̃1,max} = {40◦, 60◦}. Only optimal Pareto points
are shown.

is still quite close to that of the baseline with knowledge
of the impairments. This emphasizes the advantages of MB-
ML and in particular of the proposed impairment learning
to offer the performance guarantees of the associated model-
based algorithms (OMP in our case). Comparing the cases
of ωr = η = 1 and ωr = η = {0, 0.5}, it is observed
that lower values of ωr, η yield worse sensing results. This is
expected as lower values of ωr, η result in a high weight for
the communication loss function in (29) and communication
is less sensitive to the effect of the considered impairments,
as discussed in Sec.V-D. The gap between ωr = η = 1 and
ωr = η = {0, 0.5} is reduced for small values of θmean since
the effect of the impairments is less noticeable by the definition
of the steering vector. Thus, the optimization carried out by the
communication loss function suffices to yield a good sensing
performance.

F. Comparison with Model-based Calibration
The proposed impairment learning approach optimizes the

inter-antenna spacing in a data-driven manner. In this section,
we compare impairment learning with a model-based cali-
bration approach to optimize the inter-antenna spacing. The
details of the model-based calibration approach can be found
in the Appendix. In Fig. 10, we compare the ROC curve
and the position error of the baseline with full knowledge
of: (i) the impairments, (ii) impairment learning, and (iii)
model-based calibration. We focus on sensing results since
they are more severely affected by hardware impairments. Re-
sults indicate that the proposed impairment learning approach
outperforms model-based calibration. This stems from the fact
that model-based calibration optimizes each antenna element
independently, while the proposed MB-ML method optimizes
all antennas spacings simultaneously.
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Fig. 9: Sensing performance as a function of the mean of the target angular
sector θmean. The false alarm probability is set to 10−2, the maximum number
of targets to Tmax = 5 targets, and the maximum target range to Rmax =
43.75 m. The span of the target angular sector is ∆θ = 20◦.
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Fig. 10: Sensing results as a function of the false alarm rate for Tmax = 5
and Rmax = 43.75 m. The sensing testing angular sector is {θmin, θmax} =
{−40◦,−20◦}.

VI. CONCLUSIONS

In this work, we considered the impact of hardware impair-
ments in multi-target OFDM ISAC systems. We showed that
even small impairments can severely degrade the sensing per-
formance (i.e., the ability to detect and localize targets, due to
model mismatch at the sensing receiver) and to a lesser extent
the communication performance (i.e., the SNR, due to reduced
beamforming capabilities at the ISAC transmitter). To address
this degradation, we proposed a novel MB-ML solution to
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Algorithm 2 Model-based greedy calibration.

1: Input: Grid of spacings to try dgrid ∈ RNd . Assumed
antenna element positions pant ∈ RK .

2: Assumption: The first antenna element position, [pant]1,
is the same as the first true antenna position. The number
of targets in the environment is known.

3: Output: Optimized inter-antenna positions pant.
4: for i = 1, . . . , I

5: Collect observations {Ỹr}Mm=1 according to (3).
6: for k = 2, . . . ,K ▷ The first position is known.
7: J ← [ ]
8: for m = 1, . . . , Nd

9: [pant]k = [pant]k−1 + [dgrid]m.
10: Estimate the position of the target for each

observation Ỹr via standard OMP of Algo-
rithm 1.

11: Compute E[J (γ,µ)
p (P, P̂)] over observations

following (27).
12: J ← [J E[J (γ,µ)

p (P, P̂)]].
13: end for
14: m̂ = argminm=1,...,Nd

[J ]m.
15: [pant]k = [pant]k−1 + [dgrid]m̂.
16: end for
17: end for

enable end-to-end learning, under different parameterizations
of the hardware impairments. As part of this solution, we
develop a novel differentiable version of the widely use
OMP algorithm at the sensing receiver, to support different
parameterizations of the hardware impairments, and a joint
ISAC loss function that weights sensing and communication
losses. We then demonstrated that: (i) impairment learning out-
performs dictionary learning by using more information about
the impairment structure and reducing the dimensionality of
parameters to be learned, (ii) training just based on sensing
data is recommended over other training procedures since it
yields the best ISAC trade-off, (iii) impairment learning is able
to converge to solutions that produce better precoders than the
considered beamforming function, (iv) impairment learning
exhibits good generalization capabilities when tested with new
data, and (v) impairment learning outperforms standard model-
based calibration.

As possible extensions to this work, other loss functions can
be studied, as the complexity of GOSPA quickly grows with
the number of targets. Moreover, this study has focused on
linear models for sensing and communication. Future research
can explore more complex scenarios, such as considering more
than one cluster of sensing targets, where beamforming cannot
just be based on the angular sectors, and where powerful
baselines are not readily available. Furthermore, our ISAC
signal design approach can be extended to the frequency
domain, optimizing power allocation and modulation format
across subcarriers by taking into account both sensing and
communication objectives [62]. This includes waterfilling [63,
Ch. 4.4.1] as a special case at the communication-optimal
operation point of the ISAC system. Finally, building upon the
proposed MB-ML methodology, future work can also focus

on accounting for imperfections in the communication link,
e.g., [31], [64], [65].

APPENDIX
MODEL-BASED CALIBRATION

Assuming the structured impairments of Sec. II-D and
knowledge of the steering vector model, calibration of the
ULA would require solving (30) over all the antenna element
spacings, d ∈ RK . This problem is high-dimensional and
non-convex, which renders the solution very computationally
expensive. As an alternative, we propose a simple greedy
approach, which is outlined in Algorithm 2. The proposed
calibration approach is based on collecting M observations Ỹr
by placing a random number of targets T ∼ U [1, . . . , Tmax] in
front of the ULA and optimize the antenna element positions.
The optimization of the antenna element positions is done at
the post-processing stage after receiving the M observations.
We assume a spacing of λ/2 to compute the beamformer at
the transmitter side that yields the observations {Ỹr}Mm=1. We
choose a number of spacings to try of Nd = 100 points and a
number of observations equal to the batch size of MB-ML,
i.e., M = B. The assumed antenna element positions are
initialized with a spacing of λ/2. Without loss of generality,
we assume that the first antenna position, i.e., the reference
antenna position, is known.
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