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A B S T R A C T

This study provides unique insights into the dynamics of bubble deformation and breakup under turbulent flow 
conditions, utilizing both experimental measurements and high-resolution simulations and unveils information 
that has been previously unattainable with current methods. The simulations are rigorously validated against 
experimental data obtained under identical hydrodynamic conditions, and enable analyzes of the interfacial 
dynamics, breakup time scales, daughter size distributions, and internal flow mechanisms, crucial for advancing 
future model development. Overall, the dynamic deformation and statistical data show very strong agreement 
with experimental measurements and reveal an inherent stochastic behavior of bubble breakup due to turbulent 
interactions. For the first time, details of the internal flow mechanism during bubble breakup have been resolved, 
revealing development of flow velocities up to 30 times greater at the bubble neck compared to the mean bubble 
velocity. Analysis reveals that the characteristic internal redistribution flow occurs within a fraction of a milli
second, necessitating a temporal resolution of 20,000 frames per second. The development of an accelerating 
internal flow is quantified throughout the process until a sudden termination of the flow occurs due to the rapidly 
shifting balance of stresses at the interface. This ultimately leads to the breakup and formation of unequal sized 
daughter fragments, approximating a U-shaped distribution, with consistent results in both experimental and 
simulation data. Evidence suggests that bubble breakup at higher Weber number can form satellite fragments like 
what is known from droplet breakup, but these are likely beyond the resolution capabilities of the most advanced 
experimental setups documented in single bubble breakup literature. Consequently, simulations offer a more 
comprehensive understanding of bubble dynamics, surpassing current experimental capabilities due to their 
superior temporal and spatial resolutions and the absence of complications from light reflection and refraction at 
interfaces. The details and quantifications presented in this study are anticipated to contribute significantly to the 
development of refined breakup kernels.

1. Introduction

Breakup of fluid particles is a common phenomenon in most multi
phase systems, and mastering the control of particle breakup, as well as 
their size distribution in turbulent multiphase flows, offer numerous 
advantages. These include enhanced mass and heat transfer, improved 
product quality, optimized chemical reactors, increased process effi
ciency, and more effective predictive modeling and control. Despite 
significant efforts to unveil these complex phenomena a better under
standing of bubble dynamics and breakup is still required to establish 
reliable models. Theoretical advancements have been made over several 
decades, beginning with the pioneering work of Kolmogorov [1] and 
Hinze [2]. However, the intrinsic complexity of these phenomena, 
characterized by interactions with turbulent vortices occurring on 

millisecond time scales and exhibiting intricate three-dimensional mo
tion, makes experimental analysis exceptionally challenging.

Over the years, experiments have been conducted to study the 
breakup of fluid particles within various devices [3–12]. However, there 
remains a scarcity of experimental data and high-speed imaging within 
the turbulent flow regime for single fluid particle breakup, limiting 
comprehensive validation of the breakup models. To the best of the 
authors knowledge, measurements up to a maximum of 4000 frames per 
second (fps) have been successfully demonstrated in the literature, 
which is insufficient to resolve the dynamics of the internal flow during 
bubble breakup. Additionally, high-speed imaging faces inherent limi
tations and trade-offs; as frame rates increase, resolution diminishes due 
to the reliance on partial readout of CCD camera chips. Furthermore, 
laser-based techniques are inadequate for measuring the flow field 

☆ This article is part of a special issue entitled: ‘ISCRE 28’ published in Chemical Engineering Journal.
* Corresponding author at: Department of Chemistry and Chemical Engineering, Kemivägen 4, Chalmers University of Technology, SE-41296 Gothenburg, Sweden.
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inside and around bubbles due to reflection and refraction occurring at 
interfaces, stemming from the inability to achieve index matching be
tween the gas and liquid phases. Despite achievements in experimental 
systems aimed at resolving bubble dynamics and breakup, a clear lack of 
data and understanding persists, as noted by researchers in the field. 
Recently, Ni [13] reviewed the deformation and breakup of fluid par
ticles in turbulence. Consequently, these experimental challenges are 
likely to persist in the foreseeable future, hindering comprehensive 
validation of theoretical models.

Modeling the breakup process in multiphase systems requires the 
coupling of computational fluid dynamics (CFD) and population balance 
modeling (PBM) [14–16]. The CFD-PBM coupled model quantitatively 
estimates the breakup process, and for reliable predictions, the breakup 
kernel is found to be a crucial for achieving better accuracy [17,18]. 
Over the years, various statistical and theoretical breakup models, along 
with different assumptions used in developing such models, have been 
reviewed by several authors, including Lasheras et al. [19], Liao and 
Lucas [20], Solsvik et al. [21], and Foroushan and Jakobsen [22]. 
Models for fluid particle breakup have been developed based on the 
interactions between fluid particles and turbulent vortices and are 
ideally validated using experimental data on single fluid particle 
breakup, breakup rate and size distribution [23–32]. Breakup occurs 
when disruptive external fluid dynamic stresses exceed cohesive 
stresses, which act to restore the fluid particle to its lowest energy state i. 
e. spherical shape. Under the influence of disruptive stress, the bubble 
deforms mainly due to the normal stress from turbulence, forming a 
neck or thread depending on the fluid properties, before ultimately 
breaking into two or more fragments. To overcome the limitations of 
experimental systems, highly resolved simulations such as Large Eddy 
Simulation (LES) and Direct Numerical Simulation (DNS) can be 
employed, albeit at significant computational expense. These advanced 
simulations can provide intricate details about the physics inside and 
around fluid particles, allowing for exceptionally high spatial and tem
poral resolution. By capturing the complex interactions and dynamics 
that occur during the breakup process, DNS and LES can yield valuable 
insights that are otherwise inaccessible through experimental methods 
alone. These simulations can account for the stochastic nature of tur
bulence, accurately modeling the energy transfer from vortices, and the 
subsequent deformation and fragmentation of fluid particles. Moreover, 
the ability of DNS and LES to simulate a wide range of flow conditions 
and fluid properties further enhances their utility in validating theo
retical models. The detailed information derived from these simulations 
can bridge the gap left by experimental constraints, offering a robust 
framework for understanding and predicting the behavior of fluid par
ticles in turbulent multiphase flows.

Recent advancements have shown that the fluid particles breakup 
can be effectively simulated using three-dimensional transient simula
tions [33–39].

Despite the high computational costs, the advantages of high- 
resolution simulations in advancing our understanding and enhancing 
predictive modeling capabilities are well-documented in literature. 
Significant progress has been made in using advanced simulations to 
study the breakup of liquid droplets in turbulent flow conditions. 
However, numerical simulation methods for the breakup of gas bubbles 
remain to be developed and used to enhance our understanding of the 
unique underlying phenomena associated with gas bubbles, which differ 
significantly from those of liquid droplets [28]. While the initial breakup 
stages are similar for both bubbles and drops, bubbles tend to break into 
fragments of unequal size due to apparent internal flow redistribution. 
Wang et al. [30,31] adopted this concept and proposed models that 
accounts for the mechanism of internal flow. While their model in
corporates several assumptions to bridge existing gaps, such as limiting 
breakup to binary fragmentation, laminar flow conditions within the 
bubble neck, and maintaining a constant ratio between the neck diam
eter and the radius of the smaller side of the deformed bubble, it rep
resents a significant advancement toward the development of reliable 

breakup kernels.
Therefore, high-resolution simulations are considered the most 

suitable approach for achieving the goal of necessary spatial and tem
poral resolution to capture the dynamics of bubble breakup under tur
bulent flow conditions. This work aims to develop a simulation 
methodology that enables detailed investigation of bubble dynamics and 
gain deeper understanding of the underlying breakup phenomena. The 
key contributions of this study include the development of methodology 
and rigorous validation of single air bubble breakup against experi
mental data obtained under identical hydrodynamic conditions. These 
efforts are intended to build confidence in the simulation results and 
provide conclusive insights into the dynamics that were previously 
speculative due to inadequate means for studying and quantifying the 
phenomena.

2. Experimental methodology

The experimental setup comprises a flow reactor and a high-speed 
imaging system used to analyze bubble behavior under turbulent flow 
conditions. The reactor is equipped with transparent, non-curved walls, 
providing an ideal setup for using an intense light source without image 
distortion. The reactor is equipped with multiple small mixing elements 
to ensure the continuous generation of turbulence. The experimental 
setup is illustrated in Fig. 1 and more details about the reactor are 
available in the literature by Andersson and Andersson [28] which 
highlights the systems capability to provide favorable conditions, 
including a well-defined main flow direction, low linear velocity, and 
relatively high turbulence compared to other systems used for breakup 
studies. Particle image velocimetry (PIV) measurements of the same 
experimental system have also confirmed the more homogeneous tur
bulent properties of the reactor [40].

The camera’s recording rate was set at 4000 frames per second, with 
a short exposure time of 10 µs for obtaining sharp images. A hybrid 
lighting system was employed to capture sharp images, with an image 
resolution of 309,000 pixels/cm2 and 8-bit depth, allowing the mea
surement of all fragments down to 50 µm upon breakup. A low holdup of 
the dispersed phase (single bubble) was maintained to avoid coalescence 
and turbulence modulation during the experiments. Air and deionized 
water were used as the dispersed and continuous phases, respectively. 
The physical properties of the fluids at room temperature are provided in 
Table 1.

Bubbles of varying sizes were generated using nozzles with different 
diameters, creating distinct size bins for the experiments. The experi
ments were conducted under a range of flow conditions, as detailed in 
Table 2. All measurements were performed at a constant temperature of 
20 ◦C, with thermocouple measurements ensuring an accuracy of ±
0.1 ◦C. Additionally, a flow rate error margin of less than 1 % was 
maintained to ensure experimental precision. The uncertainties in fluid 
density and viscosity were 0.03 % and 0.2 %, respectively. Table 2 also 
provides the Taylor scale Reynolds number, Reλ = uʹλ/ν, which quan
tifies the inertial forces relative to the viscous forces at the Taylor 
microscale, λ, an intermediate scale in turbulent flows between the 
smallest dissipative scales (Kolmogorov scales) and the larger energy- 
containing scales. This metric offers additional insights beyond the 
traditional bulk Reynolds number regarding existence of inertial sub
range. Consequently, this data shows that the study is conducted under 
conditions relevant to many chemical engineering systems, specifically 
at a level where an inertial subrange exists.

3. Simulation methodology

3.1. Governing equations

In this study, high-resolution simulations using the multiphase vol
ume of fluid method coupled with large eddy simulations of turbulent 
flow are developed to investigate the dynamics of bubble deformation 
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and breakup. The simulation methodology is validated with experi
mental results obtained under identical geometric and hydrodynamic 
conditions. At high Reynolds numbers, the computational cost of direct 
numerical simulation become prohibitively high, as it scales with the 
cube of Reynolds number [41]. Consequently, this study employs large 
eddy simulations to resolve the turbulent eddies that interact with the 
secondary phase, enabling the dynamics of deformation and breakup to 
be quantified. The effect of smaller isotropic turbulent eddies are 
modeled using sub-grid scale models [42]. In LES, a filtering operation is 
applied to decompose the velocity field u(x, t) into a resolved velocity 
field u(x, t) and unresolved velocity field, uʹ(x, t). The filtered governing 
Navier-Stokes equations for two-phase incompressible flow are given in 
Eq. (1) and Eq. (2)

∇ • u = 0 (1) 

and, 

ρ
(

∂u
∂t

+ u • ∇u
)

= − ∇p+ ρg+∇ •
[(

μ + μsgs

)(
∇u +∇Tu

) ]
+ Fi (2) 

where, g and μ represents the gravitational acceleration and viscosity 
respectively. Here, p and ρ represent pressure and density, respectively. 
Additionally, μsgs and Fi, denote the sub-grid scale turbulent viscosity 
and interfacial tension force, respectively. These two unknown terms in 
the momentum equation must be accurately modeled. The dynamic 
Smagorinsky-Lilly model was used to model the sub-grid turbulent vis
cosity [43]. Fi acts as a source term in the momentum balance equation 

due to the local interfacial tension force and was calculated by using the 
continuum interfacial tension force model proposed by Brackbill et al. 
[44].

The magnitude of the interfacial tension force, Fi, is determined by 
both the interfacial tension coefficient, σ, and the local curvature of the 
interface, κ, as shown in Eq. (3). The direction of the force is defined by 
the unit normal vector to the interface, n, as defined in Eq. (4). 

Fi = σκniδs (3) 

The unit normal vector to the interface, ni, is derived from the gradient 
of phase fraction, α and is given by 

ni =
∇α
|∇α| (4) 

The curvature is given by 

κ = − ∇ • ni (5) 

Therefore, the local source term in the momentum balance is closed by 

Fi = σ∇ •
( ∇α
‖∇α‖

)
• ∇α (6) 

Furthermore, the transport equation for phase fraction is calculated 
using Eq. (7). 

∂α
∂t

+ u • ∇α = 0 (7) 

The density ρ and dynamic viscosity μ are given by Eqs. 8–9, where the 
subscripts denote the continuous phase, c, and dispersed phase, d, 
respectively. 

ρ = αρc +(1 − α)ρd (8) 

μ = αμc +(1 − α)μd (9) 

Simulations were conducted using a dynamic adaptive meshing strategy 
combined with an interface reconstruction scheme to maintain high 
resolution around interface. This dynamic adaptive meshing strategy is 
feasible for balancing computational cost while preserving solution ac
curacy. The pressure–velocity coupling equation was solved using the 
SIMPLE method. Spatial discretization of the momentum equation and 
temporal discretization were done using bounded central differencing 
and first-order implicit schemes, respectively. To ensure time step in

Fig. 1. Configuration of the high-speed imaging system for measuring dynamics of bubble breakup.

Table 1 
Fluid properties of the continuous and dispersed phases.

Phase Density [kg/m3] Viscosity [mPas] Interfacial tension [mN/m]

Water 998.2 1.0 72.0
Air 1.225 0.02

Table 2 
Flow parameters and experimental conditions.

System/Flow rate (l/h) 200 250

Taylor scale Reynolds number 69 77
Turbulent energy dissipation rate, ε [m2/s3] 8.54 16.4
k/ε 7.5 6.0
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dependence for first-order implicit schemes and account for the uncer
tainty in the outcomes of both breakup and non-breakup scenarios, a 
small time step size of 2.5 µs was used in simulations. Given that the 
breakup time scale observed in experiments is a few milliseconds, this 
offers a significantly higher resolution, approximately 1000 times finer 
than the breakup event. As such the temporal resolution of simulations, 
400 000 fps, provides ample opportunities to characterize the rapid 
dynamics of bubble breakup.

To accurately capture the interface in the multiphase system a 
modified high-resolution interface capturing (HRIC) scheme with a 
strict volume fraction cutoff limit of 10-6 was employed. Additionally, 
dynamic interfacial anti-diffusion was utilized, minimizing numerical 
diffusion and ensuring a sharp interface during the simulations. A pre
cise cutoff limit was applied for coarsening and refinement in regions 
with high gradients at the interface, ensuring detailed and accurate 
simulation results. A dynamic adaptive meshing methodology was used, 
providing high resolution across the interface, the scale of refinement 
allowed resolution of d0/100, ensuring that the flow both within the 
bubble and around its interface, was fully resolved. The governing 
equations were solved on high-performance computing clusters using 
Ansys Fluent 2022R2.

The flow reactor was discretized using a high-quality bulk mesh 
complemented by prism layers at the wall with resolution of y+ = 1, to 
enable the dynamic subgrid model to accurately resolve the near-wall 
region. The mesh resolution and time step size were evaluated to 
ensure the ratio of resolved turbulent kinetic energy is high. 94 % of the 
turbulent kinetic energy was resolved, significantly exceeding the gen
eral recommendation of resolving 80 % [42,45]. A sequential injection 
of one millimeter single bubbles was applied at random locations in the 
bulk, thus maintaining very low bubble holdup and preserving the tur
bulence homogeneity observed in the experiments by using identical 
operating condition. Data collection commenced after the simulations 
had run for a time surpassing the characteristic timescale of the largest 
turbulent vortices. This approach ensured that the results were inde
pendent of the initial conditions.

The interaction between bubbles and vortices is inherently random 
due to the stochastic nature of turbulence. Breakup events occur only 
when the interaction between the bubbles and vortices is sufficiently 
strong, meaning that the disruptive stress exceeds the cohesive stress; 
otherwise, no breakup event takes place. This means that both bubble 
breakup and non-breakup cases were sampled. A methodology similar to 
that of Karimi and Andersson [34] was employed to statistically evaluate 
these cases. By utilizing parallelization on a high-performance 
computing cluster, feasible computation times were achieved. In total, 
more than 2 million core hours were required for all breakup and non- 
breakup cases. Postprocessing of the results allowed for statistical vali
dation of the breakup process, and data analysis were used to unveil 
intricate details of the bubble dynamics, as elaborated on in the results 
section.

3.2. Dynamic adaptive mesh methodology

Due to the continuous advection of the dispersed phase interface 
within the computational domain, dynamic mesh refinement and 
coarsening is essential. In this study, dynamic remeshing is used to 
enable simulations of bubble dynamics by employing adaptive refine
ment and coarsening criteria, with specific cutoff values scaled by global 
maxima of 0.01 and 0.02, respectively. Fig. 2a-c presents a detailed view 
of the refined mesh surrounding the interface of the dispersed phase for 
three distinct moments: the initial mother bubble, a significantly 
deformed bubble, and a small fragment resulting from the breakup. For 
each scenario, the mesh is displayed on a cross-sectional plane that in
tersects the center of the bubble, demonstrating the efficiency of adap
tive refinement and coarsening during the dynamic process. Multiple 
refinement levels were evaluated to identify mesh independence, with 
the fourth level found to capture independent bubble dynamics and 
resolving the smallest fragments. As illustrated in Fig. 2c, the high res
olution achieved in simulations surpasses that of experimental setups, 
which are constrained in their ability to accurately resolve fragments 
smaller than 50 µm. The simulations results discussed in the results 
section are based on this mesh-independent configuration.

4. Results and discussion

The experimental measurements and high-resolution simulations 
were conducted under identical hydrodynamic conditions, enabling 
validation and analysis. Statistical validation includes key parameters 
such as aspect ratio before breakup, breakup time, and the distribution 
of daughter bubble sizes. Postprocessing of the results allows detailed 
analysis and understanding of bubble breakup mechanisms, including 
energy transfer dynamics, stress distribution, pressure gradients inside 
the bubbles, the internal flow and subsequently the formation of un
equal size fragments. Consequently, these efforts offer conclusive in
sights into the complex dynamics of bubble behavior at temporal and 
spatial scales that are unachievable through experimental means alone.

4.1. Validation of bubble deformation and breakup time scale

While the high-resolution simulations provide superior temporal and 
spatial resolution compared to the state-of-the-art experimental setups 
presented in the literature, it is crucial to ensure that the predictions are 
reliable. This validation involves confirming that the disruptive stresses 
are quantitatively accurate and leads to correct deformation dynamics 
and breakup time scale. Given the experimental conditions with mod
erate Weber numbers, not all bubbles break. A continuous interaction of 
bubbles and turbulent vortices inside the reactor leads to bubble 
deformation and occasionally breakup. Both experiments and simula
tions reveal small-scale bubble interface dynamics induced by turbu
lence, with significant deformation consistently occurring before 

Fig. 2. Cross-sectional views illustrating the dynamic mesh adaption adaptation with different magnifications for clarity: a) initial patching of a 1000 µm mother 
bubble, b) a highly deformed bubble, and c) an 80 µm fragment. The iso-line shows the phase function α = 0.5.
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breakup. A key measure of this deformation is the aspect ratio, defined 
as z = l/d0, where l is length of the deformation axis and d0 is initial 
bubble diameter. The deformation was measured at different flow rates 
and categorized into two Weber number classes: 0.3 and 0.5 respec
tively. Weber number is defined as the ratio of turbulent inertial force, 
considering a vortex of the same size as the bubble, to the interfacial 
tension force [8]. Fig. 3 shows that the experimentally and numerically 
measured bubble deformations are similar. The aspect ratio extends up 
to 3.5, whereas the peak falls within the range of 2 to 2.5.

The bubble breakup time scale is a crucial variable for evaluating the 
accuracy of the numerical simulations. Here the breakup time scale is 
defined as the duration from when a bubble transitions from a pre
dominantly spherical shape to the instance when the fragmentation 
occurs. This time scale is expected to be bounded by the integral tur
bulent time scale. Table 3 shows good agreement between experimental 
measurements and simulations in general. The average breakup time, 
ranging from 1/2 to 2/3 of the turbulent time scales, indicates its 
connection to moderate to larger scales of turbulent structures.

According to the available literature, this study is the first to suc
cessfully predict and validate bubble breakup with experimental mea
surements under the same hydrodynamic conditions. This advancement 
enables an analysis of interfacial energy, which requires information 
about the three-dimension shape at each moment during the breakup 
process, a property which is unattainable with experimental data relying 
on high-speed two-dimensional imaging. By employing surface inte
gration of precise three-dimensional simulations, the interface energy 
can be quantified with unique precision since the interfacial energy is a 
function of the interfacial tension coefficient and the instantaneous 
interfacial area. The normalized interfacial energy (γ) is defined by Eq. 
(10), 

γ(t) =
σA(t)
σA0

=
A(t)
A0

(10) 

where, σ and A(t) are the interfacial tension and the interfacial area, 
respectively. Here A0 denotes the minimum energy, i.e. γ = 1, which 
corresponds to a spherical bubble shape. Analysis of the normalized 
interfacial energy, γ, shows that it typically ranges from 1 to 1.1 prior to 
breakup while it reaches values between 1.3–1.5 at instances just before 
breakup occurs. The peak value, representing the maximum deforma
tion, occurs immediately before the interface divides into two or more 
daughter bubbles. Fig. 4 demonstrates that the simulation results for one 
millimeter bubble at 0.5 Weber number are consistent with the experi
mental data, showing a specific case of 35 % increase in interfacial 

energy. On average, the characteristics of the increase in normalized 
interfacial energy in simulations are approximately 40 %±10 %. The 
dynamic pressure distribution, calculated based on the mean bubble 
motion (center of mass), is superimposed with the normalized interfacial 
energy in Fig. 4. The bubble images are mirrored along the x-axis to 
display both front and rear views of the dynamic pressure distribution.

Initially, the dynamic pressure exerted on the bubble interface is low, 
keeping the bubble mostly spherical (time ≤ 0 ms). As the dynamic 
pressure increases on the interface and surpasses the stabilizing stress, 
the bubble can no longer maintain its spherical shape. With the increase 
in dynamic pressure on the interface, the bubble begins to deform due to 
interaction between turbulent flow field and the bubble. After 1 ms, the 
dynamic pressure distribution becomes asymmetric between the two 
ends of the bubble, creating a small but significant pressure difference. 
Subsequently, the interfacial energy starts to go down before the bubble 
breaks into daughter fragments. Section 4.2 provides a statistical vali
dation analysis of the resulting daughter size distribution. Meanwhile, 
section 4.3 provides a comprehensive analysis of the development of 
self-accelerating internal flows, which leads to daughter fragments of 
unequal sizes.

4.2. Bubble breakup and daughter size distribution

In the literature on drop and bubble breakup, a common assumption 
is that binary breakup occurs, and most models address only binary 
breakup [25,46,47]. However, experimental evidence suggests that 
droplets are more likely to undergo multiple fragmentation, while 
bubbles predominantly follow a binary breakup pattern [4,8,28,48]. The 
successful identification of the total number of fragments formed upon 
breakup is often limited by camera resolution and the field of view, 
potentially leading to undetected smaller fragments in experiments. By 
comparing experiments and simulations conducted under identical hy
drodynamic conditions, the capability of simulations in capturing the 
smallest bubble fragments becomes evident. The experimental setup, Fig. 3. Deformation prior to bubble breakup at different Weber numbers.

Table 3 
Validation of bubble breakup time and relationship to the turbulent time scale.

Scale Experiment 
(We = 0.3)

Simulation 
(We = 0.3)

Experiment 
(We = 0.5)

Simulation 
(We = 0.5)

Mean time [ms] 3.8 3.6 3.4 3.4
Variance [ms2] 1.2 1.1 0.9 0.8
Integral turbulence 

time scale [ms]
7.5 6.0 7.5 6.0

Fig. 4. Normalized interfacial energy superimposed with dynamic pressure 
distribution, at specific times, t = -4.00, − 1.00, 0.00, 1.00, 1.50, 1.75, and 
1.95 [ms].
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constrained by a camera resolution limit of 50 µm, prevents identifica
tion of fragments smaller than the resolution threshold. In contrast, 
high-resolution simulations, which use mesh refinement without a lower 
size limit, occasionally reveal formation of satellite fragments as small as 
10 µm, which remain undetectable by current experimental systems and 
standards. Thus, simulations provide more precise quantification due to 
better spatial resolution. Fig. 5 compares experimental and simulation 
results for a 1 mm diameter mother bubble. The experiment, recorded at 
4000 fps, showed continuous deformation leading to breakup after 
approximately 2 ms, producing two fragments. The largest fragment 
contained 95 % of the total volume, and the smaller 5 %, consistent with 
previous studies indicating unequal-sized bubble breakup in turbulent 
flows [28].

Notably, the simulation displayed a similar initial deformation 
pattern and breakup time as the experiment, but also revealed the for
mation of small satellite fragments that were below the detection limit of 
the experimental setup, as seen in the zoomed-in magnification at the 
last time frame. To improve future modeling efforts, the prevailing 
assumption of binary fragmentation in bubble breakup can be recon
sidered, as smaller fragments, with their higher surface-area-to-volume 
ratio, can affect interfacial mass transfer and should be accounted for in 
more sophisticated models.

Fig. 6 illustrates the stochastic nature of bubble breakup in turbulent 
flows by presenting two experimental observations side by side. In both 
cases, the bulk hydrodynamic conditions and the initial size of the 
mother bubble are identical. However, the breakup dynamics differ 
significantly, due to encounters with different turbulent structures. This 
means that bubbles don’t interact with the mean turbulence, instead 
there will be new turbulent vortices surrounding which will control the 
outcome, since the time scale of the breakup and lifetime of vortices 
have the same order of magnitude. This emphasizes the need for simu
lations to better understand the interaction. In Fig. 6a, rapid deforma
tion occurs up to 1.00 ms, followed by a relaxation period before the 
breakup event. Conversely, Fig. 6b shows a more gradual deformation 
until 1.75 ms, after which a sudden breakup into distinct fragments 
occurs. These differences in dynamics lead to varying final outcomes. 
For the two examples shown, the volume fraction of the largest fragment 
is 98 % in Fig. 6a, whereas it is 84 % in Fig. 6b. This demonstrates how 
slight variations in the breakup process can result in markedly different 
fragment distributions, and requires statistical validation as presented 
by the end of this section.

In comparison, the high-resolution simulations display remarkable 
similarities in dynamics and by collecting different realizations of the 
stochastic process, as illustrated by Fig. 7, and further supported by 
validation of breakup time scale and daughter size distribution.

Despite both experiments and simulations reveal similar trends with 
unequal volume fractions, simulation offer the capability of identifying 

satellite fragments as small as 25 µm, a size clearly below the detection 
threshold of the experimental system. These small satellites might be 
attributed to the high internal flow velocities that develop and low 
inertia of the gas phase (as discussed in the next section). This further 
reinforces the complexity of the breakup process in turbulent flows, 
where small variations in flow dynamics can lead to significantly 
different fragmentation outcomes. A statistical analysis shows that the 
likelihood of producing un-equal sized fragments is significantly higher 
than generating equal-sized fragments. As shown in Fig. 8, the daughter 
size distribution adheres to a U-shaped pattern within the examined 
range of Weber number. Here fbv refers to the volume ratio of the largest 
fragment to the mother bubble. This pronounced tendency towards 
unequal sized fragmentation is primarily due to the inherent internal 
bubble hydrodynamics, which is examined in greater detail in the sub
sequent section through an exploration of the stresses and internal flow 
field that develops during the breakup process.

The agreement in interfacial dynamics observed from 2D images 
during breakup and quantification of breakup time scale, accurately 
determined from 2D data as the neck rupture is clearly visible, implies 
that the internal flow is correct and shows that the rupture is predicted 
correctly. The internal flow field is further supported by statistical 
validation of daughter size distribution, where quantification based on 
2D images is accurate since smaller daughters tend to have a more 
spherical shape. Overall, these factors all imply that the flow field and 
stresses during bubble deformation and breakup are predicted 
accurately.

4.3. Internal flow mechanism

By utilizing the significantly higher temporal and spatial resolution 
in simulations, the mechanisms responsible for the formation of 
unequal-sized daughter fragments can be visualized and analyzed at the 
level of individual bubbles. This section analyzes the internal flow 
mechanism and emphasizes the role of stresses during the critical stages 
of bubble breakup. In a high-turbulent flow field, the bubble remains in 
constant motion and does not reach a state of complete relaxation. The 
bubble undergoes minor deformations from its spherical shape, due to 
the surrounding turbulent flow. Initially, even slight pressure differ
ences across the bubble, induced by the external turbulent field, allow 
for gas movement within the relatively symmetrical deformed mother 
bubble. This movement is particularly facilitated by the low density and 
inertia of the gas phase. Consequently, one side of the bubble radius 
expands while the opposite side contracts, leading to an increasing 
pressure difference between the two sides. This increased internal flow is 
thus self-accelerating in its initial phase. In the later phase, the internal 
flow accelerates to such an extent that the resulting fluid dynamics 
create stress imbalance at the neck of the deformed bubble. Eventually, 

Fig. 5. Comparison between a) high-speed experimental measurement, b.) high-resolution simulation of the bubble breakup at We = 0.5.
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Fig. 6. Experimental measurements illustrating the stochastic behavior of the bubble breakup in turbulent flows, a) breakup volume fraction = 98 %, b) breakup 
volume fraction = 84 % at We = 0.5.

Fig. 7. Simulations showing the typical variation of the outcome from bubble breakup in turbulent flows at We = 0.5.

Fig. 8. Daughter size distribution for the range of We = 0.3 – 0.5, a.) experimental observations, and b.) simulation data.
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this culminates in the collapse of the bubble neck before all the gas has 
been fully transferred.

Although various models predict bubble breakup fragmentation, 
validation is limited to high-speed imaging, lacking data on internal 
flow mechanisms like flow field, pressure distribution, and stress dy
namics. Fig. 9 illustrates the sequence of increasing internal flow, with 
vectors indicating movement from the smaller end of the bubble to the 
larger end. For clarity, these vectors are scaled at different levels while 
maintaining the same color bar throughout the sequence in Fig. 9(a-d). 
Notably, the internal gas velocity rises rapidly from 0 m/s to 30 m/s in a 
fraction of a millisecond, and the flow through the neck stops at moment 
of neck rupture, ultimately leading to breakup into fragments of unequal 
sizes, due to the rapid redistribution of gas inside the bubble.

The corresponding velocity profiles across the bubble neck can be 
seen in Fig. 10. Although the flow is slightly asymmetrical, due to 
variation in flow fields on the different sides, a parabolic shape is 
evident, consistently showing a clear maximum velocity at the center of 
the neck at all times, which aligns with theoretical expectations.

Fig. 11 shows the development and increase of the internal static 
pressure, using a reference pressure on the larger side of the deformed 
bubble, which drives the development of an internal gas flow through 
the neck. By utilizing the reference pressure within the larger side of the 
deformed bubble, it becomes easier to compare the variations in internal 
pressure distribution over time. This is because the internal pressure 
differences are minor compared to the reactors operating pressure of 1 
atmosphere. Initially, the pressure distribution is uniform. However, at a 
later stage, the static pressure becomes significantly higher in the 
smaller part of the deformed bubble. As the internal flow accelerates, the 
static pressure reaches a minimum at the neck, and the pressure dif
ference across the neck continues to increase over time. The pressure 
distribution over the neck region exhibits similarities to those observed 
in nozzles and orifices, where a local minimum in static pressure typi
cally occurs near the contraction due to the vena contracta effect. The 
neck region of the deformed bubble experiences similar effects, resulting 
in local negative pressure, which is in absolute terms positive and close 
to the reactors operating pressure. Additionally, changes in neck 
dimension as well as the accelerating flow over time, and existence of an 
interface rather than a rigid wall in the contraction region make the 
process more complex compared to hydrodynamics in classical static 
nozzles and orifices. This highlights the need for detailed simulations to 
study and understand the transient phenomena.

This pressure difference escalates within a fraction of a millisecond 
and rapidly shifting balance of stresses at the neck interface ultimately 
leads to the breakup of the bubble. Therefore, the internal flow mech
anism is a rapid and complex process that necessitates extremely high 
temporal and spatial resolution for precise observation, which surpasses 
the capabilities of current experimental methods.

Experimental data indicates that bubble breakup occurs when the 
neck diameter is reduced to between 1/3 and 1/2 of the initial diameter 
[28,49]. This estimation, however, is crude due to the limitations 
imposed by the time resolution of the experimental system. High- 

resolution simulations, on the other hand, permit a detailed quantifi
cation of the continuous deformation sequence, including neck diameter 
and stresses, up to the final breakup. Fig. 12 presents a local stress 
analysis calculated based on the relative velocity and neck diameter, 
suggesting that breakup occurs when the stresses intersect. This inter
section typically occurs when the bubble neck diameter is reduced to 1/ 
10 of the mother bubble’s initial diameter.

Deformation of the bubble is initiated when the external turbulent 
stress is significant compared to the stabilizing cohesive interfacial 
stress. However, during the later deformation phase where a neck is 
formed and continues to shrink, the interfacial stress at the neck favors 
contraction of the neck. As the internal flow accelerates, the dynamic 
pressure estimated from the instantaneous maximum velocity at the 
neck increases with time, as described by Eq. (11). However, the inward- 
directed interfacial tension stress at the neck, as described by Eq. (12), 
rises more rapidly due to its inverse relationship with the local curva
ture. This results in a dominant contracting stress at the neck, which 
disrupts the flow before all the fluid can reach the opposite side, 
resulting in unequal sized fragments. 

τ1(t) =
ρu2

max,internal(t)
2

(11) 

τ2(t) =
σ

2Rneck(t)
(12) 

A significant contribution towards understanding bubble breakup was 
made by Xing et al. [30] who developed a zero-dimensional mathe
matical model for bubble breakup that accounted for internal flow. 
However, their assumptions led to an overestimation of breakup time 
and an underprediction of the bubble breakup rate. Their model pre
dicted a breakup time of close to 25 ms, whereas experimental data 
indicated a breakup time of approximately one order of magnitude 
lower. This discrepancy underscores the importance of making reason
able assumptions to develop more accurate theoretical models. Subse
quently, Zhang et al. [31] revised these assumptions. The improved 
breakup model, which included more accurate estimations of the critical 
neck diameter (half the radius of the smaller fragment) and considered 
the interfacial cohesive stress, yielded predictions closely matching the 
experimental data [28]. The present study reveals that the ratio of the 
neck radius, Rneck(t), to the radius at the smaller end of the bubble, R1(t), 
varies over time and should not be considered fixed. Fig. 13 illustrates 
the temporal evolution of the neck diameter, highlighting an accelera
tion in time.

Assumption of a constant ratio leads to differences in predicted 
daughter size distribution as noted by Zhang et al. [31], who relaxed this 
condition and yet assumed a constant but lower ratio of 0.5 to improve 
model predictions. The continuous process is illustrated in Fig. 14, 
which compares the observations made in this study with different 
theoretical model assumptions. Notably, these rapid changes in neck 
diameter occur within a fraction of a millisecond, typically around 0.2 
ms. This necessitates a high-speed imaging system with a temporal 

Fig. 9. Internal flow field within the gas bubble on a cross-sectional plane during the breakup process (vectors scaled for clarity), at a Weber number of 0.5.
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resolution of at least 20,000 fps to capture the redistribution flow 
effectively. Even at this frame rate, which is five times faster than the 
best currently reported visualization of single bubble breakup in the 
literature, only four images would be captured.

The larger error bars towards the end of the observed period may be 
attributed to the sensitivity of the neck, which experiences slight 

differences in external pressure across various cases. The results from 
this study show that detailed information on flow fields, pressure dis
tribution, and bubble shapes during breakup enhances understanding of 
bubble dynamics. It is concluded that simulations offer superior tem
poral and spatial resolution, enable quantification of properties like 
internal bubble pressure fields and internal flow fields that experimental 
methods cannot measure. The data from this study allows for 

Fig. 10. Evolution of radial velocity profiles within the bubble neck prior to fragmentation at a Weber number of 0.5.

Fig. 11. a.) Evolution of the static pressure distribution along the axial direction within the deformed bubble during the breakup process, utilizing references 
pressure, at We = 0.5, b.) static and total pressure distribution at t = 1.95 ms.

Fig. 12. Comparative analysis of stresses during bubble breakup at We = 0.5.

Fig. 13. Temporal variation of neck diameter until the final breakup of bubbles 
with internal flow at We = 0.5.
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verification and falsification of existing kernels. Enhancements of 
existing breakup kernels may relate to improving assumptions such as 
the dynamics of the ratio between the neck radius and the smaller 
fragment’s radius during fragmentation in current kernels. More 
broadly, mechanistic explanations including insights into breakup time, 
dynamics of pressure distribution, unique quantification of the internal 
flow, and stresses, are invaluable for developing new kernels to accu
rately depict the stochastic nature of fragmentation.

5. Conclusions

The dynamics of bubble breakup under turbulent flow conditions 
were thoroughly investigated using experimental observations and 
development of high-resolution simulations. This approach revealed 
previously unattainable details of the dynamic process, by overcoming 
the limitations of temporal and spatial resolutions and the challenges 
posed by light reflection and refraction at gas–liquid interfaces. The 
three-dimensional transient simulations were successfully validated 
against experimental data obtained under identical hydrodynamic 
conditions, facilitating detailed analysis of properties that are otherwise 
unattainable through experimental methods alone. This included the 
quantification of three-dimensional interfacial dynamics, breakup time 
scales, and unique details on the internal flow mechanisms. Further
more, quantifying the impact of vortex on bubble dynamics is regarded 
as a more advantageous approach compared to explicitly identifying the 
vortices. Current methodologies, such as the q-criterion and lambda- 
criterion, exhibit limitations as they primarily identify vortex cores 
without clearly defining their boundaries and they also depend on 
threshold criteria. The analysis revealed that the characteristic internal 
redistribution flow occurs within a fraction of a millisecond, necessi
tating a temporal resolution of at least 20,000 fps. An analysis of the 
internal flow mechanism during bubble breakup unveiled development 
of significant internal pressure gradients and flow velocities up to 30 
times greater at the bubble neck compared to the mean bubble velocity. 
The development of an accelerating internal flow was quantified 
throughout the process until a sudden termination of the flow occurred 
due to the rapidly shifting balance of stresses at the interface. Experi
mental and simulation data showed that bubble breakup in turbulent 
conditions is random, leading to daughter fragments of different sizes 
that follow a U-shaped distribution. This pattern was consistently seen in 
both experiments and simulations. Evidence suggested that bubble 
breakup at higher Weber number can form satellite fragments like what 
is known from droplet breakup, but these are likely beyond the resolu
tion capabilities of the most advanced experimental setups documented 
in single bubble breakup literature, which are constrained by imaging 
resolution and contrast limitations. Consequently, simulations offer su
perior temporal and spatial resolution and offer comprehensive 

understanding of bubble dynamics, surpassing current experimental 
capabilities. This simulation approach holds significant promises for 
improving future breakup rate models, thereby driving progress in the 
field and is anticipated to contribute to the development of refined 
breakup kernels. Although the simulations are currently very time- 
consuming, the expected leaps in computational capabilities will likely 
mitigate this challenge making high-resolution detailed studies more 
feasible and efficient.
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