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On pilot-based estimation of phase noise
Björn Gävert
Department of Electrical Engineering
Chalmers University of Technology

Abstract
There is an ever-increasing demand for higher data rates in wireless com-
munication systems for supporting, for example, the growing consumption
of video streaming in today’s networks, and extremely data-intensive applica-
tions such as immersive communications in future networks. However, wireless
communication equipment providing higher rates comes with more stringent
hardware requirements. A large contributor to distortion is the phase noise
related to up- and down-converting of signals to and from radio frequency.
The main focus of this thesis is related to handling the carrier phase noise,
balancing complexity and performance. For this, different alternatives for
close-to-optimal low complexity pilot-based phase noise estimation methods
are studied.

First, a seemingly simple approach is examined in Paper A, where a pilot
tone in the form of a sinusoid is added to an unknown communication signal.
The power of the transmitted signal is shared between the pilot tone and the
communication signal. Several pilot-based phase noise estimation algorithms
are studied, and an optimal signal-to-pilot power ratio is presented.

Second, pilot-based phase noise estimation of an OFDM signal affected by
phase noise is studied in Paper B. The known pilots are allocated in the
frequency domain and occupy a number of subcarriers within the OFDM
symbols. A novel, low-complexity pilot-based phase estimator is proposed,
which is close to optimal over a wide dynamic range of phase noise levels and
signal-to-noise ratios.

Finally, Paper C examines the maximum rate of a line-of-sight MIMO sys-
tem affected by phase noise, where known pilots are interleaved in the time
domain together with the payload. To maximize the rate, a novel pilot-based
estimator is proposed that jointly estimates both payload and phase noise.

Keywords: Wireless communication, carrier synchronization, phase noise,
frequency domain pilots, time domain pilots, OFDM, MIMO systems
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CHAPTER 1

Introduction

1.1 Background and motivation

Wireless communication has become an integral part of modern society, fa-
cilitating both human and machine interactions. Historically, wireless com-
munication primarily relied on analog equipment, whereas modern systems
are dominated by digital processing. The fifth generation of mobile network
equipment continue to being deployed, while the foundation for the sixth gen-
eration is being established [1]–[3]. As noted in the Ericsson mobility report
[4, Figure 5], mobile traffic will continue to grow, increasing the pressure and
requirements on mobile networks. Furthermore, with the widespread deploy-
ment of radio communication equipment, power consumption is becoming an
increasing concern. Thus, alongside the goal of increasing data rates, there is
a strong interest in improving energy efficiency (EE). Various aspects of EE
are analyzed and discussed in [5].

Higher data rates can be achieved by enhancing spectral efficiency within
already deployed frequency bands, thereby driving radio equipment require-
ments. In fact, there is even great interest in increased rates in already in-
stalled equipment without replacing the hardware. Furthermore, there is an
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increasing interest in wireless communication equipment operating on higher
carrier frequencies where more bandwidth is available, while still maintain-
ing spectral efficiency. However, hardware-related distortion in a wireless
communication system is a significant problem when improving spectral effi-
ciency, [6]. One major source of distortion is random time-dependent phase
uncertainty, commonly referred to as phase noise, arising from the up- and
down-conversion of signals to and from radio frequencies (RF). The severity
of phase noise distortion typically increases with carrier frequency [7, Eq. 12
and 13]. Hence, the requirements on phase noise are becoming more stringent
with the increasing demands on spectral efficiency and rates, and processing
related to estimating and suppressing phase noise is an important subject.

Phase noise degradation can be mitigated through the use of better per-
forming oscillators or advanced phase estimation algorithms. However, as
noted in [7], enhancing oscillator performance generally leads to higher power
consumption and increased costs (e.g., greater hardware complexity). Simi-
larly, more advanced phase noise estimation algorithms tend to increase signal
processing complexity, power consumption, and system latency. The industri-
alized system often uses a compromise that balances reasonable performance
degradation, complexity, and power consumption.

Phase estimation in wireless (and optical) systems has been extensively
studied in the scientific literature. An overview of phase noise modeling and
phase noise estimation in wireless communication systems is presented in [8,
Sections 3 and 4]. Depending on the type of system, there exist many differ-
ent methods for handling the distortion related to phase noise, where phase
noise estimation is performed either in the time domain or in the frequency
domain. The modulated RF signal, [9, Sections 10 and 11], carries user data,
often denoted payload, which is unknown from the perspective of radio com-
munication equipment. However, the structure of the transmitted signal, for
example, the signal bandwidth and the type of modulation [9, Section 11],
is normally known by radio communication equipment. Together with the
unknown payload, pilot signaling, [10], is often introduced, where pilots act
as well-defined anchor points, e.g., known 4 QAM symbols. The known pilots
and possibly also soft or hard decisions on the payload are often used when
estimating the phase noise of the received and demodulated signal, [9, Section
12].

The received noisy and distorted payload contributes with great uncertain-
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ties (e.g., decision errors), which must be treated with great consideration.
Due to these uncertainties, phase noise estimation based on the payload typ-
ically employs an iterative approach, progressively refining the payload esti-
mate by compensating for phase noise. By iteratively improving the phase
noise estimate, the effect of phase noise degradation can be reduced. Due to
the iterative nature, the resulting phase estimation algorithms become com-
plex and introduce delay. Furthermore, at low signal-to-noise ratios (SNR),
errors related to additive noise can be dominating, which can have a devas-
tating effect on the resulting phase estimates (the noise causes a significant
number of symbol errors). Therefore, methods for estimating phase noise
based on payload also often include error-correcting codes, resulting in even
greater complexity and more significant delay. See also Section 4.1.

In order to significantly reduce complexity of the phase noise estimation,
the uncertainties of the payload can be omitted by considering pilot-based
phase noise estimation. Since pilot signaling inherently is an overhead to the
communication signal, the performance of pilot-based estimator is important,
i.e., to achieve the best possible performance for a relatively small overhead.
Thus, achieving near-optimal pilot-based phase noise estimation with low (or
reasonable) complexity is highly desirable. It should also be noted that a
well-performing pilot-based estimation can be of interest even for estimators
based on payload. In this thesis, several pilot-based phase estimators are
presented and analyzed for different types of wireless communication systems,
see Sections 4.3, 4.4 and 4.5.
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1.2 Thesis outline
Part I:
The research topics of this thesis are introduced and motivated in Chap-
ter 1. A wireless communication system affected by phase noise is
described in Chapter 2. Wireless multi-antenna communication is de-
scribed in Chapter 3. Several aspects related to the research are pre-
sented and summarized in Chapter 4. Chapter 5 contains a summary
of the included papers with corresponding author contributions, and
concluding remarks and future work are presented in Chapter 6.

Part II:
Contains all included papers, Paper A, Paper B and Paper C.

1.3 Notation
Scalar variables are denoted with lowercase letters, e.g., the scalar complex
rotation eiϕ. Vectors are denoted with bold lowercase letters, e.g., the signal
vector x. If necessary, the length of a vector is explicitly stated in the text.
Matrices are denoted with bold uppercase letters, e.g., the discrete Fourier
transform matrix F . If necessary, the size of a matrix is explicitly stated in
the text.

Vectors and matrices are either random or deterministic, and no special
notation is used for either type. Instead, the text related to each equation
clearly defines whether a variable is deterministic or random.

The time index of time varying scalars, vectors and matrices is denoted by
subscript, e.g., the symbol vector at time index n sn. Time index is also,
when necessary, denoted with parenthesis, e.g., the scalar signal at time index
n sRF(n).
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CHAPTER 2

A short description of a wireless communication system

A wireless communication system is designed to transmit data bits between
a transmitter and a receiver over a wireless channel. Data typically consists
of independent bits with equal probability, originating from sources such as
voice, streamed video, or any other form of digital communication service1.

The model in Figure 2.1 represents a complex baseband system. In a com-
plex baseband representation, an RF passband signal is modeled using com-
plex numbers, omitting the carrier frequency. Complex baseband is closely
related to its real passband counterpart2 [11, Chapter 7]. The wireless com-
munication model is time-discrete and includes a transmitter, a channel, and
a receiver. This simplified modeling approach, [9, Section 10.2], includes parts
relevant to the research presented in this thesis. In this case, the model con-
tains the phase noise of the transmitter and receiver, modeling the phase
noise distortion related to the transmitter up-conversion to RF and receiver
down-conversion from RF. The distortion related to hardware imperfections in

1Notation in this short introduction follows [9].
2Using a time-discrete representation, the physical, existing passband signal, sPB(n),

is related to the complex-valued baseband signal, sBB(n), according to sPB(n) =
R{sBB(n)ei2πfcn}.
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Figure 2.1: A SISO wireless communication model with phase noise.

power amplifiers, analog filters, and other analog components is omitted. Sim-
plified time-discrete baseband modeling of systems for analyzing phase noise
distortion, while leaving out distortion from other components, is common in
the literature; see, for example, [12], [13], [14], and [15].

A single-input single-output (SISO) wireless communication system, illus-
trated in Figure 2.1, models a single stream of information transmitted over a
wireless channel with one transmitter antenna and one receiver antenna. The
SISO system consists of a modulator, transmitter phase noise, a noisy chan-
nel, receiver phase noise, and a demodulator. The modulator is described
in Section 2.1, and the demodulator in Section 2.4. The wireless channel is
detailed in Section 2.2, and phase noise modeling is covered in Section 2.3.

2.1 Modulator
As described in [9, Section 19], the modulator transforms digital information
into symbols, which are mapped to analog waveforms. In the simplified time-
discrete modeling, Figure 2.1, the output of the modulator corresponds to
complex numbers representing the modulated signal.

This thesis includes two modulation schemes: single carrier (SC) modula-
tion [9, Section 11.3.5] and orthogonal frequency-division multiplexing (OFDM)
[9, Section 19].

2.2 Channel
The channel models used in this research exhibit slow variations (block fading)
and are represented as finite impulse response (FIR) filters [9, Section 7.3.1],
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as described by
sCh(n) = (h ∗ sRF) (n), (2.1)

where the channel impulse response, h, is convolved with the transmitted sig-
nal sRF(n). From a channel perspective, two types of wireless communication
systems are considered in this thesis. One type of system corresponds to fixed
radio with high-gain (parabolic) antennas mounted on tall masts, which is
commonly used in wireless backhaul systems. The other system corresponds
to mobile access, i.e., user equipment (UE) communicating with a base station
(BS). The fixed radio channel is, due to the high-gain antennas, dominated by
a line-of-sight (LOS) component which varies slowly. Hence, the LOS system
has a channel with low delay spread, suffering mostly from flat fading, and
is, therefore, modeled as a single-tap complex gain. Conversely, the mobile
access system reflects diverse urban radio conditions and is modeled as an FIR
filter with normal distributed taps, which remain constant over a given time
period, i.e., a block Rayleigh fading channel. The power delay profile (PDP)
of the Rayleigh fading channel is assumed to have exponential decay, i.e., the
filter taps of the corresponding channel have a square average amplitude that
decays exponentially, as shown in [9, Section 7.3.2 Eq. (7.4)].

The channel also contributes with additive white Gaussian noise (AWGN),
which in the case of baseband modeling corresponds to independent and iden-
tically distributed (IID) complex rotation invariant Gaussian variables which
are added to the received RF signal after channel filtering, according to

sNoise(n) = sCh(n) +w(n). (2.2)

2.3 Phase noise
As mentioned above, with complex baseband modeling, the RF is “left out”
and the RF signal is represented as complex numbers centered around zero
frequency. However, oscillators responsible for generating the carrier sinu-
soid used in signal up- and down-conversion introduce time-dependent phase
uncertainties [7], stemming from analog hardware imperfections. The time-
dependent phase uncertainty of the oscillators, usually denoted as phase noise,
is often modeled as stochastic processes. In a complex baseband representa-
tion, phase noise induces a rotational distortion on transmitted and received
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RF signals, modeled as an exponential factor eiθn , given by

sPN(n) = s(n)eiθn , (2.3)

where the phase noise is represented by θn. Phase noise is further discussed
in Section 4.2.

2.4 Demodulator
The demodulator obtains soft decision data from the received noisy and phase
noise distorted complex-valued baseband signal, [9, Section 12], or, in other
words, “estimates” the transmitted symbols. Additionally, the demodulator
compensates for phase noise distortion by estimating or tracking phase noise
processes. Estimation of phase noise can be performed jointly or separately
with the estimation of the transmitted symbols. The soft decision data are
either converted into hard decisions or fed into a channel decoder, provided
that channel coding has been applied to the transmitted data [9, Section 14].
Different phase noise estimators, both joint and separate, are presented and
discussed in Sections 4.3, 4.4, and 4.5.
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CHAPTER 3

Wireless multi-antenna communication

This chapter provides an overview of multi-antenna communication in the
form of multiple-input multiple-output (MIMO) wireless communication. As
noted in [9, Section 20], multi-antenna communication equipment offers sev-
eral advantages, such as increased area coverage, spatial diversity, and in-
creased capacity. The MIMO systems discussed here are primarily aimed at
improving capacity.

MIMO wireless communication is described in Section 3.1. Section 3.1.1
contains an introduction to a special case of MIMO, denoted line-of-sight
MIMO (LOS-MIMO), which is part of the research in this thesis (Paper C).

3.1 MIMO wireless communication
A MIMO system with phase noise, as shown in Figure 3.1, models a single
stream of information that is multiplexed into several streams. These mul-
tiplexed streams are transmitted over a wireless channel using several trans-
mitter and receiver antennas affected by phase noise. A MIMO system, such
as the one in Figure 3.1, enables spatial multiplexing of multiple data streams
in parallel over the wireless channel, [9, Section 20.2].
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Figure 3.1: A MIMO model with phase noise.

The MIMO system in Figure 3.1 consists of a modulator that generates a
number of parallel modulated streams, a precoder (described below), a number
of transmitters affected by phase noise, a noisy multidimensional channel, a
number of receivers affected by phase noise, and a demodulator (combiner)
that takes a number of parallel streams as input. The different parts are
described in Chapter 2.

The multiplexed streams transmitted from each antenna in a MIMO system
are linearly combined (mixed) with the streams from the other antennas in
the radio channel. The mixing of a memoryless channel with Nt transmitter
antennas and Nr receiver antennas can be described by a channel matrix, [9,
Section 20.2.3],

HMIMO =

⎛
⎜
⎜
⎜
⎜
⎝

h11 h12 ⋯ h1Nt

h21 h22 ⋯ h2Nt

⋮ ⋮ ⋱ ⋮

hNr1 hNr2 ⋯ hNrNt

⎞
⎟
⎟
⎟
⎟
⎠

, (3.1)

where each element of the channel matrix corresponds to the complex scaling,
or channel gain, from one transmitter antenna to one receiver antenna. If the
channel corresponds to linearly independent combinations of the Nt (Nr ≥ Nt)
transmitted signals, they can be recovered through appropriate processing. As
shown in [9, Section 20.2.5], for a system that has full knowledge of the channel
state information (CSI) at both the transmitter and receiver, transmitter and
receiver processing in the form of a transmitter precoder and a receiver com-
biner is often used to diagonalize the channel matrix. The resulting processed
channel corresponds to multiple parallel streams (an equivalent diagonal chan-
nel). The precoder and combiner can, for example, be derived from the sin-
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D

d

Figure 3.2: A 2 × 2 LOS-MIMO system.

gular value decomposition (SVD) of the channel matrix, HMIMO = UΣV H,
where the precoder is V and the combiner is UH.

An important special case of MIMO is multi-user MIMO (MU-MIMO),
[9, Section 20.3]. In MU-MIMO, a cellular BS typically communicates with
several UEs simultaneously, where the UEs generally do not cooperate, and all
processing is performed at the BS. A variant of MU-MIMO is massive MIMO,
in which the number of antennas at the BS increases by several orders of
magnitude, [16]. Due to the massive number of BS antennas, massive MIMO
has the potential to offer improved capacity while simultaneously reducing, for
example, transmit power per antenna and decreasing hardware requirements
for each antenna branch. Massive MIMO relies on the law of large numbers,
which averages out noise, fading, and hardware imperfections.

3.1.1 The LOS-MIMO channel

A special case of MIMO, relevant to this thesis, is LOS-MIMO which is based
on geometrical properties of the installed system, such as antenna positions

13



and the distance between transmitting and receiving antennas1, as shown in
Figure 3.2. The properties of the LOS-MIMO channel are discussed in this
section. For a more detailed description, see Paper C.

In LOS, an orthogonal MIMO channel is achieved by mounting the antennas
at the near-end and far-end in specific geometric configurations, i.e., specific
distances between the antennas, which depend on the carrier frequency and
the hop length. The elements of a LOS-MIMO channel matrix, HLOS, stem
from the geometry of the LOS channels between the different antennas. As
part of this thesis, uniform linear arrays2 (ULAs) with a large distance, D,
between transmitters and receivers compared to antenna separation, d, are
considered, [17], where the carrier frequency is much higher than the band-
width of the communication signal3. Different optimal antenna architectures
for LOS-MIMO have been presented in the literature. ULAs are, for example,
presented in [17], and a 3D approach is covered in [18].

Consider, for example, a 2 × 2 LOS-MIMO system (2 transmitters and 2
receivers), as shown in Figure 3.2. The channel matrix can be formulated as

HLOS ∝
⎛
⎜
⎝

e
i2π

√

D2
λ e

i2π
√

D2+d2
λ

e
i2π

√

D2+d2
λ e

i2π
√

D2
λ

⎞
⎟
⎠
≈

⎛
⎜
⎜
⎝

e
i2πD

λ e
i2π(D+ d2

2D
)

λ

e
i2π(D+ d2

2D
)

λ e
i2πD

λ

⎞
⎟
⎟
⎠

, (3.2)

where λ is the carrier wavelength. Each element in HLOS represents a phase
rotation based on the signal path distance between a transmitting and a re-
ceiving antenna. Optimal performance requires that the columns in HLOS are
orthogonal, which leads to the following optimal antenna separation, [17],

dopt =

√
λD

2
. (3.3)

Since D is large compared to the total antenna size (distance between the
outermost antennas), dtot = (N − 1)d, the channel is dominated by LOS and
the attenuation for all paths between any transmitter and receiver is approx-
imately equal. Hence, the magnitudes of all elements in the channel matrix
are modeled as being equal.

1Usually high gain antennas, such as parabolic antennas.
2Two-dimensional arrays are also feasible and the theory is similar.
3The LOS-MIMO channel matrix is often formulated using a continuous wave signal propa-

gating between each transmitter and receiver. With sufficiently narrowband communica-
tion compared to the carrier frequency, the LOS-MIMO channel matrix is approximately
valid over the complete bandwidth of the communication signal.
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For installations with a low carrier frequency (large λ) and a long hop
length (large D), the optimal antenna distance can become large. From (3.2),
it is evident that a full-rank matrix can be achieved when d < dopt. An
installation with d below optimal is often referred to as suboptimal LOS-
MIMO. However, as d approaches zero, the channel matrix reduces to rank 1,
effectively becoming equivalent to a SISO channel.
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CHAPTER 4

Pilot-based estimation of phase noise

Several aspects of pilot-based estimation of phase noise in wireless communi-
cation systems are presented in this chapter. The motivation for pilot-based
phase noise estimation is discussed in Section 4.1. Two important phase noise
models are introduced in Section 4.2. Finally, three pilot-based methods for
phase noise estimation in wireless communication systems are explored in Sec-
tions 4.3, 4.4, and 4.5. These sections also demonstrate the effects of phase
noise in different scenarios, including SISO SC, SISO OFDM, and LOS-MIMO.

4.1 Phase noise estimation based on payload or
pilots

Phase noise estimation for a received wireless communication signal can be
performed using pilots and/or the unknown payload, as mentioned in Section
1.1. This section provides a detailed motivation for pilot-based phase noise
estimation by comparing methods based on pilots and payload.

As discussed in Section 1.1, the structure of the unknown payload, i.e., the
modulation type, is normally known by the wireless communication equip-
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ment. However, the actual content, i.e., the specific payload symbol being
transmitted, is unknown. As a consequence, a phase estimator utilizing pay-
load must treat the fact that the receiver observes noisy and distorted un-
known transmitted symbols. Handling the uncertainties associated with the
received payload is challenging, often leading to complex processing.

The transmission of known pilots is often used to estimate various unknown
channel parameters [10]. However, known pilots introduce overhead because
they are interleaved with (or added to) the payload. Since the pilots are known
to the receiver and do not contribute to uncertainties, phase noise estimation
based on pilots becomes less complex. Additionally, phase noise estimation
based on the payload often relies on these pilots.

Estimation of the phase noise of the received signal can, depending on the
type of modulated signal, be made in the frequency-domain or time-domain,
using known pilots and/or the unknown payload. Phase noise is inherently
a time-domain problem. The difference between the two types of modulated
signals, SC and OFDM, primarily lies in how the Fourier transform is involved
in modulation and demodulation. Since the processing differs, the two cases
are treated separately below.

From a time-domain perspective, a powerful iterative phase noise estima-
tion approach is presented in [12]. The proposed iterative algorithm suppresses
the effects of symbol decision errors, but complexity and/or delay may become
considerable because it relies on iterations over a channel decoder. Another
powerful algorithm with trellis-based phase estimation is proposed in [19]. As
with [12], the trellis-based approach suppresses the effects of symbol decision
errors by iterating over a channel decoder, but the complexity and/or delay
may become considerable. MIMO phase estimation is studied in [20], where
an iterative expectation maximization (EM) algorithm that can incorporate
channel decoding is proposed. Although several simplifications are introduced
to balance complexity and performance, complexity and/or delay may still be-
come considerable. MIMO phase estimation is also studied in [21], where a
soft-input estimator is proposed. However, finding the maximum of the poste-
rior probability density function (PDF) leads to an extensive search problem
due to the unknown payload, and the resulting complexity and/or delay may
become considerable, even if an error-correcting code is not involved.

From a frequency-domain perspective, the phase estimation of phase noise
of an OFDM signal is analyzed in [22], where the estimation is performed using
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decisions after an error-correcting code. Similar approaches can also be found
in [23] and [24]. An iterative (using an error-correcting code) phase noise
and channel estimation utilizing the geometrical properties of phase noise is
presented in [14]. As with the time-domain perspective discussed above, the
iterative approaches for OFDM may lead to significant complexity and/or
delay.

Due to the complexity and delay problems related to payload uncertainties,
phase estimation involving payload often becomes unfeasible. Instead, pilot-
based estimation becomes an important alternative and, in many cases, the
only practical option. However, as noted in Papers B and C, achieving close-
to-optimal performance with pilot-based phase estimators can be surprisingly
difficult.

4.2 Phase noise models
In model-based phase noise estimation, accurate phase noise modeling is cru-
cial for achieving well-performing estimators, as demonstrated in [25] and [8].
Numerous models effectively capture the key aspects of phase noise effects.
Both oscillator and phase noise modeling have been well studied, see, for ex-
ample, [26] and [8, Section 3].

The bandwidth of phase noise is typically assumed to be much lower than
that of the communication signal. It is commonly modeled as a time-discrete
process with finite bandwidth, a widely accepted assumption in the literature
(e.g., [12]–[15]).

This section introduces two different phase noise models used in the research
covered by this thesis: the Wiener process, which models a free-running os-
cillator, and the first-order autoregressive process (AR(1)), which models a
phase-locked loop (PLL).

4.2.1 The Wiener process

A widely used model for a free-running oscillator is the Wiener process, which
effectively captures key properties of phase noise, specifically as a Gaussian
random process with a variance that increases linearly over time [26]. The
time-continuous Wiener phase noise process, as described in [27, Page 316],
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evolves as

θ(t) = u0 + ∫
t

0
u(τ)dτ, (4.1)

where u0 is a uniform [0 2π] variable. The process u(t) is white and zero
mean Gaussian with autocorrelation

E[u(τ)u(τ + t)] = σ2δ(t), (4.2)

where δ(t) is the Dirac delta function. While phase noise is inherently con-
tinuous, it is often modeled as a time-discrete process. The modeling of the
time-continuous Wiener process as a time-discrete process is analyzed in [28],
and the time-discrete Wiener phase noise process is described by

θWiener
n+1 = θWiener

n + un+1, (4.3)

where the innovation un is real, white and normal distributed, N(0, σ2
u), and

u0 is uniform [0 2π]. The level of phase noise of a Wiener process is described
by a single parameter, the variance of the innovation, σ2

u.
As noted in [28], if the phase noise is not constant over the time span of the

transmitted signal waveforms (e.g., a root-raised-cosine impulse), there will
be inter-symbol interference (ISI) when using a matched filter in the receiver
which does not consider phase noise1. In fact, the phase noise is not constant
over the transmitted signal waveforms. However, if the phase variation is
small enough, the resulting ISI distortion will be insignificant. According to
[28], the time-discrete model is valid up to σ2

u ≲ 0.01, which corresponds to
strong phase noise.

4.2.2 The AR(1) process
A common approach when designing oscillators is to use a PLL that is locked
to a reference oscillator. A typical reference source is a crystal oscillator, which
generally exhibits low phase noise2. As the Wiener process is non-stationary,
it is not suitable for modeling PLLs, and some modifications are necessary

1Commonly, the receiver filtering in wireless communication systems does not consider
phase noise.

2Crystal oscillators generally have a limited or fixed frequency tuning range and a high
Q-factor, resulting in low phase noise that is often dominated by a white noise floor [7].
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to achieve a relevant stationary process3. As shown in, for example, [29],
the phase noise of a PLL has limited variance and is wide-sense stationary
(WSS), see [11, Note 25.4.3]. The phase noise power spectral density (PSD)
of a properly tuned PLL is shown, for example, in [29, Figure 1b)].

z-1

z-1

k

zn

xn

fn

VCO

Reference

Phase

detector

-

e

qn
PLL

Figure 4.1: A time-discrete PLL model with a Wiener process VCO.

Since PLLs operate as feedback control systems [30], a feedback control
approach is adopted to formulate a simple yet effective time-discrete PLL
model. A first-order, time-discrete PLL model, using a Wiener process to
model a voltage-controlled oscillator (VCO), is shown in Figure 4.1. There
are two sources of independent zero mean white and normal distributed noise,
namely reference noise (from the phase detector and reference oscillator), ξn,
with variance σ2

ξ , and VCO innovation noise, ζn, with variance σ2
ζ . Addition-

ally, there is a deterministic uniform [0 2π] phase uncertainty, ε, in the PLL
to model an actual analog design.

The two transfer functions for the reference to output, ξn to θPLL
n , and the

VCO to output, ζn to θPLL
n , are

HRef(z) =
k

1−z−1

1 + kz−1

1−z−1

=
k

1 − (1 − k)z−1 , (4.4)

and

HVCO(z) =
1

1−z−1

1 + kz−1

1−z−1

=
1

1 − (1 − k)z−1 , (4.5)

3As the PLL is locked to a reference which is not free of phase noise, it is not, strictly
speaking, stationary. However, the phase noise of the reference crystal oscillator in the
PLL is often insignificant compared to the phase noise of the VCO used in the PLL,
and stationary is therefore a valid approximation.
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where the loop gain k is 0 ≤ k ≤ 1. The optimal k, which depends on the
variance of the reference and VCO innovation, is discussed further below.
Using k = 0 results in a free-running oscillator modeled as a Wiener process
(no PLL control), and using k = 1 results in white phase noise characterized
by the reference noise and the innovation of the VCO. With 0 < k ≤ 1, the
PLL is stationary with mean ε. The corresponding PSD of the resulting phase
noise is

Pθ(f) =
2
fs
(σ2

ξ ∣HRef(e
i2πf/fs)∣

2
+ σ2

ζ ∣HVCO(e
i2πf/fs)∣

2)

=
2
fs

k2σ2
ξ + σ2

ζ

∣1 − (1 − k)e−i2πf/fs ∣
2 , (4.6)

where fs is the sample rate.
Looking at (4.4), (4.5), and (4.6), it is evident that the PLL can be modeled

as an AR(1) process [31, App. 1.2.4] with mean ε. The resulting phase noise
model becomes

θPLL
n = ϕn + ε, (4.7)

where ϕn is an AR(1) process formulated as

ϕn+1 = aϕn + un+1. (4.8)

The forgetting factor, or AR(1) coefficient, is a = 1−k, and the innovation, un,
is N(0, σ2

u), where σ2
u = σ2

ζ + k2σ2
ξ . It should be noted that the AR(1) process

PLL model has been proposed in many papers, such as [30] and [32]. Since
the symbol rates (bandwidth of the wireless communication signal) within the
research covered by this thesis are moderate, and the noise floor of oscillators
is typically small4, the PLL model noise floor is omitted.

4The noise floor integrated over the bandwidth of the communication signal is small.
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By reformulating the AR(1) model, (4.8), into a single sum

ϕn = a (a (a(⋯) + un−2)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ϕn−2

+un−1)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ϕn−1

+un

=
n−1
∑
k=0

an−kuk + un

=
n

∑
k=0

an−kuk

=
n

∑
l=0

alun−l, (4.9)

the total variance of the PLL, for a < 1, asymptotically becomes

σ2
ϕ = E [ϕ

2
n]

= E [(
n

∑
l=0

alun−l)(
n

∑
l=0

alun−l)]

= σ2
u

n

∑
l=0

a2l

→
σ2

u

1 − a2 , n→∞, (4.10)

since the innovations are independent. To conclude, the optimal k for the
PLL in Figure 4.1 can be found by minimizing

σ2
ϕ =

σ2
ζ + k2σ2

ξ

1 − (1 − k)2
. (4.11)

A PLL model according to (4.7) can, for example, be characterized by
the 3 dB bandwidth, f3dB, and innovation variance, σ2

u. The factor a can
be calculated from f3dB for a given sample rate, fs, using the PSD, (4.6).
Consequently, the factor a is one of the solutions to the second order equation

1
∣1 − ae−i2πf3dB/fs ∣2

=
0.5
∣1 − a∣2

, (4.12)

where the root of interest satisfies 0 ≤ a < 1.
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(a) In-band CW pilot (b) Out-of-band CW pilot

Figure 4.2: Power spectrums of communication signals with CW pilots within and
outside the bandwidth of the signal.

Comparing Figures 4.3 (a) and (b) in Section 4.3 below, phase noise dis-
tortion is more pronounced in the Wiener model than in the AR(1) model,
because the Wiener model is non-stationary. However, the AR(1) coefficient
a approaches one even for relatively high PLL bandwidths f3dB. For instance,
setting f3dB = fs/1000 in (4.12) results in a ≈ 0.994. When a is close to one, an
estimator may assume a = 1 without significantly penalizing estimation perfor-
mance (see Paper C). Although oscillators in wireless communication systems
are typically implemented as PLLs, the Wiener process model is often used
as a practical approximation for formulating phase estimators.

4.3 Phase noise estimation using continuous-wave
pilots

This section presents research on phase noise estimation using continuous-
wave pilots (CW pilots). Additionally, Section 4.3.1 shows the effect of phase
noise distortion in a SC system.

According to Paper A, the observed received, phase noise distorted, signal
can be formulated as

y′n =
√

1 − β2xnei(θ(Tx)
n +θ(Rx)

n )

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
communication signal

+βσxei(fCW n+θ(Tx)
n +θ(Rx)

n )

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
CW pilot

+u′neiθ(Rx)
n

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
AWGN

=
√

1 − β2xneiθn + βσxei(θn+fCWn)
+ un. (4.13)
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The transmitted power, σ2
x, is shared between a CW pilot at a known fre-

quency, fCW, and the communication signal, xn, using the parameter β. The
CW pilot can either reside within the bandwidth, in-band, or outside the
bandwidth of the communication signal, out-of-band, as is illustrated in Fig-
ure 4.2. The communication signal is unknown, rotation-invariant, complex,
and normal distributed, i.e., xn ∼ CN(0, σ2

x), and is white over its Nyquist
bandwidth. The up-conversion contributes with a transmitter phase noise
θ

(Tx)
n , and the down-conversion contributes with a receiver phase noise θ

(Rx)
n .

These two phase noise contributions are independent of each other and are
modeled as Wiener phase noise (see Section 4.2.1). The two phase noises are
summed into one total phase noise contribution θn = θ

(Tx)
n +θ

(Rx)
n . The receiver

also contributes with a rotation-invariant complex AWGN, u′n.
By applying an ideal low-pass filter, h, that suppresses any noise and com-

munication signal contributions outside the relevant bandwidth of the CW
pilot, and compensating for the known frequency error, the resulting signal
which can be used for estimation becomes

yn = h ∗
1

σxβ
y′ne−ifCWn

= eiθn + h ∗
1

σxβ
(
√

1 − β2xnei(θn−fCWn)
+ une−ifCWn

)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Gaussian noise, wn

∆
= eiθn +wn. (4.14)

The filtered noise, wn, is Gaussian and depends on the in-band and out-of-
band scenarios. The resulting estimator model in (4.14) represents a CW tone
in noise, which is affected by phase noise.

Looking at (4.13) and (4.14), there are two problems, estimating the phase
noise and determining an optimal signal to pilot power ratio (SPR), such as
the optimal β that maximizes SNDR. One approach is to use a filter with an
optimal bandwidth for estimating the phase noise to maximize SNDR, i.e.,
filtering the phasor in (4.14), as proposed in [33]. Additionally, since (4.14)
can be interpreted as a SC system with time-interleaved pilots, a Wiener-
type of filter can be formulated to estimate the phase noise, as shown in [13].
A more comprehensive approach involves estimating the phase noise using a
filter with an optimal bandwidth, while simultaneously finding the optimal
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(a) Wiener phase noise (b) AR(1) phase noise

Figure 4.3: SISO 64-QAM SC signals affected by different phase noises, with an
SNR of 50 dB, a phase noise innovation variance of 10−5, and an AR(1)
coefficient of a = 0.999.

SPR5, as discussed in [34], [35], and [36].
Earlier papers related to using a CW pilot for estimating phase noise of a

communication signal have focused on the practical and empirical aspects of
phase estimation. Instead, Paper A provides a comprehensive foundation for
the theory and practice of optimal phase estimation using CW pilot tones.
The derivation of the proposed improved estimator in Paper A is concise and
straightforward. It achieves near-optimal performance across a wide range of
phase noise levels and SNR values, and it can easily be adapted for different
phase noise models by modifying the phase noise covariance matrix. Notably,
the resulting estimator can be implemented using analog processing, allowing
for phase estimation close to the antenna. Although the maximum likelihood
(ML) derivation follows a classical estimation theory approach, the estimator
is, in fact, the minimum mean square error (MMSE) estimator, since the
prior is uniform over [0 2π]. In addition, the optimal SPR that maximizes
the SNDR is presented for the in-band and out-of-band cases.

5Maximizing SNDR, for example, as a function of estimation filter bandwidth and SPR,
typically reduces to an extensive search problem.
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4.3.1 SC affected by phase noise
An observed SC signal can, from (4.13) with β = 0, be formulated as

yn = xneiθn + un, (4.15)

where xn consists of 64-QAM symbols in this example. The effects of the two
different phase noises, Wiener and AR(1), are illustrated in Figure 4.3 (a) and
(b) for a SISO 64-QAM SC simulation. The SNR is 50 dB, the phase noise
innovation variance is 10−5, and the AR(1) coefficient a is 0.999. Even though
the realization of the innovation noise is the same for both phase noises in
this example, the phase error is larger for the Wiener phase noise compared
to that of AR(1), and the difference increases as the simulation batch length
grows. This is expected, as Wiener phase noise is non-stationary, while AR(1)
is stationary with a mean of ε.

4.4 Phase noise estimation in OFDM systems
This section presents research related to pilot-based estimation of phase noise
for OFDM systems. Furthermore, the phase noise distortion of an OFDM
signal is shown in Section 4.4.1.

Paper B examines a system in which known pilots are embedded as des-
ignated subcarriers within an OFDM signal, transmitted over a frequency-
selective channel affected by phase noise. According to Paper B, the received
signal can be formulated as

y = F

time
domain
­

eiΘRx F -1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
cyclic shifted

DFT of phasor

HF

time
domain
­

eiΘTx F -1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
cyclic shifted

DFT of phasor

x + e +w, (4.16)

where the AWGN, w, is CN(0, σ2
wI). The vector x contains independent

QAM payload data symbols and a sparse number of known constant-amplitude
pilots at known positions (subcarriers). The matrix F is the discrete Fourier
transform (DFT). A cyclic prefix (CP) is added to the transmitted time-
domain version of the signal, [9, Section 19.4.1], and the resulting cyclic chan-
nel filtering can be modeled as a diagonal channel matrix, H = diag{Fh},
where diag{a} is a diagonal matrix containing the vector a. The vector e is a
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Figure 4.4: An illustration of a received phase noise-distorted OFDM signal, where
the DFT of the phase noise phasor circularly convolves with the
frequency-domain representation of the OFDM symbol. The known
pilot subcarriers are marked in yellow, the unknown payload in green,
and the resulting phase noise distortion floor in red.

(small) term that corresponds to the modeling error related to the transmitter
phase noise not being cyclic over the OFDM symbol. The phase noise matrix,
Θ, is diagonal and contains the phase noise process vector variable, and eiΘ

is defined as a diagonal element-wise exponential resulting in an appropri-
ate phasor matrix. The transmitter and receiver phase noise are modeled as
Wiener phase noise (see 4.2.1).

The symbols are mapped on the subcarriers of the OFDM symbol (frequency-
domain) and the phase noise rotates (multiplies) the time-domain representa-
tion of the OFDM symbol. This means that the Fourier transform of the phase
noise convolves (filters) the frequency-domain representation of the OFDM
symbol, [11, Section 6.2], as highlighted in (4.16). The phase noise distortion
is visualized in Figure 4.4 for a memoryless unity-gain channel. The goal is
to estimate the phase noise using the known pilots, without relying on hard
or soft decisions. However, using only known pilots (marked in yellow in
Figure 4.4) with an unknown payload (marked in green) makes estimation
challenging, as the payload is essentially strong noise for the estimator. The
phase noise distortion floor (marked in red) is the convolution of the OFDM
symbol containing IID payload (or pilots) and the DFT of the phase noise
phasor. Even though the phase noise floor is present at all subcarriers, it is
only possible to observe the distortion at pilot positions. However, the con-
volution from the unknown strong payload surrounding the pilots dominates
the observation.

There are different possibilities to approach the problem of pilot-based es-
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timation of phase noise in a wireless OFDM communication signal. To partly
avoid the issue of the convolution becoming dominated by the payload, pi-
lots can be allocated next to each other (i.e., frequency-consecutive) in the
OFDM symbol. By using frequency-consecutive pilots, an MMSE estimate
can be formulated, minimizing the phase error over a larger bandwidth, [37]
and [38]. However, consecutive pilots can be disadvantageous if, for example,
a selective channel severely attenuates the frequency range covered by the
consecutive pilots. To allow for distributed pilots, the sum of the squared
errors of the pilots can be minimized with respect to the phase noise (instead
of, for example, minimizing the error of the phase noise statistically as the
MMSE), i.e., to minimize (ypilot − xpilot)

H(ypilot − xpilot) with respect to the
phase noise, where xpilot and ypilot corresponds to the pilot subcarriers of the
transmitted and received OFDM symbol. The resulting estimator is usually of
least squares (LS) type without incorporating phase noise statistics, [15] and
[39]. Geometry-preserving estimation means, according to [39], that the esti-
mated phase noise phasor, êiΘ, must fulfill the requirement that the columns
of the matrix F eiΘF -1 are orthogonal. Using a geometry-preserving phase
noise model combined with a constrained version of LS results in close to op-
timal performance, [39]. However, due to the constrained LS, the complexity
becomes significant.

As shown in Paper B, it is possible to formulate an MMSE estimate of phase
noise, which is close to optimal over a large dynamic range of phase noise levels
and SNR, without any constraints on how pilots are allocated across subcarri-
ers. The method proposed in Paper B also has significantly lower complexity
compared to other optimal solutions in the literature. An increasing pilot-rate
decreases the distortion related to the phase noise. However, a higher pilot-
rate also reduces the payload rate since the overhead increases. Regarding
the balance between distortion and pilot overhead, the pilot-rate maximizing
the payload rate is presented. Additionally, it is shown that phase noise can
be approximated using principal component analysis (PCA) [40], where the
number of estimated parameters can be significantly reduced with only a mi-
nor impact on the accuracy of the estimated phase noise. Furthermore, it is
demonstrated that a system with both transmitter and receiver phase noise
can be approximated as having receiver-only phase noise if certain conditions
are met6.

6A channel that is not “too selective” and phase noise that is not too dominant.
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(a) Wiener phase noise (b) AR(1) phase noise

Figure 4.5: SISO 64-QAM OFDM signals affected by different phase noises, with
an SNR of 50 dB, a phase noise innovation variance of 10−5, and an
AR(1) coefficient of a = 0.999.

4.4.1 OFDM affected by phase noise
By factoring out the average phase in the form of phasors of the transmitter
and receiver phase noise, eiθ̄Tx

and eiθ̄Rx
, from (4.16), the observed signal

vector can be formulated as

y = F eiθ̄Rx
e−iθ̄Rx

eiΘRxF -1Heiθ̄Tx
e−iθ̄Tx

F eiΘTxF -1x + e +w

= ei(θ̄Tx
+θ̄Rx

)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
CPE

F e−iθ̄Rx
eiΘRxF -1

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ICI Rx

HF e−iθ̄Tx
eiΘTxF -1

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ICI Tx

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
nondiagonal matrix

x + e +w, (4.17)

where the matrices F e−iθ̄Rx
eiΘRxF -1 and F e−iθ̄Tx

eiΘTxF -1 are nondiagonal.
Hence, even though H is diagonal, the resulting transmission of x is based on
a nondiagonal matrix. In (4.17), the phase noise distortion is separated into a
common phase error (CPE) for all subcarriers of an OFDM symbol (the DC
part of the Fourier transform of the phase noise phasor) and an inter-carrier
interference (ICI) between the different subcarriers of the OFDM symbol (the
non-DC parts of the Fourier transform of the phase noise phasor).

The phase noise distortion of a SISO 64-QAM OFDM signal with 1024
subcarriers is shown in Figure 4.5 for Wiener and AR(1) phase noise (several
OFDM symbols). The SNR is 50 dB, the phase noise innovation variance
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is 10−5, and the AR(1) coefficient a is 0.999. The effect of the CPE can be
understood by comparing the average phase noise rotation of the received
signal in Figure 4.3 (b) with that in Figure 4.5 (b). Here, ε is the same in
both simulations, and therefore the average rotation is identical. The effect of
ICI can also be understood by comparing Figure 4.5 (b) with Figure 4.3 (b),
where the ICI part of the phase noise appears as an additive noise affecting
both the amplitude and phase of the OFDM signal, while all phase noise, in
contrast, results in a rotation of the SC signal.

4.5 Phase noise estimation in LOS-MIMO systems
This section presents research related to pilot-based estimation of phase noise
for LOS-MIMO systems. Additionally, the phase noise distortion for a LOS-
MIMO system is shown in Section 4.5.1.

Paper C examines a system in which known pilots are periodically inter-
leaved in an N × N LOS-MIMO wireless communication signal affected by
phase noise. According to Paper C, the received signal can be formulated as

yn = eiΘ(Rx)
n HLOS eiΘ(Tx)

n Tsn +wn, (4.18)

where the channel, HLOS, is known. The transmitted information vector, sn,
of length N , contains payload in the form of independent, rotation-invariant
complex Gaussian samples, i.e., sn ∼ CN(0,Qs), where the power allocation,
Qs = E[sns

H
n ], of sn is chosen according to the channel conditions. A zero di-

agonal element of Qs corresponds to an unused stream, and the actual (used)
number of streams may be less than N . The trace of the precoded signal co-
variance, Qx = TQsT

H, represents the total transmitted power, σ2
x. Periodi-

cally, sn also contains known constant-amplitude pilots with power allocation
Qs, which are independent of the payload. Hence, the pilots are precoded
with the same precoder as the payload. The diagonal phasor matrices, eiΘ(Tx)

n

and eiΘ(Rx)
n , contain the N phase noises of the transmitter and the N phase

noises of the receiver. The phase noises for all transmitters and receivers are
independent and are modeled according to Section 4.2.2, i.e., AR(1) phase
noise. All receivers have independent Gaussian, rotation-invariant complex
AWGN contributions, i.e., wn ∼ CN(0, σ2

wI).
As illustrated in Figure 4.6, each received signal y

(k)
n contains a linear com-

bination of all transmitted precoded symbols, x
(1)
n to x

(N)
n , affected by phase
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Figure 4.6: A LOS-MIMO signal model with phase noise distortion.

noise and is formulated as

y(k)n = eiθ(Rx),k
n (hk1x(1)n eiθ(Tx),1

n +⋯ + hkN x(N)n eiθ(Tx),N
n ) +w(k)n . (4.19)

The main problem here is to estimate the payload part of x
(1)
n to x

(N)
n using

known periodic pilots, in the presence of phase noise, under the assumption
that the channel is known. The model is inherently nonlinear, both because
the phase noise phasors are a nonlinear function of the unknown phase noise,
and because the unknown payload multiplies the unknown phase noises.

Blind phase synchronization is studied in [41], where a phase offset esti-
mation algorithm based on space-time block codes (STBC) for 2 ×N MIMO
systems is presented. A special periodic pilot pattern for phase noise esti-
mation is used in [42], where a pilot is transmitted on one antenna while
all other antennas are muted. The overhead increases with the number of
transmit antennas in the MIMO system, but each received signal becomes
a function of one transmitter phase noise and one receiver phase noise, see
(4.19). Assuming that the phase noise is small, similarly to the SISO case in
[13], [42] approximates the phase noise exponentials using a first-order Taylor
expansion. From the resulting linear relationships, a Wiener filter is formu-
lated to jointly estimate all phase noises. While [42] formulated a Wiener filter
interpolation between pilots, linear interpolation is evaluated in [43]. Instead,
using extended Kalman filtering (EKF), as shown in [31, Section 13.7] and
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[44], it is possible to estimate all phase noise processes jointly using pilots
transmitted simultaneously on all transmitters. The EKF also estimates the
phase noise between the pilots according to the phase noise model. Such an
estimator corresponds to a pilot-based version of [21]. From the estimated
phase, the transmitted payload can be estimated following the approach in
[31, Eq. (15.64)].

By evaluating and reformulating (4.18), a novel linear pilot-based MMSE es-
timator is presented in Paper C. This estimator jointly estimates the payload,
sn, and the phase noises, Θ(Tx)

n and Θ(Rx)
n . In this method, pilots are trans-

mitted periodically without any requirements for grouping or “special” pilot
patterns. Since phase noise is a multiplicative distortion, performance depends
on the power allocation, Qs, of the transmitted signal. Standard water-filling
[45] may not achieve the maximum rate when the phase noise is significant.
Consequently, an alternative power allocation strategy is evaluated, offering
improved performance for channels with a high condition number at high
phase noise levels. Similarly to the pilot-based estimation of phase noise for
OFDM in Section 4.4, the optimal pilot rate that maximizes the payload rate
for LOS-MIMO is presented.
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(a) Wiener phase noise (b) AR(1) phase noise

Figure 4.7: 2 × 2 LOS-MIMO 64-QAM signals (one of the streams) affected by
different phase noises. The SNR is 50 dB, the phase noise innovation
variance is 10−5, and an AR(1) coefficient of a = 0.999.

4.5.1 LOS-MIMO affected by phase noise
Figure 4.7 illustrates the phase noise distortion in a 2×2 LOS-MIMO 64-QAM
wireless communication system with optimal antenna spacing, as described in
(3.2) and (3.3). The figure shows one of the two transmitted symbol streams
under both Wiener and AR(1) phase noise models. The SNR is 50 dB, the
phase noise innovation variance is 10−5, and the AR(1) coefficient a is 0.999.
To resolve channel cross-talk, additional processing can, as mentioned in Sec-
tion 3.1, be introduced. According to (4.18), the received signal is described
by

yn = U
He−iΘ(Rx)

0 eiΘ(Rx)
n HLOS eiΘ(Tx)

n e−iΘ(Tx)
0 V sn +U

Hwn, (4.20)

where the additional matrices, U and V , are the orthonormal left and right
singular vector matrices from the singular value decomposition of the channel,
HLOS = UΣV H. As described in Section 3.1, the pre- and post-multiplication
with V and UH for a phase noise-free scenario leads to
UHHLOSV = U

HUΣV HV =Σ, where Σ is a diagonal matrix containing the
singular values of HLOS. For a LOS-MIMO channel with an optimal antenna
configuration, the singular values are all equal. The noise vectors UHwn and
wn have the same statistical properties. Without loss of generality, the initial
phases of all phase noises, Θ(Tx)

0 and Θ(Rx)
0 , are assumed to be known here and
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are used to normalize the transmitter and receiver phase noise with e−iΘ(Tx)
0

and e−iΘ(Rx)
0 . As a result, for the AR(1) phase noise case, the average rotation

of the received and compensated signal is zero.
The phase noise distortion observed in Figure 4.7 consists of two main

effects: phase rotation and cross-talk. The cross-talk can be understood from
the fact that

yn = U
He−iΘ(Rx)

0 eiΘ(Rx)
n U

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
nondiagonal

matrix

ΣV HeiΘ(Tx)
n e−iΘ(Tx)

0 V
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

nondiagonal
matrix

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
nondiagonal

matrix

sn +wn, (4.21)

contains non-diagonal matrices, i.e., UHe−iΘ(Rx)
0 eiΘ(Rx)

n U and
V HeiΘ(Tx)

n e−iΘ(Tx)
0 V become nondiagonal due to the phase noise. As a result,

there is cross-talk between the transmitted symbol streams. Looking at (4.17)
and (4.21), the phase noise distortion of SISO OFDM and LOS-MIMO is sim-
ilar, with rotation and cross-talk (between streams or subcarriers). The main
difference lies in how the phase noise matrices are defined. These similarities
are also evident when comparing Figures 4.5 and 4.7.
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CHAPTER 5

Summary of included papers

This chapter provides a brief summary of the included papers.

5.1 Paper A
Björn Gävert, Thomas Eriksson
Estimation of Phase Noise Based on In-Band and Out-of-Band Fre-
quency Domain Pilots
IEEE Transactions on Communications,
Volume: 70, Issue: 7, July 2022
© 2022 IEEE. Reprinted, with permission, from [46].

A communication model incorporating a pilot tone for phase estimation
is proposed, where the pilot tone can be placed either within or outside the
bandwidth of the communication signal. Several estimators for phase noise
estimation using the pilot tone are evaluated. Additionally, the optimal signal-
to-pilot power ratio is determined when the transmitted power is shared be-
tween the communication signal and the pilot tone.

BG contributed to formulating the research questions, conducted the com-
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plete theoretical analysis throughout the paper, performed all the simulations,
and wrote the paper.

5.2 Paper B
Björn Gävert, Mikael Coldrey, Thomas Eriksson
Phase noise estimation in OFDM systems
Published in IEEE Transactions on Communications,
Early Access
© 2024 IEEE. Reprinted, with permission, from [47].

A comprehensive foundation for the theory and practice of pilot-based car-
rier phase synchronization of OFDM symbols in the presence of phase noise is
presented. The system accounts for phase noise introduced at both the trans-
mitter and receiver, along with the effects of a frequency-selective channel.
A novel, low-complexity phase noise estimation method is proposed, which
achieves near-optimal performance over a wide dynamic range of phase noise.

BG contributed to formulating the research questions, conducted the com-
plete theoretical analysis throughout the paper, performed all the simulations,
and wrote the paper.

5.3 Paper C
Björn Gävert, Mikael Coldrey, Thomas Eriksson
Analysis and Mitigation of Phase Noise in a Line-Of-Sight MIMO Sys-
tem
Submitted to IEEE Transactions on Communications.

A solid foundation for the theory and practice of pilot-based carrier phase
synchronization in line-of-sight MIMO systems affected by phase noise is pre-
sented. To maximize the data rate, a novel pilot-based MMSE estimator is
formulated, jointly estimating the received symbols and the unknown phase
noise at both the transmitter and receiver. Furthermore, it is shown that
power allocation, considering phase noise effects, plays a crucial role in maxi-
mizing the rate of phase-noise-limited systems.

BG contributed to formulating the research questions, conducted the com-
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plete theoretical analysis throughout the paper, performed all the simulations,
and wrote the paper.
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CHAPTER 6

Concluding Remarks and Future Work

The pilot-based methods proposed in Papers A to C cover a wide range of
systems. Close-to-optimal phase noise estimators are introduced, and several
aspects related to maximizing the rate of the communication signal are ex-
plored. Further research on purely pilot-based carrier phase noise estimation
is unlikely to provide significant additional performance benefits.

Further research on phase estimation based on unknown payload is of in-
terest for reducing residual phase noise distortion without increasing pilot
overhead or complexity. This includes developing innovative approaches to
avoid methods that suffer from exploding complexity due to uncertainties in
the user payload. A combination of clever approximations and new insights
could lead to low-complexity, high-performance, user-payload-based phase es-
timators that complement purely pilot-based phase estimators.

As mentioned in Chapter 1, carrier phase noise is a significant source of
distortion in both current and future radio systems. Furthermore, there is
growing interest in wideband communication, with wireless communication
equipment operating at higher carrier frequencies. As the demand for higher
data rates increases, radio systems either become more complex (e.g., MIMO)
or use wireless communication signals with larger bandwidths, often at higher
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carrier frequencies, all of which result in systems suffering from phase noise.
Systems with increased complexity include, for example, distributed massive

MIMO systems. Phase synchronization becomes a challenge when coordinat-
ing wireless transmission and reception in a distributed radio network, and it
becomes a significant issue if the data traffic to and from the distributed radio
units relies on wireless transmission. Further research in this area is needed.

It is of interest to study wideband MIMO at higher carrier frequencies,
where, for example, LOS-MIMO in the D-band (110–170 GHz) could offer a
potential solution for achieving terabits per second (Tbps) rates. Given the
high bandwidth, digital signal processing solutions with low complexity and
high performance are crucial.

Wireless communication signals with significant bandwidth primarily suffer
from white phase noise. The low-frequency colored component of the phase
noise is negligible compared to the white noise floor of the oscillators over
the wide bandwidth of the communication signal. With white phase noise,
phase noise estimation becomes ineffective, and alternative methods, such as
optimal signal shaping, must be explored to mitigate phase noise distortion.

Integration is a key factor in reducing equipment power consumption and
costs, and enabling technologies like massive MIMO with fully digital pre-
coding and combining. As integration increases, digital interfaces are moving
closer to the antennas, where digital-to-analog converters (DACs) and analog-
to-digital converters (ADCs) are used for direct RF generation and sampling.
As DACs and ADCs become more tightly integrated with the antenna, tradi-
tional phase noise from up- and down-conversion translates into timing jitter
within the converters. With the growing demand for higher carrier frequen-
cies and increased bandwidths, further research into modeling and managing
timing jitter in DACs and ADCs, particularly its impact on both carrier phase
noise and symbol jitter, is becoming increasingly important.
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