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AbstrAct
Future generations of mobile networks call for 

concurrent sensing and communication function-
alities using the same hardware and/or spectrum. 
Compared to communication, sensing services 
often suffer from limited coverage, due to high path 
loss of the reflected signal and the increased infra-
structure requirements. To provide a more uniform 
quality of service, distributed multiple input multiple 
output (D-MIMO) systems deploy and control a 
large number of distributed nodes, making distribut-
ed integrated sensing and communications (ISAC) 
possible. In this article, we investigate ISAC in D-MI-
MO through the lens of different design architec-
tures and deployments, revealing both conflicts and 
synergies. In addition, simulation and demonstration 
results highlight both opportunities and challenges 
of implementing ISAC in D-MIMO.

IntroductIon
With the success of multiple-input multiple-output 
(MIMO), it is expected that multi-antenna technol-
ogies will evolve in beyond-5G systems, either in a 
centralized or a distributed way. In the centralized 
case, the access points (APs) or user equipments 
(UEs) will be equipped with an even larger number 
of antennas. In the distributed case, also referred to 
as distributed MIMO (D-MIMO), multiple multi-an-
tenna APs with potentially different capabilities will 
cooperate to serve the UEs [1]. Unlike convention-
al MIMO, where multiple antennas are concentrat-
ed at a single location, the distributed architecture 
of D-MIMO facilitates a new level of spatial diver-
sity and cooperative communication with a degree 
of freedom that enables, for example, blockage 
avoidance and increased link margin despite per 
node output power limitations, leading to high reli-
ability and availability as well as uniform service 
over the coverage area [2, 3].

With these promising features, D-MIMO can be 
an attractive solution for so-called integrated sensing 
and communication (ISAC) where the same hard-
ware and/or frequency bands are used to perform 
these functionalities in a distributed and coopera-
tive way [4]. In general, sensing involves detecting 
physical or environmental conditions using radio fre-
quency (RF) signals, with localization being a specific 

service of sensing. In this article, we define sensing 
in a narrower sense, focusing on radar-like sensing, 
that is, detecting the presence of passive objects and 
estimating their state(s), whereas localization specifi-
cally refers to determining the position of an active 
device, such as a transmitter or receiver, in space.

Traditionally, radar sensing and communica-
tion have operated in separate frequency bands 
using dedicated hardware. However, with 5G and 
beyond, the wireless communication bands are 
merging with radar bands, such as millimeter-wave 
(mmWave) and the sub-THz bands foreseen for 
6G. This merging has fueled the research on inte-
grating communication, localization, and sens-
ing functionalities within the same system, which 
can offer several benefits. One major advantage 
of ISAC is centralized resource allocation and 
interference management for all functionalities, 
leading to cost-efficient operations. Compared to 
existing cellular networks, D-MIMO yields a diver-
sity gain thanks to multiple uncorrelated sensing 
observations with bi- or multi-static sensing, and 
the probability of finding line-of-sight (LOS) links 
is improved [5]. Also, in [6], the achievable com-
munication-sensing region is derived for the ISAC  
D-MIMO system, and the scalability with the 
number of APs is evaluated. The implementation 
of ISAC also brings benefits to D-MIMO net-
works compared to communication-focused sys-
tems. Specifically, localization and sensing (L&S) 
enhance the network’s radio environment com-
prehension, such as efficient channel estimation 
and blockage detections [3]. This knowledge sim-
plifies backhaul/fronthaul designs and reduces 
coordination overheads, as only APs with strong 
links to UEs/objects need to collaborate.

Despite a large body of research on D-MIMO 
communication and also on distributed radar, few 
studies on ISAC D-MIMO have been conduct-
ed. For instance, with proper optimization, ISAC 
beamforming can reach similar performance as 
sensing-prioritized or communication-prioritized 
systems [4]. It is also shown that one can deploy 
a cloud radio access network architecture to facil-
itate centralized ISAC processing of all APs [7]. In 
[8], a downlink D-MIMO system is studied from a 
positioning perspective. Moreover, there are inev-
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1 The terminology AP in this 
article may represent different 
levels of capability in the 
network implementation. For 
a more comprehensive termi-
nology, please refer to [1].

itable challenges for implementing ISAC D-MIMO 
systems. For example, [5] points out that phase-co-
herent centralized joint processing is desired in 
ISAC D-MIMO systems, which results in a synchro-
nization challenge. Also, the issue of finite resources 
and channel estimation error should be properly 
addressed [6]. To the best of our knowledge, limit-
ed studies are providing a comprehensive vision of 
ISAC in D-MIMO systems and an analysis of the key 
challenges and opportunities of ISAC in D-MIMO.

In this article, we investigate the potentials and 
challenges of D-MIMO networks providing ISAC 
operations, referred to as ISAC D-MIMO. As illus-
trated in Fig. 1, we assume that a set of cooper-
ative multi-antenna APs with different capabilities 
perform communication, localization, and sensing 
jointly, possibly within the same spectrum resourc-
es. We introduce the architecture requirements 
of ISAC D-MIMO networks and present the key 
open problems to be addressed in such distrib-
uted multi-functional networks. Also, simulation 
results, as well as initial testbed evaluations, are 
presented. As demonstrated, the distributed and 
cooperative characteristics of D-MIMO networks 
enable efficient joint communication, localization, 
and sensing, with reduced coordination require-
ments. We reveal that there are multiple open 
problems to be addressed before such systems 
can be implemented in practice. 

deployments And ArchItectures of  
d-mImo networks

In this section, we present the deployment and 
architecture options for D-MIMO networks. 
This also provides the basis for the architecture 
options of ISAC D-MIMO to be discussed below. 

Figure 1 illustrates ISAC functionalities in  
D-MIMO systems along the different architectural 
options and characteristics of deployment scenar-
ios. A desirable D-MIMO architecture is scalable, 

adaptive, and compatible with the current net-
work standards allowing for seamless addition/
removal of APs1 with minimal network impact. 
A further exploration into each deployment and 
architectural option follows.

First of all, D-MIMO is of interest in both indoor 
and outdoor deployments, with different use 
cases, objectives, and different kinds of connection 
options between the APs. A possible use case is 
critical communications for indoor scenarios, for 
example, in factories, warehouses, and offices, with 
support for dense machine-type communication or 
extended reality applications. In dense urban area 
scenarios, for example, in airports, stadiums, public 
squares, outdoor D-MIMO could still boost the 
capacity, where necessary, and provide coverage 
regardless of the site location and/or UE mobility.

Second, taking different deployment options 
into account, D-MIMO is expected to support the 
spectrum ranging from sub-6 GHz to high bands. 
At low bands, for example, frequency range (FR)1, 
D-MIMO can improve the spectral efficiency (SE) 
via, for example, coherent joint transmission (CJT), 
which can also improve the sensing performance 
with phase-coherent operation. At higher bands, 
for example, FR2 and beyond, D-MIMO can be 
used to improve the reliability of the access links to 
the UEs, thanks to macro-diversity against blockers 
and the large available bandwidth resulting in high 
data rates even with low SE.

Third, for both centralized and distributed 
processing, the fronthaul (between the central 
unit (CU) and APs) and the backhaul (between 
CU and network) requirements depend on the 
number of UEs, the deployment of CUs/APs, their 
processing capabilities, and the supported opera-
tion modes of the D-MIMO network. The goal is 
to reduce the required processing at the nodes 
close to the UEs, reducing their cost, complexity, 
and simplifying deployment, which in turn increas-
es the fronthaul/backhaul traffic. 

FIGURE 1. Illustration of the ISAC functionalities in D-MIMO systems with key network components as well as different architectural options and character-
istics of deployment scenarios. Acronyms: user equipment (UE), access point (AP), central unit (CU). Icons designed by Freepik.
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Fourth, the fronthaul/backhaul transport medi-
um is expected to be based on a combination of 
fiber and wireless for both communication and 
L&S. Fiber is preferred, when feasible, while wire-
less fronthaul/backhaul provides increased flexibil-
ity and short time-to-market.

Fifth, full-duplex operations may improve com-
munication performance, compared to half-duplex 
systems using, for example, dynamic time division 
duplex (TDD). With the flexibility of adjusting uplink 
(UL) and downlink (DL) durations, dynamic TDD 
provides more degrees of freedom in resource allo-
cation and enhances the interference coordination 
among distributed APs. The improved performance 
of half-duplex with dynamic TDD, however, is affect-
ed by implementation challenges such as signaling 
overhead, APs synchronization, and interference. 
From communication perspectives, dynamic TDD 
is in general not preferred for outdoor, due to addi-
tional interference. With ISAC more opportunities 
arise but proper interference cancellation schemes 
are desired. Also, full-duplex enables mono-static 
sensing, like some conventional radars. To integrate 
sensing, localization, and communication, full-duplex 
or short DL/UL switching delays could be beneficial. 
However, canceling self-interference in practice is 
challenging and often requires more than 100 dB 
isolation and stringent hardware capabilities. Proper 
deployment of antenna panels or beamforming can 
reduce self-interference, and dense D-MIMO APs 
deployment will lower the power difference of trans-
mitted/received signals.

The sixth and final architectural option relates 
to phase synchronization in D-MIMO, which 
enables the alignment of signal phases across 
multiple distributed antennas, that is, establishing 
phase coherence. This ensures that signals com-
bine constructively at the APs and UEs to achieve 
the desired array gain. Phase synchronization is 
essential for CJT and it is easier to achieve at low 
frequencies. It is likely that, at least in the early roll-
outs of D-MIMO, non-coherent transmission will 
be considered at high frequencies for both com-
munication and L&S. On the other hand, at low fre-
quencies, over-the-air calibration methods can be 
applied to enable phase-aligned reciprocity-based 
beamforming across APs.

A multI-functIonAl VIew of d-mImo
Based on the D-MIMO architectures and deploy-
ments described above, in this section, we discuss 
how communication, localization, and sensing 
tasks can be accomplished and how these ser-
vices can benefit from D-MIMO.

d-mImo from A communIcAtIon perspectIVe
Some of the opportunities and challenges of 
D-MIMO for communications are as follows.

Indoor and Outdoor Considerations: Indoor 
D-MIMO benefits from a more controlled envi-
ronment with lower mobility of users and objects, 
making it easier to deploy fibers for connecting 
APs. However, the denser multipath environment 
indoors requires higher resolution measurements. 
In contrast, outdoor D-MIMO deals with less 
challenging multipath due to the greater distanc-
es between objects, although proximity to large 
buildings or UEs can diminish this advantage. Out-
door deployments also face challenges such as the 
need for larger coverage areas, which may neces-

sitate fibers to all APs, and the higher mobility of 
users, which shortens the duration of pilots and 
affects signal-to-noise ratio (SNR). Both indoor and 
outdoor D-MIMO must address the availability of 
LOS to APs. In this context, ISAC could enhance  
D-MIMO performance by leveraging sensing and 
context information to aid communications [3]. 
Simulation examples are presented in “ISAC D-MI-
MO Quantitative Benefits — A Case Study” below.

Operational Bands: One opportunity for  
D-MIMO is multi-band operations where, for 
instance, depending on the traffic  model, service 
requirement, and number of cooperative nodes/
antennas per node, some APs may operate at low 
or high bands. For instance, assume a highway sce-
nario with a large number of vehicles at low speeds 
in the morning, and few vehicles at high speeds 
during the night. In this situation, the network expe-
riences diverse quality-of-service requirements and 
sensing/communication priorities during the day. 
Here, the presence of multiple nodes gives flexibili-
ty for multi-band operation.

Centralized and Distributed Processing: Dis-
tributed or centralized processing is based on 
the APs capabilities. For instance, depending on 
the operational frequency, their associated pro-
cessing can be in the CUs or APs. Distributed 
antenna deployment provides broader resource 
trade-off options based on local data traffic and 
nodes’ deployment. Moreover, the existence of 
multiple nodes opens opportunities for prevent-
ing service outages and reducing self-interference, 
through optimized deployment and coordinated 
beamforming techniques.

Fronthaul and Backhaul: Wireless fronthaul/
backhaul is preferred outdoors with low cost and 
fast deployment, whereas wired fronthaul/backhaul 
could be more beneficial indoors with improved reli-
ability and capacity. Also, at higher operation bands, 
wireless deployment is preferred with less restrict-
ed synchronization requirements. Moreover, some 
benefits provided by the architecture of fronthaul/
backhaul in D-MIMO networks include:
• Cooperative communications: Here, the presence 

of fronthaul/backhaul helps the nodes to have 
multiple views on the UE/object which improves 
the channel state information (CSI) quality signifi-
cantly; see “ISAC D-MIMO Quantitative Benefits 
— A Case Study” below for an example with a 
set of cooperative APs jointly performing ISAC to 
improve the system performance.

• Multi-band operation: Here, the nodes can 
operate in different bands, obtain information, 
and then share them via fronthaul/backhaul. 
This is advantageous in terms of interference 
mitigation and resource allocation.

• Scalability: Different protocol layers should sup-
port the scalability requirements. While some 
long-term management may be handled by the 
CU(s), a large part of each UE can be handled 
by its serving APs(s).
Half- and Full-Duplex: Theoretically, full-duplex 

is preferred for communication because it almost 
doubles the SE; however, the existing problem with 
self-interference at the APs, that is, the interference 
between the transmit and receive antenna arrays, 
could reduce the expected SE gains significantly. In 
D-MIMO systems, full-duplex could provide more 
flexibility in terms of, for example, channel estima-
tion and interference coordination.

Wireless fronthaul/
backhaul is preferred 
outdoors with low cost 
and fast deployment, 
whereas wired fron-
thaul/backhaul could be 
more beneficial indoors 
with improved reliability 
and capacity.
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Coherent and Non-Coherent Processing: 
Coherent-phase synchronization refers to the pro-
cess of aligning the phase of the signals transmit-
ted or received by different APs. This alignment is 
crucial in coherent D-MIMO systems because it 
ensures that the signals from different APs interfere 
constructively, maximizing the signal strength at 
the receiver. Recent findings in over-the-air massive 
synchrony are presented in [9] and synchroniza-
tion solutions are classified into reciprocity calibra-
tion and full calibration. One important conclusion 
from [9] is that using the so-obtained phase correc-
tions everywhere in the system is optimal for any 
D-MIMO network size. Non-coherent processing 
has a lower cost and might be sufficient for narrow 
beams and spatial multiflow, while coherent pro-
cessing could improve the reliability at the cost of 
increased complexity.

d-mImo from A locAlIzAtIon And sensIng perspectIVe
In the D-MIMO context, sensing can rely on DL 
or UL pilots. UL pilots are more compatible with 
standard D-MIMO processing, as they are used 
for channel estimation and reciprocity-based DL 
precoding. On the other hand, orthogonal DL 
pilots are preferred since they can allow the same 
pilots to be reused efficiently for all UEs. APs can 
receive and process DL transmissions from other 
APs, (providing opportunities for bi- and multi-stat-
ic sensing) or from themselves (for mono-static 
sensing). As for localization, both UEs and APs 
may need to be localized. APs localization can be 
seen as a form of calibration.

With this background, we can now consider the 
architectural dimensions.

Indoor and Outdoor Considerations: Indoor 
scenarios are challenging as they have more clut-
ter, which causes more multipath that affects 
localization accuracy and missed detection of the 
wanted target in sensing, while the high path-loss 
and high mobility may limit outdoor performance. 
To remove or suppress the interference of clutter, 
either more bandwidth or novel signal process-
ing is needed, while novel waveforms and/or pro-
cessing are needed to support high mobility. For 
outdoor, it is challenging to find good LOS links 
between the sensing transceivers and the object, 
especially in dense areas. The height of objects and 
UE mobility cause more issues for synchronization 
and processing overhead. The indoor and outdoor 
deployments are likely to differ. For instance, from 
a localization perspective, it is desirable to have 
APs distributed at different heights to estimate the 
elevation of the UE, which could be seen as more 
important for outdoor use cases.

Operational Bands: The low-frequency ranges, 
that is, in FR1, have a rich multipath profile, which 
makes it harder to perform L&S due to multipath 
interference. On the other hand, the possibility of 
phase-coherent processing provides a means to 
resolve multipath and attain high accuracy. A prom-
ising alternative is the use of machine learning at 
lower frequencies in the form of fingerprinting. Fin-
gerprinting L&S at lower frequencies improves the 
use of a database of signal characteristics for posi-
tion estimation, which is matched to real-time mea-
surements. Lower frequencies improve this method 
by providing better obstacle penetration and longer 
range, enhancing accuracy in indoor environments. 
Higher frequency ranges have a more sparse mul-

tipath profile and larger available bandwidth, pro-
viding a direct way to reject multipath interference. 
However, at FR2 and above, phase synchronization 
may not be attainable, so we revert to classical L&S 
methods. To some extent in FR1, but especially in 
FR2, LOS blockage detection will play an import-
ant role, as each receiver may be associated with 
a large number of transmitters but only a subset of 
which will have a LOS condition.

Centralized and Distributed Processing: Three 
important scalability aspects should be considered 
when it comes to network structures:
• L&S are low-rate services, requiring period-

ic activation at a low rate of 10 or 100 Hz, 
depending on the application and mobility. This 
means that they allow flexible scaling with the 
number of users or objects to be tracked.

• The transmitters should ideally apply orthogonal 
waveforms, which require coordination in time 
and frequency. Consequently, L&S pilot trans-
missions scale with the number of transmitters, 
for example, UL localization scales with the 
number of UEs/objects, and multi-static sensing 
scales with the number of transmitting APs.

• DL localization can be performed in a decentral-
ized way at each UE, while data fusion from each 
receiver is needed for sensing and UL localiza-
tion, causing processing delays. Under non-co-
herent processing, it is sufficient to perform fusion 
based on the locally processed information. 
Under phase-coherent processing, fusion is based 
on the raw in-phase and quadrature (IQ) data 
and benefits for centralized processing.
Fronthaul and Backhaul: Precise time synchro-

nization and/or phase synchronization between 
the APs place additional demands on the fronthaul 
or backhaul, as wired links to a master clock must 
be installed or continuous operation over an over-
the-air synchronization protocol must be provided. 
Similarly, sensing also requires time or phase syn-
chronization for improved performance.

Half- and Full-Duplex: Full-duplex is needed to 
enable mono-static sensing, but is not needed for 
other types of sensing, for localization, or for com-
munication. Nevertheless, full-duplex may improve 
these services (e.g., enhance sensing capabilities 
without any dedicated radio resources).

Coherent and Non-Coherent Processing: For 
delay-based positioning, precise time synchroniza-
tion (sub ns-level) between the APs is needed to 
relate the delay measurements to/from different 
APs. If such synchronization is not possible, round-
trip-time protocols can be used for positioning, 
while for sensing, LOS paths can provide a timing 
reference. For CJT in both L&S tasks, precise phase 
synchronization between the APs must be attained, 
so that the signal phase at one AP can be related 
to the UE/object location and the signal phase at 
another AP, creating effectively a very large-aperture 
array. The phases should not only be fixed but also 
be perfectly known. The reason is that in L&S, phase 
measurements are exploited to extract geometric 
information (distances relate to phase rotations of 
the signals at each AP). Hence, the phase center of 
each AP must be determined and phase offsets, for 
example, due to cables, must be calibrated.

As an example, Fig. 2 shows the impact of the 
number of APs on position error bound (PEB) 
and positioning root-mean-square error (RMSE) 
comparing conventional time-coherent position-

In the D-MIMO con-
text, sensing can rely 

on DL or UL pilots. UL 
pilots are more com-
patible with standard 
D-MIMO processing, 

as they are used for 
channel estimation 

and reciprocity-based 
DL precoding. On the 

other hand, orthogonal 
DL pilots are preferred 

since they can allow 
the same pilots to be 
reused efficiently for 

all UEs.
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ing with phase-coherent D-MIMO positioning. 
This shows the theoretical benefi ts of a D-MIMO 
solution for accurate positioning. In terms of PEB, 
D-MIMO performance outperforms the corre-
sponding conventional PEB by several orders of 
magnitude. In terms of RMSE, the gap would dis-
appear when a sufficient number of connected 
APs are present. Otherwise, the ambiguities due 
to the use of carrier phase limit the performance. 
Note that the results were generated under the 
condition of resolved LOS. In practice, non-line-
of-sight (NLOS) performance degradation can be 
mitigated by observing the user over an extended 
period of time where the user moves, especially 
when the user has access to internal sensors, such 
as inertial measurement units.

towArd IsAc In d-mImo: 
potentIAls And ImplementAtIons

In this section, we consider a converged ISAC 
D-MIMO system, from four perspectives:
• The architecture and deployment
• Standardization
• Quantitative benefi ts of ISAC D-MIMO
• Implementation challenges.

IsAc d-mImo ArchItectures
Based on previous discussions, and with specifi c 
focus on the indoor vs. outdoor and higher vs. 
lower bandwidth options, we summarize in Table 
1 the main implications of the diff erent architec-
tural options. Green blocks indicate that both 
scenarios are possible/feasible, while blue blocks 
show that there is a preferred deployment. Each 
block assesses the suitability for communication 
and L&S. Note that because of the similarities 
between L&S, we do not treat them separately 
in Table 1. It is evident that for D-MIMO commu-
nication, the favored architecture encompasses 
phase-coherent distributed processing, half-du-

plex, and wired fronthaul and backhaul, partic-
ularly for outdoor environments in the FR1. For 
L&S, while half-duplex and wired connections are 
favored, interest also extends to both distributed 
non-coherent FR2 and centralized coherent FR1 
operations across indoor and outdoor settings. 
Hence, a preferred ISAC D-MIMO architecture 
mirrors the preferred communication architecture 
but incorporates centralized processing, such as 
phase-coherent IQ samples sharing for L&S.

IsAc d-mImo stAndArdIzAtIon
Communication networks primarily rely on stan-
dardized operations, while sensing signal pro-
cessing methods are based on proprietary, that 
is, non-standardized solutions. On the other 
hand, with ISAC, the transmitted signals for 
ISAC, supporting both communication and sens-
ing functions require standardization, as well as 
the associated control signaling. In some sense, 
these considerations are general for all 6G ISAC 
technologies. What sets D-MIMO apart is the 
multi-static sensing perspective, considering sev-
eral concurrent AP transmitters and/or receiv-
ers. Again, processing will be proprietary, but 
signal design and coordination will rely on stan-
dardized solutions. This necessitates extensive 
standardization efforts to incorporate sensing 
into D-MIMO. For instance, the current 3GPP 
standardization on multi-APs concentrates mainly 
on the case of ideal backhaul/synchronization, 
but work on enhancements for non-ideal oper-
ation has started in 3GPP Rel-19. 3GPP started 
preliminary discussions on ISAC from Rel-19 in 
early 2024. 

IsAc d-mImo QuAntItAtIVe benefIts — A cAse study
Communication, localization, and sensing can 
operate harmoniously in ISAC D-MIMO. As an 
example, we consider a scalable D-MIMO simu-
lation scenario, assuming perfect time and phase 
synchronization between UEs and APs. We also 
compare it with a cellular MIMO scenario. Fig-
ure 3 shows the UL SEs per UE as a function of 
transmit SNR averaged over diff erent UE locations 
and shadow fading realizations. With the setups 
shown in the caption, maximum ratio combining 
is used to leverage channel estimations in various 
scenarios where sensing is used to detect block-
age status, while localization is used for CSI esti-
mation (assuming a prior radio map exists): 
• With ISAC: Having both blockage status infor-

mation and CSI, the UEs are assigned to APs 
without APs-UE blockage with perfect CSI

• With localization: The UEs have perfect CSI but 
without the information of blockage from sens-
ing, they are still served by the default APs

• With sensing: The UEs are assigned to the back-
up APs but with no CSI from localization

• Without ISAC: The UEs are served by default 
APs without CSI.
As shown in Fig. 3, L&S significantly enhanc-

es the UL SE. For example, with an SNR of 15 
dB, the UL SE improves by 3 with localization 
(providing CSI), 4 with sensing (providing knowl-
edge about blockage), and 6 with both L&S. 
Additionally, the comparison with a cellular mas-
sive MIMO network indicates that D-MIMO is 
more eff ective than cellular MIMO in leveraging 
sensing and localization knowledge.

FIGURE 2. Impact of the number of APs on PEB and positioning RMSE, comparing conven-
tional time-coherent positioning with phase-coherent 
D-MIMO positioning. Th e system operates at 28 GHz with 6 MHz of bandwidth, under 
pure LOS conditions. Th e APs are randomly distributed in 3D around the user, with a 
standard deviation of 100 m. Th e channel is modeled as free-space path loss. Th e transmit 
power is 0 dBm. Here, PEB represents a fundamental lower bound on the RMSE of unbi-
ased estimators, and it is derived from Fisher information. We obtain the RMSE by Monte 
Carlo simulation using a maximum likelihood estimator based on the delay and phase 
measurements at each AP. Th e overlap of RMSE and PEB indicates that the estimator 
is effi  cient and attains the optimal performance of the considered algorithm, while the 
gap between RMSE and PEB can be ascribed to noise peaks in the likelihood function or 
ambiguities, both of which cause estimates to diverge from the true value.
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IsAc d-mImo wAVeform desIgn
Two main aspects should be considered for ISAC 
D-MIMO waveform designs:
• The actual waveform type (e.g., orthogonal fre-

quency-division multiplexing (OFDM), orthog-
onal time-frequency-space (OTFS), and single 
carrier) to support ISAC use cases (e.g., high 
mobility may need OTFS, and coverage might 
need single carrier). 

• The allocation of power across the available 
dimensions of that waveform (e.g., power allo-
cation across time, frequency and beams in 
MIMO-OFDM) to optimize ISAC performance. 
Here, the main challenges are managing the 

increased complexity that comes with dual-func-
tion waveforms, achieving low latency for real-
time applications and high sensing resolution, and 
maintaining synchronization across distributed APs. 
Additionally, the waveform must adapt to dynam-
ic environments where ISAC requirements can 
change rapidly. A particular challenge in D-MIMO 
is that in DL the power allocation must provide 
a trade-off between scanning (using orthogonal 
signals at each transmit APs) and tracking perfor-
mance (using phase adjustments for beamform-
ing). Potential solutions to these challenges involve 

hybrid waveforms that combine elements of both 
communication and radar waveforms, advanced 
modulation schemes that cater to dual-purpose 
use, and various resource allocation strategies 

FIGURE 3. Impact of L&S on the UL SEs in a simulated phase-coherent 
D-MIMO system. Th e dotted lines represent the results from a cellular MIMO system. 
Th e D-MIMO setup is based on [2], featuring 5 UEs served by nearby APs (200 in total) 
within the dynamic cooperation clustering framework. Both APs and UEs are uniformly 
distributed over a 1x1 km area. Initially, UEs are served by default APs where the links are 
blocked. A Rician fading channel model is used, with the same parameters as in [10].

TABLE 1. Suitability matrix of architectural options combinations with implementation comments: Evaluating communication and L&S.   : Both options 
are feasible/possible.   : One of the options is preferable. 

Indoor vs. Outdoor Higher bands vs. Lower bands

Centralized

Both options are feasible 
Com.: improves spectral effi  ciency/dynamic blocking 
mitigation 
L&S: suitable for time- and phase-coherent processing, 
only lower mobility

Higher bands preferred (dense APs and low cost) 
Com.: fast control of narrow beams, but high requirements on 
backhaul/fronthaul 
L&S: phase-coherent capability

Distributed 
Both options are possible 
Com.: improves scalability (less reliability for indoor) 
L&S: suitable for time-coherent processing

Lower bands preferred (less dense APs/high resolution converters) 
Com.: Lower data rates allow for more advanced APs, resulting in low 
backhaul requirements, but interference might limit spectral effi  ciency 
L&S: suitable for time-coherent processing

Wireless front- 
and backhaul 

Outdoor preferred (less blockers) 
Com.: low cost and fast deployment, but less reliability 
L&S: time-coherent processing

Higher bands preferred (less restricted sync requirements) 
Com.: low cost and fast deployment, but less reliability 
L&S: time-coherent processing

Wired front- 
and backhaul 

Indoor preferred (might be costly for outdoors) 
Com.: improves reliability and backhaul fronthaul 
capacity
L&S: supports tight sync requirements for phase-
coherent processing

Both options are feasible 
Com.: improves reliability and backhaul fronthaul capacity, 
important especially in higher bands 
L&S: not needed for higher bands, except for certain challenging 
cases or use of (AI)

Half-Duplex
Both options are possible 
Com.: lower cost, but increased delays 
L&S: suitable for  time- and phase-coherent processing

Both options are possible  
Com.: lower cost, but increased delays 
L&S: suitable for time-coherent processing (higher bands) phase-
coherent processing (lower bands)

Full-Duplex 

Indoor preferred (due to low transceiver signal 
strength diff erence) 
Com.: lower latency 
L&S: enables monostatic sensing, severe leakage 
challenges

Higher bands preferred (due to beam-based spatial transceiver 
isolation and short hops) 
Com.: fl exible TDD deployment 
L&S: enables monostatic sensing, severe leakage challenges

Non-coherent 
Both options are possible
Com.: lower cost but might result in insuffi  cient reliability 
L&S: suitable for time-coherent processing

Higher bands preferred (low spectral effi  ciency and resolution in 
Lower bands) 
Com.: lower cost and might be suffi  cient for narrow beams and 
spatial multifl ow 
L&S: suitable for time-coherent processing

Coherent 
Indoor preferred (due to short inter-AP distances) 
Com.: improves reliability 
L&S: suitable for  time- and phase-coherent processing

Lower bands preferred (due to lower carrier frequency) 
Com.: improves reliability 
L&S: suitable for  time- and phase-coherent processing
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[6]. These strategies include adaptive power 
control, bandwidth allocation, and time-sharing 
mechanisms. By addressing these challenges and 
implementing these solutions, ISAC systems can 
efficiently operate within distributed antenna set-
ups, enhancing overall system performance and 
enabling more effective integration of communica-
tion and sensing capabilities.

IsAc d-mImo — ImplementAtIon opportunItIes 
And chAllenges

Only limited testbed activities exist involving  
D-MIMO in general [11], ISAC in general [12], 
and ISAC in D-MIMO, in particular [13–15]. There 
is currently an urgent need to validate D-MIMO, 
especially in conjunction with ISAC. Two of the 
main technical challenges are scalability and syn-
chronization [14]. Moreover, in D-MIMO dem-
onstrators, synchronization is typically achieved 
over the Ethernet or via dedicated cables. Both 
solutions, however, result typically in non-scalable 
architectures [14]. A natural alternative is to per-
form synchronization over the air [9], which may 
result in significant overhead for certain deploy-
ment scenarios. A completely different approach 
for solving the synchronization problem is put 
forward in our testbed described in [15] (Fig. 4), 
where phase synchronization issues are avoided by 
letting the APs transfer to the CU a 1-bit quantized 
version of the analog RF signal via an optical cable. 
The advantage of this approach, which we refer to 
as 1-bit radio-over-fiber fronthaul, is that no local 
oscillators (which need to be synchronized for 

coherent transmission and reception) are present 
at the APs. Furthermore, such a D-MIMO architec-
ture involves low cost APs that can be built out of 
off-the-shelf components. The disadvantage of this 
architecture is its limited scalability.

Figure 4 demonstrates a setup and the results 
of ISAC experiments with the D-MIMO 1-bit radio-
over-fiber testbed [8]. The goal is to localize the 
UE in DL using known pilot signals from the fully 
synchronized APs. We investigate the impact of 
APs deployments on the performance of localiza-
tion and communication, quantified by RMSE and 
SNR, respectively. Figure 4 shows the RMSEs and 
cumulative SNRs as the number of APs increas-
es sequentially, considering two different orders 
for adding APs to the D-MIMO network, as stated 
in the figure caption. As expected, the geometric 
arrangement of the APs (and the resulting geomet-
ric dilution of precision (GDOP)) plays a key role 
in localization accuracy, while it has a negligible 
impact on communication performance. Specifi-
cally, decreasing the number of APs increases the 
sensitivity to the APs locations for localization pur-
poses, whereas its effect on location sensitivity in 
communication remains minimal. Thus, network 
planning can be simplified and flexible deployment 
can reduce the costs in D-MIMO networks.

dIscussIons And outlook
D-MIMO and ISAC are set to be among the key 
enablers for 6G. This article analyzed how the 
integration of ISAC in D-MIMO affects the under-
lying architecture. This analysis revealed both 

FIGURE 4. A D-MIMO testbed used for ISAC demonstrations (right) with 1-bit radio-over-fiber fronthaul, the geometric configuration of the APs and the UE 
(upper left), and the experimental results for localization and communications (lower left). Localization RMSE and communication SNR performances are 
shown for different orders of deployment of APs (Order-1: 1 2 3 10 9 8 7 6 5 4, Order-2: 1 7 4 10 5 2 8 3 9 6).
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synergies and conflicts, while pointing toward 
D-MIMO architectures that can support all ISAC 
functionalities. We highlight preferred embodi-
ments for communication and L&S. Specifically, 
for communication:
• Indoor, lower bands: coherent, wired backhaul, 

distributed processing, half duplex
• Higher bands: non-coherent, centralized 

processing, half duplex (no wired/wireless 
backhaul preference, no indoor/outdoor pref-
erence) are preferred.
For L&S:

• Lower bands: coherent, wired backhaul, central-
ized processing, full duplex (no indoor/outdoor 
preference)

• Higher bands: non-coherent, distributed process-
ing, full duplex (no wired/wireless backhaul prefer-
ence, no indoor/outdoor preference) are desired.
The article also delved deeper into the quanti-

tative performance benefits of ISAC in D-MIMO, 
from L&S and communication perspectives. These 
studies reveal significant synergies between com-
munication and L&S. Finally, the practical chal-
lenges of ISAC in D-MIMO implementation were 
considered, in particular, related to synchronization 
and scalability, highlighting the need for continued 
development in this area.

Overall, ISAC in D-MIMO has great potential 
to create synergies between sensing and commu-
nication by communication-aided sensing (e.g., 
D-MIMO infrastructure design and reuse of data 
signals for sensing), sensing-aided communications 
(e.g., blockage detection and location informa-
tion utilization), and more generally context-aided 
communications. However, there are still several 
open questions in D-MIMO that become further 
enriched by ISAC, especially related to scalability, 
suitability to outdoor dynamic environments, and 
efficient support of fast-moving users.
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