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ABSTRACT

Constraining the physical and chemical evolution of molecular clouds is essential to our understanding of star formation. These
investigations often necessitate knowledge of some local representative number density of the gas along the line of sight. However,
constraining the number density is a difficult endeavor. Robust constraints on the number density often require line observations of
specific molecules along with radiation transfer modeling, which provides densities traced by that specific molecule. Column density
maps of molecular clouds are more readily available, with many high-fidelity maps calculated from dust emission and extinction, in
particular from surveys conduction with the Herschel Space Observatory. We introduce a new probabilistic model which is based on
the assumption that the total hydrogen nuclei column density along a line of sight can be decomposed into a turbulent component
and a gravitationally dominated component. Therefore, for each pixel in a column density map, the line of sight was decomposed into
characteristic diffuse (dubbed “turbulent”) and dense (dubbed “gravitational”) gas number densities from column density maps. The
method thus exploits a physical model of turbulence to decouple the random turbulent column from gas in dense bound structures
empirically using the observed column density maps. We find the model produces reasonable turbulent and gravitational densities in
the Taurus L1495/B213 and Polaris Flare clouds. The model can also be used to infer an effective attenuating column density into
the cloud, which is useful for astrochemical models of the clouds. We conclude by demonstrating an application of this method by
predicting the emission of the [C II] 1900 GHz, [C I] 492 GHz, and CO (J = 1–0) 115 GHz lines across the Taurus L1495/B213 region
at the native resolution of the column density map utilizing a grid of photodissociation-region models.

Key words. methods: data analysis – ISM: clouds

1. Introduction

In the local universe, giant molecular clouds (GMCs) are the pri-
mary sites of star formation. GMCs make up the coldest phase of
the interstellar medium (ISM), consisting of dense (⪆100 cm−3)
and cold (⪆20 K) gas, in which the hydrogen exists primarily in
molecular form (H2) (Draine 2011; Kennicutt & Evans 2012).
Understanding the star formation process requires a complete
picture of GMCs, in particular the local properties of the gas
within the cloud.

One of the more crucial parameters for understanding the
properties of GMCs is the density, ρ, as a mass density (g cm−3),
or nH = ρ/(µmH) as a hydrogen nuclei number density (cm−3),
where µ is the reduced molecular mass, within the cloud. This
is an intrinsically difficult value to quantify since observations
are typically constrained to line-of-sight-integrated quantities.
Therefore, while we can get robust constraints on, for exam-
ple, line-of-sight-integrated column densities (cm−2) or fluxes,
constraining volumetric properties is difficult. The gas den-
sity throughout a molecular cloud is important since from
it one can estimate a wide range of important physical val-
ues to understand the dynamics and chemistry. Several crucial
processes necessitate constraints on the number density: the
free-fall time, which varies as tff ∝ ρ−1/2, the virial parame-
ter, through the mass of a structure, α ∝ M−1, and the Jean’s
length, λJ ∝ ρ

−1/2, all of which are important to understand the
balance between thermal and nonthermal motions and gravity.
⋆ Corresponding author; brandt.gaches@uni-due.de

Analytic and empirical star formation theories inherently require
understanding the density through either the free-fall time,
virial parameter, or Jean’s length (e.g., McKee & Tan 2003;
Krumholz & McKee 2005; Hennebelle & Chabrier 2008;
Padoan et al. 2012). Further, estimates of the magnetic field, in
particular using the Davis-Chandrasekhar-Fermi (DCF) method
(Davis 1951; Chandrasekhar & Fermi 1953) and related meth-
ods (see e.g., Skalidis et al. 2021) require an estimation of the
density. The plane-of-sky magnetic field determined by DCF is
sensitive to density as B ∝

√
4πρ. Finally, chemical models of

GMCs require the local density to properly estimate the reaction
rates, along with estimations of the effective attenuating column
density to accurately model the photochemistry due to external
ultraviolet radiation (Tielens 2013; Bovino & Grassi 2024).

There are a variety of methods that have been utilized to esti-
mate the local number density. A particularly robust method is
to use a chemical tracer, in particular, the various carbon chains
such as C2 and HC3N (e.g., Federman et al. 1994; Sonnentrucker
et al. 2007; Li & Goldsmith 2012; Federman et al. 2021; Fan
et al. 2024; Taniguchi et al. 2024). For these different tracers,
measurements of different lines can lead to accurate estimations
of the local number density. However, these methods produce a
biased density - they only estimate the density in regions where
the molecule is abundant. Using column density maps, such as
the high-resolution maps derived from HERSCHEL observations,
number densities can be derived assuming uniform density struc-
tures and specific geometries, such as spherical or cylindrical
masses (see e.g., Kainulainen et al. 2014; André et al. 2014;
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Hasenberger & Alves 2020). The use of Gaia data has enabled
the production of three-dimensional dust maps (Leike & Enßlin
2019; Leike et al. 2020; Zucker et al. 2021; Dharmawardena
et al. 2022; Rezaei Kh. & Kainulainen 2022; Edenhofer et al.
2024) through which a gas density can be derived following
an assumed dust-to-gas mass ratio. Finally, recent innovations
in machine learning have enabled an estimation of number den-
sity, such as the use of a denoising diffusion probabilistic model
(DDPM) using simulated molecular clouds as the training set
(Xu et al. 2023), which, promisingly, will allow for number
densities to be estimated as training sets grow.

All of the above methods produce a singular characteristic
value for the number density per pixel. For instance, the DDPM
method of Xu et al. (2023) estimates a number density based
on training data of line-of-sight mass-weighted average densi-
ties, while geometric methods such as those from Kainulainen
et al. (2014) and Hasenberger & Alves (2020) predict geometry-
specific volume-averaged densities. While these methods infer
some characteristic number density, they are often either agnos-
tic to the underlying physics of GMCs yet depend on geometry
assumptions, or they amount to black boxes in which density
estimates are provided with a diminished ability to understand
underlying errors or biases.

In this paper, we present a new method to estimate character-
istic number densities in GMCs. Our new method decomposes
the line of sight into a component dominated by turbulence and
another dominated by gravity, thus producing two characteris-
tic densities along each pixel. The method can be generalized
to produce distributions of these components to enable statis-
tical sampling for forward modeling of emission components.
The strength of the method is that the gravitational gas compo-
nent along each line of sight can be decoupled from the turbulent
component and as such models to estimate emission can become
more robust by including both the envelope of the turbulent gas
and denser gravitationally dominated gas. Further, the method
can be utilized to also compute an approximate effective col-
umn density, which describes the effective column density that
is attenuating an isotropic interstellar radiation field. In Section 2
we present the underlying physical model and the methodology
to estimate number densities from observed column densities. In
Section 3 we show a benchmark against a simulation molecular
cloud from the STARFORGE suite and estimations for the Taurus
and Polaris Flare clouds. Finally, in Section 4 we discuss the ini-
tial results of the model, along with a discussion of the caveats
and conclusions.

2. Methods

2.1. Brief diversion into the N-PDF and n-PDF

The model proposed here is built upon utilizing known physics
encoded in the probability distribution function (PDF) of the
line-of-sight integrated column density, denoted N-PDF, or the
analog using the number density, denoted n-PDF. Both of these
have similar features, broadly consisting of a log-normal com-
ponent at low density (column density) with a power-law com-
ponent toward high density (column density) which becomes
more dominant over time (Klessen 2000; Ballesteros-Paredes
et al. 2012; Brunt 2015; Myers 2015; Chen et al. 2018; Schneider
et al. 2022). The nature of the observed log-normal compo-
nent has been debated: while theoretical models of turbulence
produce such log-normal components (Federrath et al. 2008;
Burkhart & Lazarian 2012), its location also coincides with the
where biases can occur due to noise, background and foreground

Fig. 1. Schematic for constraining the gas density along the line of sight
from an observed column density.

gas, and statistical completeness (Ossenkopf-Okada et al. 2016;
Alves et al. 2017). Here, we assume that the log-normal is due to
turbulence, but note that our underlying model, as presented, is
agnostic to the underlying shape of the N-PDF.

The properties of the n- and N-PDFs have been well char-
acterized theoretically in previous studies. The width of the
log-normal component has been found to depend on the Mach
number and nature of the turbulence (Burkhart & Lazarian
2012; Federrath et al. 2008). The power-law component is due
to self-gravitating gas, with the transition point between the
self-gravitating and turbulent components and the slope of the
power-law depending on the star formation threshold of the
cloud and the star formation rate (Girichidis et al. 2014; Burkhart
2018; Chen et al. 2018; Burkhart & Mocz 2019; Appel et al.
2023). While these previous studies have decomposed the N-
PDF (or n-PDF) into a log-normal turbulent and power-law
gravitational component to separate out regions of the cloud into
turbulence or gravity-dominated regions, the method presented
here uses the information encoded in the N-PDF to decompose
each pixel along the line of sight. In this way, it treats the turbu-
lent component of the N-PDF as a bulk probability function to
sample the column density, biased by the observed column den-
sity at each pixel. Thus, we note that we do not aim to reproduce
or explain the N-PDF but to exploit the known physics encoded
in it for our line-of-sight decomposition.

2.2. Physical model

We built a simple analytic probabilistic model to relate an
observed column density to charactersitic number densities. The
general schematic of the model is shown in Figure 1. Along
a given line of sight, the column density through the cloud is
broken into two components: 1) the turbulence-dominated com-
ponent along the line of sight, denoted as the “turbulent column
density” and 2) a gravitationally dominated component, denoted
as the “gravitational column density” (annotated as the blue cube
in Figure 1).

We assumed that depending on the local density, two regimes
dominate the dynamics depending on if the density is less than
or greater than some reference transition density, ntr:

– nH < ntr, the gas is dominated purely by turbulent motions
– nH > ntr, the gas is dominated by gravitational collapse

within a turbulent domain.
The transition density here is chosen to be the critical density
at which the Jean’s length is equal to the sonic scale, λJ ≈ λs

A20, page 2 of 16
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(Krumholz & McKee 2005; Burkhart & Mocz 2019), where
we used the parameterization from Burkhart & Mocz (2019),
given by

ntr =
πc2

s M4
s

µmHGL2 , (1)

where cs =
√

kbT/µmH is the thermal sound speed, Ms is the
Sonic Mach number of the turbulence, T is the gas temperature,
µ = 2.33 is the reduced mass, and L is the size of the cloud.

We described the turbulence component of the line of sight
integrated column density as a log-normal, with a width of σζ ,
where we have defined ζ = ln N/N0, where N0 is the mean of the
log-normal component (Vazquez-Semadeni 1994; Padoan et al.
1997). The turbulent column density is then

NT (nH) = N0 exp
[
N(0, σζ)

]
, (2)

where N is the normal distribution. The statistical distribution
represents a stochastic contribution to the line-of-sight column
density due to integrating through turbulent gas motions.

Since one of the fundamental parameters of the model is the
Mach number, we can utilize the known properties of the N-PDF
caused by turbulence to constrain it. The Gaussian width of the
turbulent column density was parameterized as

σ2
ζ ≈ A × ln

(
1 + b2M2

s

)
, (3)

where A and b are factors describing the turbulence physics
(Vazquez-Semadeni 1994; Padoan et al. 1997; Burkhart &
Lazarian 2012). We use A = 0.16 and b = 0.5 correspond-
ing to the fit from Burkhart & Lazarian (2012) for Taurus as
the assumed parameters for the results presented below for the
Taurus L1495/B213 and Polaris Flare regions. In the above
expression, A is fit and provides the width of the turbulent veloc-
ity dispersion with respect to the Mach number and b is sensitive
to the underlying mode of turbulence, with b = 1/3 giving pure
solenoidal and b = 1 pure compressive turbulence.

In the high-density regime, the region becomes dominated
by gravitational collapse, with some random fluctuations in the
density still evident along the line of sight due to turbulence in
the surrounding envelope. The length scale of relevance here
is the Jean’s length, and so the gravitational column density is
approximately

NJ(nH) ≈ λJnH =

(
π

GµmH

)1/2

csn
1/2
H . (4)

These two regimes were combined using a transition switch
from the turbulence to gravity-dominated regimes. The final
probabilistic model is

Nobs = NT + S (nH/ntr) × NJ . (5)

The function S (nH/ntr) is a switch to determine when the gas
at some density, nH , is dominated by gravitational or turbulent
motions. It is worth noting that it is assumed there is always a tur-
bulent envelope, so the switch only determines if, along the line
of sight, there is a component that can collapse gravitationally.
There are different possible (sigmoid) switches, but one with
a particularly favorable behavior is x/(1 + x) where x = nH/ntr
since it enables the function to be analytically inverted. The final
equation is then

Nobs = N0 exp
[
N(0, σζ)

]
+

(
nH/ntr

1 + nH/ntr

) (
π

GµmH

)1/2

csn
1/2
H . (6)
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Fig. 2. Comparison of the underlying log-normal distribution of the tur-
bulent column density (black) and the sampled truncated log-normal
distribution (cyan) for a given observed column density.

Equation (6) has several free parameters: T , Ms, N0, b, A, and
L. However, many of these can be constrained by observations
of the cloud complex on the whole, or informed by numerical
experiments of turbulent molecular clouds.

Starting from Equation (6), we defined ∆N ≡ Nobs − NT . For
a switch function, S (x) = x/(1 + x), ∆N ∝ n1/2

H , and is purely
deterministic with respect to ∆N (no random sampling for nH
given an ∆N). Observationally, the distribution of NT along a
particular line of sight is biased: it is the log-normal component
of the N-PDF constrained by the knowledge that the turbulent
column density must be less than or equal to the observed col-
umn density. Using ζobs = ln Nobs/N0, we utilized a truncated
Normal distribution function,

Ntr(0, σζ , ζobs) =
[
1 − H(ζ − ζobs)

]
N(0, σζ), (7)

where H(x) is the Heaviside step function. This function is
sampled using the SCIPY stats package truncated normal distri-
bution. Figure 2 highlights the difference between the underlying
distribution for the turbulent column density for the entire cloud
and the biased (truncated) turbulent column density that is sam-
pled for a pixel with prior knowledge of the observed column
density, Nobs. From a sampled NT , we compute ∆N and the cor-
responding nH , where we denote the number density derived in
this way as nJ and denote it as the “gravitational” density.

Once nJ is known, it can be used with the macroscopic cloud
turbulence properties to estimate a probable effective column
density, Neff , which is useful for astrochemical models, under
the assumption of an isotropic external radiation field. The effec-
tive column density is the effective attenuating column density
that extincts the external radiation field from the cloud bound-
ary to particular point in the cloud (Glover et al. 2010), in this
case, the location of the dense component represented by the
blue box in Figure 1. Therefore, this physical setup is similar
to the one posed above, with a difference in geometry: from a
point in the cloud out, versus the observed column density inte-
grating through the cloud. For a gas parcel of density nJ , the
effective column will be the addition of the local gravitational
column density (NJ) and a turbulent column density contribu-
tion from the point where the local high-density region is (blue
box in Figure 1) out to the cloud boundary. The effective column
density is most sensitive to the smallest column density out of
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Table 1. Important physical parameters.

Parameter Description Impact variable Taurus L1495/B213 Polaris flare Starforge

L (pc) Cloud Depth ntr, nT 1.0(1,2) 2.5(1,2) 100 (box)
T (K) Gas Temperature cs, ntr, λJ 15 15 15

N0 (cm−2) Column density peak NT 1.28 × 1021 4.35 × 1021 2.03 × 1021

A Turbulence Model Fit Ms, ntr 0.16(3) 0.16(3) No fit
b Turbulence driving mode Ms, ntr 0.5(3) 0.5(3) No fit

Notes. (1) Qian et al. (2015); (2) Zucker et al. (2021); (3) Burkhart & Lazarian (2012).

the cloud, since the flux from the boundary scales as ∝ e−Neff , and
therefore the shortest gas column density out of the cloud domi-
nates assuming isotropic irradiation. The turbulent component is
described in this case as

NT,eff =
R

2
× N0 exp

[
Ntr(0, σζ , ζobs)

]
, (8)

where the factor of 1/2 comes from the average minimum turbu-
lent column density being half the total turbulent column density,
assuming isotropic turbulence, R is a uniform random number
between (0, 1) describing the fraction of the spatial depth into
the cloud that the densest component is at. The total effective
column density is then

Neff = NJ + NT,eff . (9)

2.3. Applying the method to data

From a given column density map, we took the N-PDF of
the entire region and determine N0 to compute the ζ distribu-
tion. The ζ distribution is fit with a Gaussian to determine its
width which then constrains the Mach number. In our presented
results, we assumed the cloud is isothermal, although in prin-
ciple gas temperatures along the line of sight can also be used.
Table 1 shows the primary input parameters into the model and
their assumed values for the results presented here for observed
molecular clouds.

For each pixel in the map, we drew Nsamp = 103 samples of
NT using the constraint of the observed column density. In prac-
tice, the truncated log-normal in Equation (7) is sampled Nsamp
times for each pixel, using that pixel’s observed total column
density, to produce a statistical distribution of NT . The number
of samples was determined through trial and error balancing of
ensuring robust results, memory, and CPU usage. These samples
by construction always meet the criterion ∆N ≥ 0. The randomly
drawn NT provides ∆N, which is then used to compute nJ , and
the Jean’s length, λJ . We defined an effective turbulent gas den-
sity nT ≡ NT /(L − λ̄J) and an effective gravitational column
density, NJ ≡ λ̄JnJ , where the effective Jean’s length scale is
λ̄J = S (x)λJ(T ). For each pixel, this produced correlated distri-
butions of the column densities and number densities: (NT , NJ),
or (nT , nJ).

We present three different choices for utilizing this method.
For the first two choices, from the distribution of NT , we utilized
the most likely (Method I) or the maximum value (Method II) in
the sample. Similarly, we used the mean of NT,eff for Method I
and the maximum of NT,eff for Method II when computing
the effective column density. These approaches can be read-
ily used over an entire map to get estimated values across a
cloud for the turbulent and gravitational densities and can be

computed at the same time. These methods each have their ben-
efits. Method I produces a more diffuse envelope dominated
by lower-density gas, but potentially overestimates the gravita-
tional density toward higher column density since the maximum
nT using this method will be approximately N0/L, thus biasing
toward higher ∆N. Method II produces more turbulent gas and
therefore may overestimate the amount of gas dominated by tur-
bulence in the lower column density region since it naturally
assumes that effectively all of the line-of-sight column density
is integrated through a purely turbulent medium. For Method II,
at higher column densities there is a slight decrease in nJ due
to the tail of the log-normal being probed more often, biasing
toward lower ∆N. Since both can be computed at the same time,
the user can use both to get both lower- and upper-limits of pre-
dicted densities and emissions. Finally, for Method III, for given
subregions of the cloud, we stored Nsamp = 104 samples of NT
to construct fully bivariate distributions of (nT , nJ) (chosen by
trial and error similar to above, with the greatest constraint being
memory usage of this method). For large maps with many pixels,
this method can have significant memory overhead but enables
a detailed investigation into the distributions. Further, saving the
full distributions enables later returning to perform additional
computations of other physical parameters using the resulting
number and column densities, such as modeling the continuum
and line emission.

3. Results

We first examine our model predictions using simulation data.
Then, we present the predictions for two molecular clouds, repre-
senting different regimes of molecular clouds and star formation,
the Polaris Flare and the Taurus L1495/B213 region.

3.1. Comparison against simulations

We first compare the results of our methods with a simulation
from the STARFORGE suite (Grudić et al. 2022). The simulation
uses the M2E4_R10_MU1.3 model from the full physics suite
from (Guszejnov et al. 2022) including magnetic fields, cool-
ing and chemistry processes, and prescriptions for sink particles,
stellar evolution and feedback (Grudić et al. 2021). The simula-
tion solves the equations of ideal magneto-hydrodynamics using
the Meshless Finite Mass solver in the GIZMO code (Hopkins
2015; Hopkins & Raives 2016). The initial conditions are a uni-
form spherical cloud with a total mass of 2 × 104 M⊙ contained
within a 10 pc sphere, placed in the center of a periodic box of
size 100 pc. The domain is filled with diffuse gas with a density
1000 times lower than the cloud with a total mass of 5000 M⊙.
We refer the reader to Grudić et al. (2022) for further simulation
details. The cloud is initialized with a turbulent velocity field. We
examine a snapshot when the cloud is 4.9 Myr old when there is
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ongoing star formation but before the cloud disperses. We com-
pare the turbulent and gravitational densities derived from the
simulation column density to the volume- and mass-weighted
densities along the line-of-sight to gain intuition on the method’s
performance and outputs. We perform the analysis using the line-
of-sight integrated column density map as if the simulation were
an observed cloud. Further, since we know the prescribed initial
conditions of the driven turbulence, we do not use Equation (3)
and instead useMs = 10. We must still measure the width of the
Gaussian component of the N-PDF, and we find that σζ ≈ 0.72.
The resulting transition number density is ntr = 1870 cm−3.

Simulations often report two different line-of-sight densities:
a volume-weighted average number density and a mass-weighted
average number density. These values are useful for simulators
to describe their density distributions statistically but are not
directly tied to physical meaning. However, since these have been
standard, we compare our turbulence and gravitational number
densities to these to find how they relate and to gain some more
statistical insight into what these components are tracing. The
volume-weighted average number density is

nV =

∑Ncells
i ∆VinH,i∑Ncells

i ∆Vi
. (10)

For a uniform grid cube (∆xi = constant, therefore ∆Vi =
constant) this becomes

nV =
1

Ncells

Ncells∑
i

nH,i, (11)

where Ncells is the number of cells along the line of sight, ∆Vi is
the differential volume element of the cell and nH,i is the hydro-
gen nuclei number density of the ith pixel along the line of sight.
The mass-weighted average number density follows from

nM =

∑Ncells
i minH,i∑Ncells

i mi
, (12)

where mi is the mass of cell i. For a uniform grid, with a constant
µ along the line of sight,

nM =

∑Ncells
i n2

Hi∑Ncells
i nHi

. (13)

So, nV and nM represent statistical quantities of moments of the
density distribution, which would then require to be interpreted
through some physical model.

Figure 3 presents the summary of the results comparing the
different derived values. In particular, we find that the gravita-
tional density does not directly trace the mass-weighted average
density. However, the turbulent density distribution, especially
using Method II, seems to qualitatively match the behavior of the
volume-weighted average density albeit with an offset. Figure 4
shows a comparison of the volume-weighted average density
and the computed turbulent density using Methods I and II.
The figures present the fits in log-space, with the fits being
performed in the density regime before the plateau in nT for
each model, which is equal to N0/L. The Method I turbulent
density matches well the volume-weighted average density for
low densities, but because of the plateauing featured with this
method these two become decoupled. However, there is a tight
correlation between the Method II turbulent density and the
volume-weighted averaged density for most of the density range,

with a slope of unity. This demonstrates that the turbulent den-
sity is tracing a volume-averaged line-of-sight density, which is
expected since the turbulent envelope around the dense gas is
expected to occupy a larger volume than the dense gas itself.

Figure 5 shows the gravitational densities computed using
the Method I and II turbulent densities compared to the mass-
weighted average density. The Method I gravitational density
generally follows between the 10:1 to 1:1 relations against the
mass-weighted averages, although there is still a significant
spread between the 10:1 and 1:10 trend lines. Method II gravi-
tational density is less than the mass-weighted average by about
a factor of 10, although toward higher densities these values
start to get closer to 1:1. Despite the significant spread, the
two factors appear to be correlated. The additional spread in
these correlations could be related to either extra turbulent media
being included in the STARFORGE mass-weighted average or
the lack of magnetic fields in the physical model – which the
simulations include. We note that we assumed the cloud is
isothermal, but the simulations are not isothermal. However, we
performed this comparison to best treat the simulations as one
could with observational data where spatially variable robust gas
temperatures are unavailable. For Method I, the effective col-
umn density more closely matches the observed column density
while for Method II the effective column density is flatter with a
substantial increase toward the highest density regions.

3.2. Application to Polaris and Taurus

Within the Milky Way, there is a vast range of different mor-
phologies of GMCs, from diffuse condensations (Polaris Flare),
low-mass star-forming regions (Taurus Molecular Cloud), high-
mass star-forming regions (Orion Molecular Cloud), and qui-
escent, dense molecular clouds, such as infrared dark clouds
(IRDCs) and clouds in the galactic center, such as The Brick
molecular cloud (see reviews by Tan et al. 2014; Zucker et al.
2023; Henshaw et al. 2023). Understanding the dynamical and
chemical evolution of GMCs is paramount to our understand-
ing of star formation. We apply our model to two well-studied
molecular clouds, Taurus and the Polaris Flare. The column den-
sity maps for the Taurus L1495/B213 filament (Kirk et al. 2013;
Palmeirim et al. 2013; Marsh et al. 2016) (region N3 in Kirk et al.
2013) and Polaris Flare (Men’shchikov et al. 2010) are taken from
the Herschel Gould Belt Survey (André et al. 2010). Figure 6
shows the column density maps for Taurus and the Polaris Flare,
along with two subregions we investigate using the full bivariate
probability distributions (Method III).

3.2.1. Taurus

The Taurus molecular cloud provides a good test for this method,
since it has a combination of both dense and diffuse regions,
with the dense gas being enhanced toward the well-characterized
L1495/B213 region (Lombardi et al. 2010). Taurus has ongoing
low-mass star formation and, since it is nearby with a distance
of 140 pc (Schlafly et al. 2014), has been extensively studied.
The N-PDF for Taurus is shown in Figure 7 along with the
lognormal that we used to model the turbulence. While the distri-
bution shows a double-peaked structure, the log-normal that we
use to fit for the turbulent component of the N-PDF reproduces
the lower column density gas well. The double-peaked structure
seems to be resulting from the turbulent diffuse envelope being
marginally different between the filament and the northwestern
region with the smaller cores, thus picking out two more sepa-
rate large-scale features. The double-peaked feature largely goes
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Fig. 3. Summary of STARFORGE simulation comparison results. Top row: line-of-sight volume-weighted average number density (left), line-
of-sight mass-weighted average number density (middle), line-of-sight integrated column density (right). Middle row: turbulent number density
computed using Method I (left), corresponding gravitational number density (middle), and effective column density (right). Bottom row: same as
middle but for Method II.

away when the N-PDF histogram is binned with the number of
bins used in previous studies (Marsh et al. 2016; Schneider et al.
2022), however the remnant of the double peak likely means
that the regions have slightly different turbulence properties. We
use a molecular cloud thickness of 1 pc for Taurus (Qian et al.
2015). This width is consistent with the Plummer model fits from
Zucker et al. (2021) of a flattening radius of 1.2+0.3

−0.3 pc, while

their two-component Gaussian fits gave widths of 2.3+0.1
−0.1 pc and

11.9+0.6
−0.5 pc tracing a more dense and diffuse component, respec-

tively. We assume a gas temperature of 15 Kelvins, which is
greater than the kinetic temperature measured in the dense gas by
ammonia (Seo et al. 2015), but consistent with dust temperatures
measured in the region ranging between 10 and 15 Kelvins (Kirk
et al. 2013). However, these small temperature differences do
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not noticeably alter the results. The fit results in an average
Mach number of Ms = 2.4, resulting in a turbulence velocity
dispersion of approximately 0.7 km s−1 and a transition density
ntr ≈ 6 × 104 cm−3.

Figure 8 shows the derived turbulent gas density across the
Taurus molecular cloud using both Method I and II from the
sampled values of NT . As expected, the Method I values plateau
at nT ≈ 450 cm−3 which corresponds roughly to the peak value
of the N-PDF divided by 1 pc. The Method II value of nT

roughly traces the column density structure of the cloud peak-
ing at nT ≈ 2 × 103 cm−3 in the densest regions. Figure 9 shows
the gravitational density, nJ , throughout the cloud. As expected,
the dense gas is primarily situated in the filament peaking to
nJ ≈ 105 cm−3. Both approximations for the turbulent column
density return similar results for the gravitational density in the
densest regions, although there is a significantly larger range
when using Method II, decreasing the gravitational density in the
diffuse regions to nJ < 100 cm−3. These results, when convolved
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Fig. 6. Column density maps for Taurus (left) and Polaris Flare (right) from the Herschel Gould Belt Survey. Annotated are two subregions, Zone 1
and Zone 2 which are examined in this work.
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Fig. 7. N-PDF for the Taurus cloud with the best fit log-normal distri-
bution. The black and red lines show the histograms of the data, where
the black uses an automated procedure for binning and the red uses a
fixed bins more typical to previous studies. The blue line shows the log-
normal utilized in this work.

to a lower resolution, are consistent with the results of Li &
Goldsmith (2012) and Xu et al. (2023), who both predict an aver-
age filament density of 1−4 × 104 cm−3, tracing factors of 5–10
lower spatial resolutions. A further benefit of the method is the
ability to predict the effective column density. Figure 10 shows
the effective column density for the two methods for the dense
gas component. Now, there is a stark difference between the two
different assumptions with the use of the Method II NT result-
ing in a cloud in which only the filament has a noticeably high
effective column density. By construction, we require that the
effective column density is always less than the observed column
density. This is demonstrated in Figure 12, which shows the ratio
of the effective column density computed with Model I against
the observed column density. Figure 12 shows that in the diffuse
regions, it limits to a fraction of the observed column density,
while in the dense regions it approaches the observed column
density since the attenuating column density is dominated by the
gravitational factor. The significant difference in the diffuse gas

between the effective and the observed column densities comes
about because the effective column density is the attenuating col-
umn density from the gravitational component out to the cloud
boundary and this component (the blue box in Figure 1), may
be randomly anywhere along the line of sight. Further, since the
turbulence component dominates here, for Method I, the max-
imal value then be half the turbulence column density, further
reduced by the random depth factor, R in Equation (8).

Finally, Figure 11 shows the bivariate distributions of nT and
nJ for the two subregions indicated in Figure 6 from Method III.
Due to the definition that Nobs = NT + NJ the distribution is
highly correlated. Zone 1 is centered around a high-density knot
within the filament complex while Zone 2 is situated within the
more diffuse region. This is reflected in the bivariate distribu-
tions: while both have similar ranges for nT , Zone 1 has a higher
overall nJ than Zone 2 by nearly an order of magnitude. Fur-
ther, the lower column density environment traced by Zone 2
leads to a significant tail in the distribution toward low grav-
itaitonal masses, such that nJ < nT along lines of sight. The
bivariates in Figure 11 also demonstrate where Methods I and
II are most sensitive: Method I traces the peak of the bivariate
distribution, while Method II is tracing the high nT boundary
edge of the bivariate distribution. Compared to the results using
Method I and Method II, the bivariate distribution provides the
complete information of the probable turbulent and gravitational
densities along the line of sight rather than characteristic values
for each component. The bivariate could be utilized to generate
line emmissities or probability distributions of important phys-
ical quantities, such as the free-fall time, for each pixel in a
column density map, rather than a singular value. The benefit of
this is a more comprehensive exploration of a range of physics
or chemistry, and will be investigated in future work. However,
there is a significant memory overhead for storing the underlying
samples.

3.2.2. Polaris Flare

The Polaris Flare is a high-latitude diffuse cloud. The Polaris
Flare exhibits little to no signs of ongoing star formation, with
5 possible bound prestellar cores found by André et al. (2010);
Ward-Thompson et al. (2010), and is characterized by incredibly
diffuse gaseous structure and striations. The distance to Polaris
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Fig. 9. Derived gravitational density for Taurus using Method I (left) and Method II (right).

was once highly debated, with distances between 100 and 400 pc
argued (see Schlafly et al. 2014), but new results using Gaia data
put the distance more firmly around 340–360 pc (Zucker et al.
2020). Further, it has been argued that magnetic field thread-
ing the cloud is dynamically important (Panopoulou et al. 2016;
Skalidis et al. 2023). Figure 13 shows the N-PDF for Polaris and
the utilized log-normal turbulent distribution. The distribution
is peaked at a much lower column density than Taurus with a
thinner log-normal Gaussian. Since there is no measured cloud
thickness, we assume a thickness of 2.5 pc, similar to other quies-
cent or low-mass star-forming regions (Qian et al. 2015; Zucker
et al. 2021). We assume a gas temperature of 15 Kelvins, and
the resulting fit Mach number of Ms = 1.55 results in a turbulent
velocity dispersion of approximately 0.46 km s−1 and a transition
density, ntr ≈ 1750 cm−3.

The differences between Method I and II nT are similar to
that of Taurus. Figure A.1 shows that for turbulent density, the
Method I nT plateaus to approximately nT ≈ 60 cm−3 while
for Method II the turbulent density can exceed 200 cm−3. The
gravitational densities, shown in Figure A.2, are two orders of
magnitude lower than that of Taurus, and the Method II value
of nJ primarily highlights the feature dubbed the “saxophone”
(Schneider et al. 2013). Further, Figure A.3 shows that the effec-
tive column densities are primarily Neff < 1021 cm−2, resulting
in extinctions less than unity. These results agree with the fact
that the Polaris Flare is a diffuse cloud, although still molecular.

Figure A.4 shows the Method III bivariate distributions of
nT and nJ for the two subregions indicated in Figure 6. Zone 1 is
centered within the saxophone and Zone 2 is within a more dif-
fuse region. These regions exhibit similar bivariate distributions,
with only a factor of a few difference in the peak values of nJ . For
Zone 1, the distribution peaks around log nT = 1.65 and log nJ =
2.0, while for Zone 2, the distribution peaks around log nT = 1.6
and log nJ = 1.8. The similarity of these bivariates is primarily
because Polaris Flare, even in the more dense regions, is still pri-
marily a diffuse cloud dominated by the turbulent envelope, with
the peak nJ in the map only slightly exceeding 1000 cm−3, two
orders of magnitude lower than Taurus.

3.3. Use case: carbon cycle emission predictions for Taurus

As an example use case for the model results, we use the
above densities and the effective column density to produce syn-
thetic emission maps for important Carbon cycle lines [C II]
(1900 GHz), [C I] (492 GHz) and CO (J = 1–0) (115 GHz). The
line brightness temperatures are derived from photo-dissociation
region models using the code 3D-PDR1 (Bisbas et al. 2012). We
used a reduced network, a subset of the UMIST 2012 gas-phase
chemical network (McElroy et al. 2013) which has 33 species

1 https://uclchem.github.io/3dpdr/
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Fig. 10. Derived effective column densities for Taurus using Method I (left) and Method II (right) of the turbulent column density distribution
along each line of sight.
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and 330 reactions with standard ISM abundances at solar metal-
licity (Röllig et al. 2007). 3D-PDR solves for the thermal balance
and level populations of key coolants and evolves the chemi-
cal evolution to steady state. The models consist of a grid of
extinctions, from 0 ≤ AV ≤ 25 and hydrogen nuclei number
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Fig. 13. Same as Figure 7 but for Polaris.
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Fig. 14. Method I (top) and Method II (bottom) synthetic emission maps of the brightness temperature of [C II] 1900 GHz (left), [C I] 492 GHz,
and CO (J = 1–0) 115 GHz emission.

densities, 1 ≤ nH ≤ 106, irradiated with a far-ultraviolet field
of the strength of 1 Draine field (Draine 1978) and a total H2
cosmic-ray ionization rate of 10−16 s−1 (Neufeld & Wolfire 2017).
The brightness temperatures were previously used in Bisbas et al.
(2019) (see for details). These models are not meant to repre-
sent a sophisticated three-dimensional treatment of the cloud but
instead can be utilized to rapidly estimate the brightness temper-
ature of specific lines throughout the region. Synthetic emission
maps derived through interpolating across grids of astrochem-
ical models using the estimated density and effective column
density will be very useful for interpreting observations and for
predicting line fluxes for future observations.

Figure 14 shows the synthetic emission for [C II], [C I], and
CO (J = 1–0) across the entire map for Method I (top) and
Method II (bottom). To produce the final maps, the grid of
brightness temperatures was interpolated for the pixel’s values
of (nJ , Neff). Further, since emission is expected even from dif-
fuse regions, we added a component with an effective column
density equivalent to the average turbulent column density inter-
polated for the pixel’s values of (nT , < NT >). The emission
shows the behavior broadly expected from one-dimensional PDR
slabs, namely that the [C II] is dominant in the diffuse regions
but greatly reduced toward the dense filament, [C I] is focused on
the boundaries, while CO is primarily in the dense gas. The pre-
dicted Method II CO emission is more concentrated compared
to the observed CO (J=1–0) map of Narayanan et al. (2008, see
Figure 5), but qualitatively matches the 13CO distribution. This
may indicate that the predicted Method II Neff in the diffuse
regions is underestimated, or that the radiation temperature cal-
culations are underpredicting the total line flux since this is not
a velocity-resolved calculation of the line emission.

Figure 15 shows a rendering of the synthetic emission maps
as RGB images, with the same scalings used for each method,
showing the different regions where the emission is dominating.

The RGB images more concretely demonstrate the differences
between the two methods. The lower effective column densities
throughout the region using Region II lead to a reduction in CO,
concentrating its emission tightly along the filament. The emis-
sion from [CI] and CO (J = 1–0) are more mixed in Method I
and distinct in Method II. In comparison to the 12CO and 13CO
emission from Narayanan et al. (2008), Method I better repro-
duces the morphology of the emission, and therefore is more
recommended for use with these types of astrochemical models.
Such predictions could be of great interest for planning future
observations, as long as regions have calculated total hydrogen
column densities. On 24 threads, the production of the three
maps took approximately 15 minutes, highlighting the utility
of this approach in rapidly producing large predicted maps of
emission.

3.4. Assumptions and limitations important for use

There are three key underlying assumptions of the model: (i) gas
temperature, (ii) cloud thickness, and (iii) the bulk properties of
the turbulence. While these are key assumptions that will have
an impact on the result, the speed of calculation and simplicity
of the models make understanding their role and impact easier.
In particular, the chosen transition density varies with the tem-
perature, through c2

s ; the cloud depth as L−2; and the sonic Mach
number as M4

s , which further depends on assumptions regarding
the physics underlying the N-PDF. However, there is little to pre-
vent a substitution for a different turbulent model of the N-PDF:
it is a free choice of the end user. In fact, any distribution func-
tion could be used for the turbulent component, since it must be
sampled with the prior that it must be less than the observed col-
umn density. For best performance and physical interpretability,
the chosen distribution function should match as close as pos-
sible the expected turbulent component. While we utilized the
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Fig. 15. RGB image of Taurus with [C II] (blue), [C I] (green), and
CO (J = 1–0) (red) for Method I (top) and Method II (bottom). The
different lines have been given slight weights to highlight morphological
differences.

Taurus fit from Burkhart & Lazarian (2012) to estimate M4
s , one

could instead use the isothermal magneto-hydrodynamic turbu-
lence (A = 0.11, b = 1/3) which was found to represent both
super- and sub-Alfvenic turbulence simulations in Burkhart &
Lazarian (2012).

In the models presented here, we have chosen to use a fixed
temperature of 15 K for all models. In reality, clouds are not
isothermal. The temperature impacts both the estimation of ntr
linearly with the gas temperature and the gravitational column
density as NJ ∝ T 1/2. Therefore, increasing the gas temperature
will physically inhibit fragmentation and gravitational collapse,
and hence increase the transition density, therefore reducing
the switch for intermediate densities, but also decreases the
gravitational density through the gravitational column density.
However, the description for the transition density would have
to adapted away from isothermal turbulence, since the Mach
number is kept constant throughout the cloud for the underly-
ing model. For a given observed column density and sampled

turbulent column density, ∆N ∝ T 1/2n1/2
H in the dense gas, and

thus for a given ∆N, an increase in T will lead to a decrease
in nH . These two factors will partially work against each other,
mitigating the impact, although the transition density scales lin-
early with temperature. Decreases in temperature will act in the
opposite manner, as gas can more easily fragment and collapse
gravitationally. There are different ways to alleviate the impact
of this assumption. First, a density-dependent empirical temper-
ature profile could be used. Second, the gas temperature could
be assumed to equal the dust temperature and dust temperature
maps constrained by observations could be used. Finally, the cal-
culation could be run for different constant temperatures to get a
range of possible densities.

The calculations used in our model also require an estimation
of the overall cloud depth. For some clouds, such as those in the
study of Zucker et al. (2021), this can be well estimated. For other
regions, best-guess cloud depths must be used, as is done in our
case for the Polaris Flare. There are two primary ways in which
the cloud depth will impact the results. First, because the transi-
tion density is dependent on L−2, assuming too large of a depth
will decrease the transition density, and lead to more dense gas,
since the criterion nH > ntr will be met at lower density, turning
on the switch at lower densities. Second, the estimated densities
are computed from the two column density components, with the
turbulent cloud density scaling as L−1. Therefore, a larger cloud
depth will result in both a lower turbulent density and a higher
gravitational density, and the opposite for a smaller cloud depth.
However, the speed at which these models can be run allows for
a range of cloud depths to be tested.

Finally, it is worth considering the limits of when this method
is best used. The method requires a high-fidelity estimation of
the hydrogen nuclei column density. Whatever errors or biases
exist in such a column density map will propagate to the esti-
mated number densities. The underlying method also assumes
that each line of sight can be decomposed into a turbulent and
gravitational component. This breaks down if there are many
bound structures along the line of sight or if additional processes
are becoming dominant such as the magnetic field and radia-
tion pressure or feedback processes. We recommend the use of
this method primarily for younger molecular clouds before the
dynamics become dominated by feedback processes.

The strength of the model, despite the underlying assump-
tions and limitations, is the speed of its use and the interpretabil-
ity of the final estimated number densities. The simplicity of the
model means that these biases can be better understood and that
the decomposed number densities or column densities can be
interpreted from a physics-forward viewpoint.

4. Discussion and conclusions
We presented here a novel method to estimate number density
in GMCs from observed column density maps. The method is
based on a simple physical model of decomposing the turbulent
and gravitational components of the gas along the line of sight
using assumptions of the properties of the turbulence within the
molecular cloud. The method is applied to two molecular cloud
regions, Taurus and the Polaris Flare, and compared against a
simulation from the STARFORGE suite. The method produces
reasonable results for the turbulent and gravitational densities,
with the former typically tracing the diffuse envelope and the
latter the denser structures along each line of sight. Further, the
model can predict an effective attenuating column density which
can be used for astrochemical modeling. By comparing the pre-
dicted values with a simulated molecular cloud, we find that the
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turbulent density effectively traces the volume-weighted aver-
age density and the gravitational density is correlated with the
mass-weighted average density. For detailed statistical model-
ing, Method III can be used to produce probability distributions
of these two different density components and effective column
densities which will enable a statistical modeling of molecular
line and dust continuum emission for selected regions.

The underlying physical method is simple, requiring prop-
erties of the turbulence measured from the observed N-PDF
and assumptions of the nature of the turbulence. The method
thus ignores the impact of magnetic fields, which can play an
important role in the dynamics of molecular clouds (see for
instance Skalidis et al. 2023 for the Polaris Flare). However,
one could approximate these effects by changing the model for
the turbulence that is assumed in the estimation of the turbu-
lent column density. Further, the method requires an estimation
of cloud thicknesses. However, with the launch of Gaia, this
is becoming more feasible with robust three-dimensional cloud
maps (Leike & Enßlin 2019; Leike et al. 2020; Zucker et al.
2021; Dharmawardena et al. 2022; Rezaei Kh. & Kainulainen
2022; Edenhofer et al. 2024; Rezaei et al. 2024). Finally, in
our initial estimations, we assumed the gas in the cloud was
isothermal. While this assumption makes the estimations more
straightforward, the method is general enough that along each
line of sight one could use an estimated gas temperature, such as
by assuming the gas and dust temperatures are equal, or using gas
temperatures derived using atomic and molecular line emission.
A final constraint is the ability to characterize the bulk turbu-
lence properties of the cloud via fitting a log-normal N-PDF to
the observed column densities, although the computed N-PDF
has potential biases due to lack of completeness at low column
densities, foreground and background gas, and noise (Alves et al.
2017; Körtgen et al. 2019).

The turbulent and gravitational densities we predicted are
in qualitative agreement both with the properties of the Polaris
Flare and Taurus. Further, we find a peak gas density in the
Taurus L1495/B213 filament of nJ ≈ 105 cm−3, which is in
agreement with previous estimations (Li & Goldsmith 2012; Xu
et al. 2023) when accounting for the difference in resolutions
used in the studies. We find that for the Polaris Flare, when using
the Method II turbulent-density density, the gravitational den-
sity primarily peaks within the saxophone feature, which is in
agreement with the idea that this feature is the main dense-gas
component (Skalidis et al. 2023), with much of the rest of the
density being enhanced in the turbulent component.

In conclusion, we have presented a novel method for esti-
mating the hydrogen-nuclei number density of GMCs by assum-
ing the gas along the line of sight can be decomposed into
a turbulence-dominated and gravitationally dominated compo-
nent. By utilizing the method in reverse, from the dense-gas
estimations we can further estimate effective attenuating col-
umn densities. Thus, from an observed column density map and
assumptions regarding the nature of the turbulence, we can esti-
mate the decomposition of the gas along the line of sight into
different components and the effective column density at the
native resolution of the observations. The method presented is
general, such that extensions for additional physics or relaxing
assumptions can be readily done. Importantly, our model enables
the use of data at the native resolution without the need to down-
sample, and the methods are intrinsically parallel. The method is
also embarrassingly parallel, allowing estimations across entire
cloud regions to be rapid enough to do parameter explorations.
We believe this method can be a useful and flexible tool for the
star formation and astrochemistry communities in estimating the

number density for understanding the dynamics and chemical
evolution of GMCs.

Data availability

We have created an example Jupyter notebook in a public GitHub
repository hosted at https://github.com/AstroBrandt/
GMCDensityEstimation, archived as https://doi.org/10.
5281/zenodo.14754248. using a low-resolution version of the
Taurus map which can be easily run on a laptop so potential users
of the model can explore the various parameters and methods.
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Grudić, M. Y., Guszejnov, D., Offner, S. S. R., et al. 2022, MNRAS, 512, 216
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Appendix A: Additional figures

This appendix contains the figures presenting the Model I and Model II results for the Polaris Flare.
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Fig. A.1: Same as Figure 8 but for Polaris.
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Fig. A.2: Same as Figure 9 but for Polaris.
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Fig. A.3: Same as Figure 10 but for Polaris.
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Fig. A.4: Same as Figure 11 but for Polaris.
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