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Phase noise estimation in OFDM systems
Björn Gävert, Mikael Coldrey and Thomas Eriksson Member, IEEE

Abstract—In this paper, we present a comprehensive founda-
tion for the theory and practice of pilot-based carrier phase
synchronization of OFDM symbols in the presence of phase noise.
The system covers phase noise added in both the transmitter and
receiver together with a frequency-selective channel. A novel, low-
complexity, phase noise estimation method is presented, and we
show that it is close to optimal over a wide dynamic range of
phase noise. Additionally, a method for approximating the phase
noise over the OFDM symbol using principal component analysis
is proposed, where the number of parameters to estimate can be
significantly reduced with minimal impact on performance.

Index Terms—Wireless communication, OFDM, carrier syn-
chronization, phase noise estimation, frequency domain pilots.

I. INTRODUCTION

CARRIER phase noise is a well-known, quite often dom-
inating, problem in wireless and optical communication

systems. The growing demand for high capacity typically
drives the need for improved spectral efficiency, which drives
system sensitivity and associated requirements. Moreover,
with the recent interest in radio systems operating at higher
carrier frequencies, still maintaining high spectral efficiency,
the design of oscillators has become more challenging since
the phase noise typically gets worse as the frequency increases.
Synchronization aspects is an implementation challenge of
beyond-5G and 6G communication [1]. Hence, the phase noise
requirements are continuously increasing and methods for
estimating and suppressing the effects of phase noise are of
high importance.

The phase noise residue, or phase noise degradation, can be
reduced by either utilizing better performing oscillators or by
implementing better performing phase estimation algorithms.
Improved oscillator performance typically leads to higher
power consumption and increased cost (e.g., more complex
hardware) as indicated in [2], and better performing phase
noise estimation algorithms quite often lead to increased
complexity and, in many cases, to increased system delay.
Hence, the balance between the complexity aspects of the
system and reasonable degradation of the system performance
must often be treated with great consideration.

Orthogonal frequency division multiplexing (OFDM) is a
popular method for designing signals in wireless systems
intended for dispersive channel conditions, and is therefore
successfully used in e.g., 4G/5G and Wi-Fi systems. However,
the OFDM signal is sensitive to non-linear distortion and
carrier phase noise. The phase noise introduces phase rotation
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on each OFDM subcarrier, or a common phase error (CPE),
and a crosstalk between the OFDM subcarriers, or intercarrier
interference (ICI). The ICI comes from the fact that the
phase noise rotates the time domain version of the OFDM
signal, while the information is mapped in the frequency
domain representation. It is well known that a time domain
multiplication becomes a convolution in the frequency domain,
see, for example, [3, Section 6.3]. Hence, the Fourier transform
of the phase noise convolves with the frequency domain
representation of the OFDM signal (or filters the OFDM signal
in the frequency domain).

Estimation of phase noise in wireless and optical OFDM
systems has been thoroughly studied. Even though empirical
methods are proposed, the phase noise estimation commonly
utilizes hard (or soft) decisions of the payload, often in
an iterative manner. A method using payload decisions is
typically referred to as a decision directed method. For
reducing problems related to decision errors (for example,
error propagation), pilot symbols, e.g., known symbols can
be mapped on certain known subcarriers. The pilots are often
combined with unreliable symbol decisions when performing
phase estimation. A time domain phase locked loop (PLL)
approach is presented in [4], and a quasi-pilot-assisted system
is proposed in [5]. A blind phase estimator is presented in [6].
A pilot-based CPE estimator, which is enhanced by decision
directed iterations, is analyzed in [7]. An iterative decision
directed approach to estimate the minimum mean square error
(MMSE), modeling phase noise using a power series basis,
is proposed in [8]. MMSE estimation of phase noise using
a subset of the discrete Fourier transform (DFT) base (for
reducing complexity) and decisions after a channel decoder
is analyzed in [9], and similar approaches can be seen in
[10] and [11]. An iterative, decision directed, phase noise and
channel estimation utilizing the geometrical properties of the
phase noise is presented in [12]. Few publications consider
phase noise in both the transmitter and receiver, however, an
interesting joint estimation of transmitter and receiver phase
noise has been analyzed in [13]. By linearizing the frequency
domain expressions, an approximate linear system is proposed,
and the phase noise is estimated using MMSE with decisions
using a channel decoder.

Since decision directed methods in general suffer from high
complexity and error propagation, pilot-based phase noise
estimation has also been studied in literature. Frequency-
consecutive pilots for performing pilot-based phase estimation
on a wider bandwidth have been proposed in many papers,
e.g., [14] and [15]. An interesting system is studied in [16],
which uses frames of OFDM symbols, forming a packet.
The first OFDM symbol, containing only pilots, is used to
estimate the channel in the presence of phase noise. The phase
noise estimation of the following, payload dominated, OFDM
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symbols is then based on forming piece-wise continuous func-
tions using pilot-based CPE estimates of consecutive OFDM
symbols (interpolation). A phase noise estimation method
using scattered pilots is proposed in [17], where phase noise
modeled using the discrete cosine transform (DCT) base is
compared with a DFT base modeling, and estimation is based
on least squares (LS) minimizing the error of the pilots with
respect to the phase noise. A powerful method for estimating
very strong phase noise using scattered pilots is presented in
[18]. As in [12], the method approximates the phase noise in
the frequency domain using a geometry-preserving model. The
estimation is performed using constrained LS and performance
is claimed to be optimal. However, due to the constraints, the
method becomes complex. In addition, a normalized LS (NLS)
is proposed. The complexity is significantly reduced, however,
so is also the performance.

In this paper, we extend the studies to complement earlier
work on phase estimation based on a small number of pilots in
OFDM systems affected by phase noise. Major contributions
can be summarized as:

1) A novel method, with significantly lower complexity
than other comparable methods in literature, is pre-
sented, which, under realistic conditions, is close to
optimal in an MMSE sense when estimating phase noise
in OFDM systems using distributed pilots allocated in
the frequency domain. A complexity reducing method
is proposed, which approximates the phase noise using
principal component analysis (PCA), where the number
of estimated parameters can be significantly reduced
with minor impact on accuracy of the estimated phase
noise.

2) We demonstrate the importance of utilizing phase noise
statistics when estimating the phase noise of an OFDM
system using only a small number of distributed pilots.

3) We present the optimal and rate-maximizing number of
pilots as a function of phase noise level.

4) We analyze a realistic system with phase noise both in
the transmitter and receiver and a Rayleigh block fading
channel, and present a joint estimation of all phase noise.
We, furthermore, demonstrate that the system can be
well approximated as a system with receiver-only phase
noise if the channel and the phase noise fulfill certain
conditions.

II. NOTATION

This section contains a description of the notation used in
this paper.

Scalar variables are denoted with lowercase letters, e.g., the
scalar complex rotation eiϕ. Vectors are denoted with bold
lowercase letters, e.g., the signal vector x. If not explicitly
stated in the text, the length of a vector is N , i.e. the length of
an OFDM symbol. Matrices are denoted with bold uppercase
letters, e.g., the Fourier transform matrix F . If not explicitly
stated in the text, the size of a matrix is N ×N .

Vectors and matrices are either random or deterministic, and
no special notation is used for either type. Instead, the text
related to each equation clearly defines whether a variable is
deterministic or random.
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Fig. 1. OFDM system with phase noise in the transmitter and receiver.

III. SYSTEM DESCRIPTION

This section contains a general description of the system,
the phase noise modeling aspects related to the system and the
channel model.

A. System model

An OFDM system, visualized in Figure 1, transmitting an
OFDM symbol of length N over a noisy channel with memory
affected by phase noise is considered. The transmitted signal
vector consists of elements, xn, which is a set of independent
QAM symbols of power σ2

x with a uniform distribution.
Among the QAM symbols, there is also a sparse amount of
known pilot symbols of power σ2

x at known locations in the
frequency domain, where the number of pilots Npilot ≪ N . A
cyclic prefix (CP) is appended to the transmitted time domain
signal, where the length of the CP corresponds to the memory
of the channel. The phase noise at the transmitter is ϕTx

n ,
and the phase noise at the receiver is ϕRx

n , both represented
as phasors, eiϕ

Tx
n and eiϕ

Rx
n , which phase rotates the signal

in the transmitter and receiver. The AWGN, w′
n, is white

and CN (0, 1/Nσ2
w), and independent of the QAM symbols

and phase noise. The channel filtering is represented by h,
and models a Rayleigh block fading channel with an impulse
response which is in this paper truncated to 10% of the OFDM
symbol, i.e., the length of the CP is N/10. The complex
and normal distributed filter taps of h have a square average
amplitude that decays exponentially.

The received frequency domain signal, y in Figure 1, can
be described in matrix form, where the phase noise rotates
the time domain signal, i.e., an element-wise phase rotation
of the time domain samples of the signal in the transmitter
and receiver. Therefore, the received OFDM symbol can be
formulated in matrix form as

y = F eiΦRx

(
F -1HF eiΦTxF -1x+ e′ +w′

)
= F eiΦRx︸ ︷︷ ︸

time
domain

F -1HF eiΦTx︸︷︷︸
time

domain

F -1x+ e+w, (1)
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where the AWGN, w, is CN (0, σ2
wI). The matrix F is the

discrete Fourier transform (DFT) defined as

F =


1 1 · · · 1
1 e−i2π/N · · · e−i2π(N−1)/N

1 e−i2π2/N · · · e−i2π2(N−1)/N

...
...

. . .
...

1 e−i2π(N−1)/N · · · e−i2π(N−1)(N−1)/N

 . (2)

The matrix F -1 = 1/NF H, is the inverse discrete Fourier
transform (IDFT). Due to the CP, the cyclic filtering can
be modeled as a diagonal channel matrix, H = diag{Fh},
containing the DFT of the channel impulse response h, where
diag{a} is a diagonal matrix containing the vector a. In other
words, H contains the frequency domain channel gains for
each OFDM subcarrier. The model assumes that the average
channel gain is one (the mean square of the diagonal of
H is one), which corresponds to a transmit output power
control of the complete signal. The vector e, which is a
term that corrects for the modeling error related to the cyclic
filtering of the transmitter phase noise, is described further
down. The phase noise matrix, Φ, is diagonal and contains
the phase noise process vector variable, and eiΦ is defined as
a diagonal element-wise exponential resulting in appropriate
phasor matrices. The transmitter phase noise is independent
of the receiver phase noise, and both of them are independent
with the QAM symbols and the AWGN.

The cyclic prefix correction term, e, is included to achieve
a correct matrix model that corresponds to Figure 1. The
correction term, e, can be modeled using a diagonal N ×N
matrix D, where the diagonal is 0 for the non-prefix data and
1 for the prefix data. Hence, the data used for the CP is the
nonzero last part of the length N vector DF -1x. The cyclic
filtering modeling error related to the transmitter phase noise
can be formulated as

e = −F eiΦRx (I −D)F -1HFDeiΦTxF -1x

+ F eiΦRx (I −D)F -1HFDeiΦ̃TxF -1x

= F eiΦRx (I −D)F -1HFD
(
eiΦ̃Tx − eiΦTx

)
F -1x, (3)

where the phase noise matrix Φ̃Tx is the transmitter phase
noise from the previous N time domain samples including
the CP. This formulation can be derived directly by analyzing
the effects of the cyclic filtering. It can be understood as
removing the cyclic part related to the transmitter phase noise1

of the current symbol, and replacing it with the corresponding
part of the actual CP with the correct phase noise. In reality,
the error related to e is often insignificant and will only
affect performance for extreme transmitter phase noise in a
combination with very selective channels.

B. Channel

The modeling assumes that the frequency domain channel,
H , is known with some statistical uncertainty, or channel
estimation error. The OFDM symbols are often organized in

1The part of the OFDM symbol which is used for creating a CP does not
have the same phase noise as the actual CP.

frames, consisting of several OFDM symbols grouped together
in time, where an initial OFDM symbol contains a substantial
amount of pilots (known QAM symbols) to estimate the chan-
nel in the presence of phase noise and other distortion, see,
for example, [16]. The following OFDM symbols in a frame
contain significantly less pilots and, instead, more payload
in the form of unknown QAM symbols, and the channel
knowledge is utilized in the receiver under the assumption
that the channel state is constant over the frame. It is these
payload-dominated OFDM symbols, having a sparse amount
of pilots, that are considered in this paper.

The channel estimate is denoted

Ĥ = H +∆H , (4)

and the estimation error, ∆H , is a complex zero mean normal
distributed variable which is uncorrelated with the signal, the
AWGN and the phase noise. The diagonal covariance matrix
of the channel estimation error is

C∆H = σ2
∆HI. (5)

C. Phase noise

Both oscillator and phase noise modeling have been thor-
oughly studied in the literature. A simple and often valid model
is the Wiener process, which captures the basic and important
properties of phase noise, i.e., a Gaussian random process with
linearly time-increasing variance [19]. The modeling of the
Wiener process as a discrete time process is analyzed in [20],
as phase noise in reality is a continuous time process. The
Wiener process has, due to its inherent simplicity, often been
used in different theoretical phase noise studies. Also in this
paper, the time-discrete Wiener process will be used to model
transmitter and receiver phase noise. Hence, the phase noise
is formulated as

ϕn = ϕn−1 +∆n, (6)

where the innovation of the transmitter phase noise is white
and N (0, σ2

∆Tx), and the innovation of receiver phase noise is
white and N (0, σ2

∆Rx). Over a batch of N phase noise samples,
the start phase, ϕ0, of the transmitter and receiver is uniform2

[0 2π].
The two phase noise matrices in (1), ΦTx and ΦRx, can

be separated into four different random parts; a zero average
transmitter phase noise, ΘTx, with corresponding random
average, ϕ̄Tx, and a zero average receiver phase noise, ΘRx,
with corresponding random average ϕ̄Rx. Since the start phase
of the phase noise process vectors, ϕ0, is uniform [0 2π],

2The first OFDM symbol in a frame, Section III-B, will have a uniform start
phase due to a new realization of the channel. From a theoretical perspective,
the phase estimation could utilize the last estimated phase of the previous
OFDM symbols within a frame. However, this is not considered as the possible
improvement is small for moderate to high phase noise levels.
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TABLE I
VISUALIZATION OF THE DIFFERENT STEPS WHEN FORMULATING THE

ESTIMATOR.

- Step 1: Taylor expand phasor matrices

eiΘ =
∑∞

k=0
(iΘ)k

k!

- Step 2: Formulate phase noise as vectors
iFΘRxF

-1Hx = iF diag{θRx}F -1Hx = iF diag{F -1Hx}θRx

- Step 3: Resolve rank deficiency due to the unknown payload
xn → x̂n

- Step 4: Resolve phase offset ambiguity
θTx
n , θRx

n → θTx
n , θTx

n + θRx
n

- Step 5: Formulate estimator

êiθ̄, θ̂
Tx
, θ̂

Rx

the average phase, ϕ̄ mod 2π = 1/N
∑N

k ϕk mod 2π, is
uniform [0 2π]. Therefore, (1) can be formulated as

y = F eiϕ̄
Rx
e−iϕ̄Rx

eiΦRxF -1

×HF eiϕ̄
Tx
e−iϕ̄Tx

eiΦTxF -1x+ e+w

= eiϕ̄
Rx
eiϕ̄

Tx︸ ︷︷ ︸
eiθ̄

F e−iϕ̄Rx
eiΦRx︸ ︷︷ ︸

eiΘRx

F -1

×HF e−iϕ̄Tx
eiΦTx︸ ︷︷ ︸

eiΘTx

F -1x+ e+w

= eiθ̄︸︷︷︸
CPE

F eiΘRxF -1HF eiΘTxF -1x+ e+w. (7)

The two random averages, ϕ̄Tx + ϕ̄Rx, have been combined
into a common CPE phasor, eiθ̄, where θ̄ mod 2π is uniform
[0 2π]. The resulting model, (7), will show important when
formulating an estimator.

The covariance matrices of the CPE-normalized phase
noise, CTx

θ and CRx
θ are derived in Appendix A, where the

diagonals of ΘTx and ΘRx are θTx and θRx in vector form.
The elements of Cθ are

Cθ,k,l = max(l, k)σ2
∆ + σ2

∆

l2 − l(2N + 1)

2N

+ σ2
∆

k2 − k(2N + 1)

2N
+ σ2

∆

2N2 + 3N + 1

6N
. (8)

To reduce complexity, an approximation of the phase noise
is presented in Appendix B. Similar to PCA, see, for example,
[21], the phase noise can be approximated as

θ ≈ Uk
θ θ̃k, (9)

where the N × k matrix Uk
θ contains the k singular vectors

corresponding to the k strongest singular values of Cθ and
θ̃k corresponds to k phase noise parameters. The covariance
matrix of θ̃k can be formulated as

C θ̃ = UkT
θ CθU

k
θ , (10)

which is a k × k diagonal matrix.

IV. PILOT-BASED PHASE NOISE ESTIMATION

This section contains a complete analysis and the modeling
aspects to find an MMSE estimate of the phase noise in

the system model, (7). A reformulation of the system model
is presented in Section IV-A, a solution to rank deficiency
related to sparse known pilots embedded in random payload
is proposed in Section IV-B, and the estimator is presented
in Section IV-C. The different steps used in formulating the
estimator are visualized in Table I, and the corresponding steps
are marked with bold font in the text.

The intention is to formulate a close to optimal estimator
of the phase noise processes in (7), based on a small number
of known pilot symbols without requirements on how they are
allocated within the OFDM symbol. For configurations with
few pilots, it is important that the estimator utilizes the known
statistics of the phase noise, and the known statistics of the
AWGN and other noise sources. This normally boils down to
formulating the minimum mean square error (MMSE) estimate
of the phase noise.

A. System model reformulation

In this section, a system model reformulation is derived for
finding a close-to-optimal pilot-based phase estimator using
standard textbook MMSE estimators. By reformulating (7),
estimation of the phase can be made simpler.

Step 1: Looking at (7), the received input signal is a
nonlinear function of the phase noise. Optimal estimation is
a complicated nonlinear problem, and the resulting estimator
will be of high complexity. Instead, it is of interest to formulate
a less complex linear estimator, which is close to optimal. A
close to optimal linear estimator can be formulated by several
reformulations of (7). As a first step, the phasors are Taylor
expanded, resulting in

y = eiθ̄F

( ∞∑
k=0

(iΘRx)
k

k!

)
︸ ︷︷ ︸

eiΘRx

× F -1HF

( ∞∑
k=0

(iΘTx)
k

k!

)
︸ ︷︷ ︸

eiΘTx

F -1x+ e+w

= eiθ̄F

(
I +

∞∑
k=1

(iΘRx)
k

k!

)
F -1HF

×
(
I +

∞∑
k=1

(iΘTx)
k

k!

)
F -1x+ e+w, (11)

where the zero order terms have been separated from the sums.
After multiplication, the resulting phase noise degraded signal
part contains four terms. Separating also the first element of
the sum from the two terms containing a single sum, the higher
order terms of the Taylor expansion can be collected in a single
vector n, and (11) can be formulated as

y = eiθ̄Hx+ ieiθ̄FΘRxF
-1Hx+ ieiθ̄HFΘTxF

-1x

+ n+ e+w, (12)
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where

n = eiθ̄F

∞∑
k=2

(iΘRx)
k

k!
F−1Hx

+ eiθ̄HF

∞∑
k=2

(iΘTx)
k

k!
F−1x

+ eiθ̄F

∞∑
k=1

(iΘRx)
k

k!
F−1HF

∞∑
k=1

(iΘTx)
k

k!
F−1x. (13)

It should be noted that (12) can be seen as linear with
respect to the CPE phasor, eiθ̄, and a rotated, complex,
CPE-normalized phase noise, ieiθ̄ΘTx and ieiθ̄ΘRx, and the
nonlinear phase noise part is captured by n. The linear form
is an important step in order to formulate a linear MMSE
estimator, see, for example, [22, Eq. 12.26].

The phase noise is normally not allowed to be a completely
dominating source of degradation in many systems. For exam-
ple, wireless access systems designed for transporting QAM
symbols with high orders of modulation. The linear form of
(12) is valid as long as the covariance of n is small enough,
i.e., the phase noise is small enough. Numerical evaluation of
(13) shows that the induced norm of the covariance matrix of
n (since the covariance matrix is N × N , this corresponds
to the highest eigenvalue) is insignificant compared to the
corresponding norm of the AWGN covariance matrix for low
to moderate phase noise levels at high SNR. Furthermore, the
impact of n is analyzed in Section VI.

Step 2: For cases where diagonal matrices multiply vectors,
the diagonal of the diagonal matrix can be exchanged with
the following vector, i.e., diag{a}b = diag{b}a. In order to
have the unknown phase noise as vectors on the right side in
the corresponding terms of (12), the diagonal of the diagonal
phase noise matrices, ΘTx and ΘRx, can be exchanged with
the following vectors, for example,

iFΘRxF
-1Hx = iF diag{θRx}F -1Hx

= iF diag{F -1Hx}︸ ︷︷ ︸
RHx

θRx

= iFRHxθRx. (14)

Here RHx is diagonal and contains the time domain signal
F -1Hx, and the vector θRx is the diagonal of ΘRx. The term
iHFΘTxF

-1x can be reformulated in a similar manner as
iHFRxθTx, where Rx is diagonal and contains the time
domain signal F -1x. Therefore, (12) can be written as

y = eiθ̄Hx+ ieiθ̄ (FRHx HFRx)

(
θRx
θTx

)
+ n+ e+w, (15)

where the transmitter and receiver phase noise have been
collected in one vector of length 2N .

Estimating the phase noise in (15) is not straightforward
since RHx and Rx mostly contain unknown payload symbols.
The problem relates to the fact that the deterministic pilot part
of RHx and Rx is rank deficient, with a rank Npilot ≪ N . A
popular approach to handle the unknown payload is to estimate
the phase noise using a decision directed method, either with

or without including a channel code, see, for example, [9].
This typically comes with significant complexity and problems
with error propagation. Pilot-based MMSE estimates of the
phase noise over a larger bandwidth have been demonstrated.
However, only for systems where the pilots are adjacent in
frequency3, see, for example, [14]. As shown in [17], the
phase noise can also be estimated with LS, minimizing a cost
function based on distributed pilots with respect to the phase
noise, but with a significant performance penalty since the
phase noise statistics are omitted.

B. Solving rank deficiency

This section presents a method for treating the random
payload part in the matrices RHx and Rx in (15), which
allows for any allocation of pilots within the OFDM symbol,
scattered or consecutive, used for estimating the phase noise.

Step 3: To handle aspects related to the multiplication of
the unknown phase noise and the random payload in (15),
estimates of the random matrices RHx and Rx are introduced.
This is solved here by using an estimate (described below) of
the entire pilot/data vector x, denoted x̂, resulting in RHx̂ and
Rx̂. Hence, by adding and subtracting the estimated parts, (15)
can be formulated as

y = eiθ̄Hx+ ieiθ̄ (FRHx HFRx)

(
θRx
θTx

)
+ ieiθ̄ (F (RHx̂ −RHx̂) HF (Rx̂ −Rx̂))

(
θRx
θTx

)
+ n+ e+w

= eiθ̄Hx+ ieiθ̄
(
FRHx̂ HFRx̂

)(θRx
θTx

)
+ ieiθ̄

(
F (RHx −RHx̂) HF (Rx −Rx̂)

)(θRx
θTx

)
︸ ︷︷ ︸

r

+ n+ e+w.
(16)

When introducing the known full-rank matrices, RHx̂ and Rx̂,
in (16), the phase noise is mapped without losing any degrees
of freedom, but an error, r, appears as a consequence. It should
be noted that the reformulated model, (16), and the original
model, (7), are equal.

Since the phase noise has been left unfiltered (transformed
without losing degrees of freedom), the distribution of pilots
becomes irrelevant using (16). The estimation of the CPE
phasor, eiθ̄, θTx and θRx can be performed using any rows,
or equations, of (16). However, since most frequencies of the
received signal, y, are completely dominated by the unknown
payload, only the pilot frequencies can essentially be used. An
Npilot ×N matrix, T , is introduced to map the N dimensional
vectors to the pilot space, i.e., Tx will result in a vector

3The phase noise of the received OFDM signal is the convolution of the
Fourier transform of the phase noise and the payload/pilot symbols. If the
pilots are not adjacent, most of the phase noise will drown in the payload.
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of length Npilot containing only pilots, xpilot. From (16), the
resulting pilot-space observations become

ypilot ≜ Ty

= eiθ̄THx+ ieiθ̄T (FRHx̂ HFRx̂)

(
θRx
θTx

)
+ Tn+ Tr + Te+ Tw, (17)

where the subscript pilot indicates that only the pilot frequen-
cies are included.

Noting that the phase noise, θTx and θRx, and the AWGN
have zero mean in (15), it is straightforward to form an
estimate x̂ from the received signal, y, as

eiθ̄x̂ = Ĥ
-1
y, (18)

using the channel estimate (4). Since E[Ĥ
-1
y|x, eiθ̄] = eiθ̄x+

H−1E[n|x, eiθ̄] ≈ eiθ̄x, it is approximately an unbiased
estimate as long as the higher even order Taylor expansion
terms in (13) are small. It is possible to replace the estimated
(rotated) pilots, which are a part of eiθ̄x̂ in (18), with the cor-
responding known pilots, but this requires a separate estimate
of eiθ̄ since it is unknown. Instead, the received signal y, as
in (18), is used as part of a phase noise estimate.

Using the reformulated model, (17), a pilot-based MMSE
estimator can be formulated to estimate the phase noise. Such
an MMSE estimator will rely on an estimate x̂, the statistics of
the modeling error r+n, the statistics of w, and the statistics
of the phase noise, (8).

C. Phase noise estimation

In this section, an MMSE estimator of the phase noise in
(17) is presented using the proposed transmit symbol esti-
mates, (18), and the estimated channel, (4). A reformulation
of the phase noise parameters is also introduced to avoid the
estimation ambiguity related to having phase noise in both the
transmitter and receiver. The reformulation also reveals that
the complete phase noise of the system can be approximated
as receiver-only if the phase noise is not too dominant and
the channel conditions are favorable, i.e., channel is not too
”selective”.

The observed pilot positions of the received signal, (17), can
be formulated using the proposed estimate of the transmitted
symbols, (18), resulting in

ypilot = eiθ̄THx+ T
(
FRy HFRĤ -1y

)(
θRx
θTx

)
+ Tn+ Tr + Te+ Tw. (19)

Introducing also the channel estimate, (4), gives

ypilot = eiθ̄T (Ĥ −∆H)x

+ T
(
FRy (Ĥ −∆H)FRĤ -1y

)(
θRx
θTx

)
+ Tn+ Tr + Te+ Tw

= eiθ̄TĤx+ iT
(
FRy ĤFRĤ -1y

)(
θRx
θTx

)
+ T

(
r + n−∆H

(
x+ FRĤ -1yθTx

)
+ e+w

)
︸ ︷︷ ︸

wtot

,

(20)
and a noise vector wtot is introduced to obtain a more compact
formulation.

Step 4: From equation (7), it is evident that any constant
phase rotation of the receiver can be canceled by the corre-
sponding inverse rotation of the transmitter. To illustrate the
phase offset ambiguity, (20) can be formulated as

ypilot = eiθ̄TĤx+ iTFRy (θRx + δ1)︸ ︷︷ ︸
αRx

+ iTĤFRĤ -1y

(
θTx − δ

(
ĤFRĤ -1y

)−1

FRy1

)
︸ ︷︷ ︸

αTx

+ Twtot
(21)

In this illustrative example, an offset δ has been added to the
receiver phase noise and subtracted as part of the transmitter
phase noise. Hence, for some given realization of the phase
noise, there will be an infinite number of possible estimates4.
Since αTx +αRx corresponds to θTx + θRx, any offset uncer-
tainty is canceled in the sum of the transmitter and receiver
phase noises. To avoid ambiguity, (20) can be formulated as

ypilot = eiθ̄TĤx+ iTFRyθRx

+ iTFRy (θTx − θTx)

+ iTĤFRĤ -1yθTx + Twtot

= eiθ̄TĤx+ iTFRy(θRx + θTx︸ ︷︷ ︸
θTx+Rx

)

+ iT
(
ĤFRĤ -1y − FRy

)
θTx︸ ︷︷ ︸

ϵTx

+Twtot, (22)

which represents the phase noise as the sum of the transmitter
and receiver phase noise, or system phase noise, θTx+Rx, and
a residual transmitter phase noise θTx.

By looking at (22), it can be understood that the part denoted
ϵTx becomes 0 if Ĥ = I . Thus, if the channel is not ”too selec-
tive” and the phase noise is not too dominant, the total phase
noise of the system can be approximated as a receiver-only
phase noise. In other words, if the covariance of ϵTx is small
compared to the noise floor, i.e., E[ϵH

TxϵTx] ≪ E[wH
totwtot],

then (22) can be approximated as

ypilot ≈ eiθ̄TĤx+ iTFRyθTx+Rx + Twtot. (23)

4Note that FRy1 = ĤFF−1Ĥ
−1

y = (ĤFRĤ-1y)1.
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On the contrary, if this condition is not true, the phase noise
must be modeled according to (22).

Step 5: Equation (22) is linear with respect to all unknown
parameters, where the CPE phasor is the only complex param-
eter. However, it can be expressed using Cartesian representa-
tion, resulting in

ypilot =
(
cos(θ̄)︸ ︷︷ ︸

α

+i sin(θ̄︸ ︷︷ ︸
β

)
)
TĤx+ iTFRyθTx+Rx

+ iT
(
ĤFRĤ -1y − FRy

)
θTx + Twtot

= M


α
β

θTx+Rx
θTx


︸ ︷︷ ︸

θtot

+Twtot, (24)

where

M = T
(
Ĥx iĤx FRy ĤFRĤ -1y − FRy

)
. (25)

A new vector, θtot, of length 2N+2 is introduced, collecting all
parameters, and an Npilot×(2N+2) matrix M is introduced to
obtain a more compact formulation. The covariance matrices
of θtot, Cθtot , and the different parts of the covariance matrix
related to wtot, Cwtot , are presented in Appendix C.

It should be noted that the first two columns of M are just
the known transmitted pilots transformed by the corresponding
estimated channel matrix gains. The remaining two matrices
are, of course, the pilot rows of FRy and ĤFRĤ -1y−iFRy .
Or, in other words, an estimate of the mapping of the receiver
and transmitter phase noise onto the observed pilot positions.

Instead of estimating real parameters from complex data,
the system of Npilot complex equations in (24) can be replaced
with corresponding system of 2Npilot real equations(

ℜ{ypilot}
ℑ{ypilot}

)
=

(
ℜ{M}
ℑ{M}

)
︸ ︷︷ ︸

M real

θtot +

(
ℜ{Twtot}
ℑ{Twtot}

)
, (26)

and here an additional 2Npilot × (2N + 2) matrix, M real, is
introduced to further simplify the expression. Since the com-
plex noise, wtot, has uncorrelated real and imaginary parts with
equal statistical properties, the corresponding 2Npilot × 2Npilot
”real” covariance becomes

Creal
wtot

=

(
1
2TCwtot

T T 0

0 1
2TCwtot

T T

)
. (27)

The resulting MMSE estimator of θtot becomes, using [22,
Eq. 12.26],

θ̂tot = CθtotM
T
real

×
(
M realCθtotM

T
real +Creal

wtot

)−1
(
ℜ{Ty}
ℑ{Ty}

)
. (28)

The estimate of the receiver phase noise is simply θ̂Rx =
θ̂Tx+Rx − θ̂Tx. The linear estimate of the CPE, which is the
phase argument of the estimated α and β, is estimated jointly
together with θTx and θRx and all of them combined constitute

the complete estimate of the phase noise. The error of the
estimated CPE can be understood from

ˆ̄θ = ∠(α̂+ iβ̂)

= ∠(eiθ̄ + δα + iδβ)

= ∠(eiθ̄ + eiθ̄(δ′α + iδ′β))

= θ̄ + ∠(1 + δ′α + iδ′β)

= θ̄ + arctan

(
δ′β

1 + δ′α

)
, (29)

where the estimation error of α̂ + iβ̂ is δ′α + iδ′β . When the
CPE phasor estimation error is small, only δ′β will contribute,
i.e., when the SNR ≫ 0 dB or when using a sufficient number
of pilots at low SNR.

V. ANALYTICAL PERFORMANCE ANALYSIS

This section defines a minimum Bayesian mean square
error (BMSE), where the presented BMSE contains the con-
tributions from the CPE and CPE-normalized phase noise
processes. The BMSE is formulated for the asymptotic region,
where the phase noise approaches zero.

The lower bound BMSE is based on (17) with genie
CPE rotated symbol estimates, and including the estimated
channel5. This corresponds to (24) with x̂ = eiθ̄x, (4), and
r = 0 (since the estimation error is zero). The resulting
equation becomes

yx̂=eiθ̄x
pilot =

(
α+ iβ

)
THx+ iTFRHx̂θTx+Rx

+ iT (HFRx̂ − FRHx̂)θTx

+ T
(
n+ i∆H (x+ FRx̂θTx)

+ iFR∆H x̂θRx + e+w
)
, (30)

where, compared to (24), the channel estimate is replaced
with the channel and the sign of the corresponding error is,
therefore, reversed. The superscript x̂ = eiθ̄x indicates that
the estimate corresponds to the true transmitted CPE rotated
symbols. The noise parts can be collected in

w̃ = n+ i∆H (x+ FRx̂θTx) + iTFR∆H x̂θRx

+ e+w. (31)

Stacking all unknown parameters in one vector, θtot as in (24),
results in

yx̂=eiθ̄x
pilot =

(
α+ iβ

)
THx+ iTFRHx̂θTx+Rx

+ iT (HFRx̂ − FRHx̂)θTx + T w̃

= Nθtot + T w̃, (32)

where the Npilot × (2N + 2) matrix N is

N = T
(
Hx iHx FRHx̂ HFRx̂ − FRHx̂

)
. (33)

Similarly to (26), the system of Npilot complex equations
in (32) can be expressed as 2Npilot real equations with the

5The bound is here including the channel error. As part of the performance
evaluation in Section VI, the bound is also evaluated without channel error,
.i.e., ∆H = 0.
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corresponding 2Npilot×(2+2N) matrix N real. The covariance
of θtot is computed in Appendix C.

The BMSE is evaluated in the asymptotic region where
the innovation variance of the transmitter and receiver phase
noise both approaches zero, i.e., when the total phase noise
approaches zero. In this region, the BMSE is a tight bound.
As the phase noise approaches zero, the noise w̃ in (31)
asymptotically becomes

w̃ → w + eiθ̄∆Hx; σ2
∆Tx , σ2

∆Rx → 0 (34)

The (2N+2)×(2N+2) BMSE matrix is, see [22, Eq. 12.28],

BMSE = Cθtot −CθtotN
T
real

(
N realCθtotN

T
real

+
σ2
xσ

2
∆H + σ2

w

2
I2Npilot

)−1

N realCθtot , (35)

where I2Npilot is a 2Npilot×2Npilot identity matrix. The AWGN
and the channel estimation error are both rotation invariant, in-
dependent, complex, and normal distributed, and the variances
of their real and imaginary parts are simply half the variance of
the complex-valued counterparts. The BMSE of the total phase
noise, θTx+Rx, corresponds to the diagonal elements 3 to N+2
of (35). As can be seen in (32), the CPE part corresponds to
the top left 2× 2 part of (35).

Since the matrix N real depends on the payload and the CPE,
it is of interest to take the mean of the BMSE matrix, E[BMSE].
However, an analytical mean is difficult to formulate. Instead,
E[BMSE] can be evaluated numerically by averaging (35)
for several realizations of x̂, i.e., several realizations of the
symbols, x, and CPE phase, θ̄.

When evaluating the mean of BMSE numerically, the CPE
part becomes a diagonal 2 × 2 matrix with close to equal
elements which corresponds to the estimation error of the
complex CPE phasor. The contribution of the CPE to the CPE-
normalized phase noise is, according to (29), one of the two
diagonal elements. The BMSE of the CPE is added to the
BMSE of θTx+Rx in order to achieve the complete estimated
phase noise BMSE. As mentioned above, the resulting BMSE
is asymptotically tight as σ2

∆Tx , σ2
∆Rx → 0. For increasing

phase noise, the BMSE will be a lower bound as the noise
terms related to the phase noise, n and e, are not present.
The BMSE is compared with the simulated performance of
the estimator in Section VI.

VI. NUMERICAL RESULTS

In this section, different aspects of the pilot-based phase
noise estimator are analyzed. The simulation setup is presented
in Section VI-A, and the simulated results are presented in
Section VI-B.

A. Simulation setup

The system configuration in all simulations corresponds to
an OFDM signal with 1024 subcarriers. The modulation order
of the payload is chosen to be 1024 QAM and known 4 QAM
symbols for the pilots. The actual choice of modulation of
the payload is, in fact, not relevant for the results since the

TABLE II
SYSTEM PARAMETERS WHICH ARE COMMON FOR ALL SIMULATED

RESULTS.

Number of subcarriers (N ) 1024
Cyclic prefix length 10%
Payload modulation 1024 QAM
Pilot modulation 4 QAM
Number of phase noise parameters 30
Number of phase noise parameters, genie case 300
Channel estimator error (σ2

∆H ) 5× 10−4

payload is not part of the estimation. The pilots are uniformly
distributed in the frequency domain. The innovation power
of the phase noise is expressed as the sum of the innovation
power of the transmitter and the receiver (a total phase noise),
and the phase noise is uniformly distributed between the
transmitter and the receiver (the same phase noise level in
the transmitter and the receiver). The phase noise error is
based on the actual and estimated sum of the transmitter and
receiver phase noise. The channel time domain coefficients,
i.e., h in H = Fh from (1), decay exponentially and the
exponent is chosen such that the channel impulse response is
small after ≈ 50% of the CP (CP is 10% of 1024). Hence,
the channel impulse response is represented by 100 taps,
where at least 50 taps are significant, which corresponds to
a strongly frequency-selective channel. All different simulated
cases are performed with different realizations of the channel.
The channel estimation error covariance, (5), is chosen to be
5 × 10−4. The system parameters which are common for all
simulations are summarized in Table II.

Phase noise estimation is performed using (28) for several
different estimator cases. The Rx only case considers an
estimator assuming phase noise only at the receiver side,
and is defined as leaving out the transmit phase noise and
modifying the receiver phase noise to reflect the complete
(sum) phase noise of the system according to (23). The Tx/Rx
case covers an estimator that assumes phase noise in both the
transmitter and the receiver. The pilot-based genie version of
the estimator, denoted Genie Tx/Rx, is defined by replacing
x̂ in Rx̂ and RHx̂ in (17) by eiθ̄x. The linear pilot-based
genie version, denoted Genie Tx/Rx, linear model, is similar
to Genie Tx/Rx. However, the simulated data does not contain
contributions related to approximations and Taylor expansions,
and performance is expected to be close to BMSE. The
cases BMSE with channel error and BMSE perfect channel
knowledge, are derived using the methodology formulated in
Section V, where the case without channel estimation error
corresponds to setting ∆Hx = 0 in (32).

The analysis of choosing an appropriate number of param-
eters to approximate the phase noise, according to (9), is not
explicitly presented. The genie cases use 200 phase noise
parameters, and the normal estimator cases use 30 parameters
(which results in a negligible degradation for the chosen phase
noise levels).

B. Simulation results

In this section, the simulated performance of the estimator
is analyzed. First, the empirical covariance, (49), is compared
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Fig. 2. A comparison between empirical and simulated variance per subcar-
rier, V[rk + nk], of r + n for two different phase noise levels (innovation
variance 10−6 and 10−4). The empirical covariance seems to match the
simulated over a large dynamic range of phase noise.

with the corresponding simulated covariance. Second, the sim-
ulated mean square error (MSE) is compared with the BMSE
according to (35). Third, simulated BER for different cases is
analyzed as a function of SNR. Finally, system performance
in the form of the average rate per subcarrier is analyzed as a
function of phase noise level.

The approximation errors, r + n in (24), will affect the
performance at high phase noise levels, and the empirical
covariance, (49), must be verified. The different parameters
of (49) are found by simulating (16) and (13) using different
system configurations (the model is linear with respect to
the different contributing parts). The simulated variance per
subcarrier, V[rk + nk], is compared with the empirical model
for a case with an AWGN SNR of 30 dB and 10 pilots in
Figure 2. The simulated data and the empirical model seem
to match over a large dynamic range of the phase noise level.
The assumption that e does not contribute is also implicitly
verified (since it is included in the simulated data). It should
be noted that some parts of (49) can be excluded depending
on the SNR, as the channel error and the white noise floor
(last two terms) are normally much smaller than the AWGN.

The simulated estimator time domain MSE per OFDM
sample for different cases is compared with both BMSE with
channel error and BMSE with perfect channel knowledge
in Figure 3 for an AWGN SNR of 40 dB, 10 pilots, and a
phase noise innovation power of 10−5. The degradation caused
by the channel estimation error is small, but clearly visible.
The Genie Tx/Rx almost completely overlaps the Rx only
and Tx/Rx cases, indicating that the error related to using an
estimate of the transmitted signal, (18), is small. All simulated
MSE cases overlap the BMSE with channel error. Hence,
there is little difference between the different cases for this
system configuration, and the most simple, Rx only, would be
sufficient. This was identified in conjunction with (23), and is
of course dependent on the channel.

The estimator in this paper is block-based, which is evident
when looking at Figure 3. The MSE close to the edges of the

Fig. 3. Simulated time domain MSE per OFDM sample using different
estimators, with 10 pilots, compared to BMSE with and without channel
estimation error. The channel estimation error variance is in this example
5×10−5. The simulated MSE of Rx only, Tx/Rx and Genie Tx/Rx are almost
completely overlapping the BMSE with channel error.

OFDM symbol in the time domain is approximately twice the
floor, which is a consequence of the fact that only future (or
history) is used in the edge estimates. The edge effects are
not treated in this paper since they are considered small. In
Figure 3, the average increase in MSE due to the edges, i.e.,
the approximate increase in area due to the edges compared
to the floor is less than ≈ 10%. It should be noted that the
phase noise error related to the edges is evenly distributed over
the frequency domain, leading to a fairly insignificant increase
in the overall distortion. In scenarios where the contribution
from the edges is considered too dominant, it could be
suppressed by increasing the time window utilized by the
estimator. This is, for example, possible if the channel impulse
response is much shorter than the CP, see [23]. However, such
modifications come with an increased complexity.

The simulated average MSE over the OFDM symbol as a
function of the phase noise level is shown for different cases
in Figure 4. A low SNR level is shown in Figure 4 a), both
to emphasize that phase noise is less of a problem when SNR
is low, and to show that the performance of the proposed
estimator, (28), is unaffected by the noise power level. A
high SNR level, shown in Figure 4 b), indicates that advanced
phase estimation methods are mainly important when the SNR
is high. That is, when the payload consists of symbols with
a high order of modulation, the sensitivity to phase noise is
high. To achieve useful curves, the simulated MSE has been
expressed as a loss compared to BMSE with channel error in
dB scale. The simulated MSE of Rx only and Tx/Rx seems
to match the BMSE over a large dynamic range of the phase
noise for both low and high SNR, and only deviates at very
high phase noise levels. The case Genie Tx/Rx, linear model
is, as expected, almost completely overlapping the BMSE for
all phase noise levels. For comparison, the MSE using low
complexity CPE estimation6 is included, denoted CPE, where

6Approximating the phase noise as a scalar phase rotation is well known
and well studied in literature.
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(a) SNR 10 dB

(b) SNR 40 dB

Fig. 4. Estimator MSE loss compared to BMSE with channel error for
different cases at low and high SNR. The performance for Rx only and Tx/Rx
is close to the BMSE over a wide dynamic range of the phase noise and SNR.
Included, for comparison, are also a CPE estimator, the LS with DFT-base
proposed by [17], and the NLS estimator proposed by [18].

the CPE is estimated with LS using the pilots. In addition, two
other pilot-based methods from literature are also included,
both of them derived for systems with phase noise only in
the receiver (similarly to Rx only). First, the normalized LS
(NLS) method proposed in [18], denoted NLS. As the phase
noise is modeled using a number of constant segments in [18],
the optimal number of segments is here found numerically
for each phase noise level. Second, the LS method proposed
by [17], denoted LS-DFT, which uses a subset of the DFT-
basis to reduce complexity. As for NLS, the optimal number
of parameters is found numerically for each phase noise level.
Using a subset of the DFT-basis for approximating phase noise
in OFDM applications is a common approach in the literature.

Simulated uncoded, phase noise degraded, BER as a func-
tion of SNR is compared with corresponding AWGN case,
denoted AWGN, in Figure 5 for a configuration with 30 pilots
and a phase noise innovation power of 10−5. The cases Rx
only and Tx/Rx almost overlap with Genie Tx/Rx, which is
reasonable when looking at Figure 4. At high SNR, Rx only
has a slight offset compared to Tx/Rx and Genie Tx/Rx, and the

Fig. 5. Simulated uncoded BER as a function of SNR with a configuration
with 30 pilots and a phase noise innovation power of 10−5. The cases Rx
only, Tx/Rx and Genie Tx/Rx are almost completely overlapping, and the
degradation compared to AWGN is small at low to medium SNR. Included,
for comparison, are also a CPE estimator, the LS with DFT-base proposed by
[17], and the NLS estimator proposed by [18].

reason for this offset is presented in conjunction with (23). For
comparison, the three cases from the literature, defined above,
are also shown. As discussed above, the performance of NLS
and LS-DFT depends on the number of parameters used in
the phase noise model, and the optimal number of parameters
varies with the SNR and the phase noise level (here found
numerically for each SNR). This is not a problem for the
proposed MMSE estimator, (28). The BER degradation due to
phase noise depends on the number of pilots, and an increased
number of pilots will improve performance, i.e., ”move” the
BER curves closer to AWGN. However, an increased number
of pilots also decreases the rate, and the optimal number of
pilots to maximize the rate is discussed and analyzed below.

System performance can be analyzed in many different
ways. Here, system performance is defined as the average
rate of the payload subcarriers of the phase compensated
received signal defined by (1), i.e., not after inverting the
channel. The rate for payload subcarrier k is formulated as
rk = rnorm log2(1 + SNDRk), where rnorm is the payload
ratio, rnorm = (N − Npilot)/N = Npayload/N , and SNDRk is
the SNDR for payload subcarrier k. The average rate for all
payload subcarriers is 1/Npayload

∑
rk. The subcarrier SNDR

is found by simulation, where the noise corresponds to the total
remaining error after phase noise compensation. The received
signal power per subcarrier corresponds to the diagonal of
σ2
xHHH (σ2

x is the transmitted power per subcarrier).
The rate will, of course, vary with the number of pilots.

An increasing number of pilots will decrease the distortion
related to the phase noise. However, as the pilot overhead
increases, the rate decreases. For each phase noise level,
the rate can be maximized with respect to the pilot-rate
(number of pilots). The optimal relative rate (compared to
the corresponding phase noise-free system), using Rx only
estimation, as a function of phase noise is presented in Figure
6, where the maximum has been found using numerical search.
Included is also the corresponding pilot-rate that maximizes
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Fig. 6. Maximum relative rate (compared to the corresponding phase noise-
free system) for Rx only and CPE, and the proposed method outperforms the
CPE estimator over a large dynamic range. Included is also the corresponding
pilot-rate (pilot overhead) that maximizes the rate for the two cases.

the rate. For comparison, the relative rate for a system with
only CPE compensation is included, denoted CPE. As can be
seen, Rx only outperforms CPE over a large dynamic range of
phase noise. For an additional improved performance (higher
rate), other processing is necessary, utilizing, for example,
payload decisions. Since (17) allows for distributed pilots, any
number of decisions is possible anywhere within the OFDM
symbol, which differs from most decision directed proposals
in literature.

It is interesting to compare the region with low to moderate
rate loss (phase noise innovation power < 10−4) in Figure 6
with the corresponding performance of the estimator in Figure
4. Clearly, the approximations related to the higher order
Taylor expansion terms, (13), when formulating the estimator
have minor effect for realistic phase noise levels.

The complexity order of the LS and NLS, proposed by [17]
and [18], is approximately N3

pilot + NNpilots. The constrained
LS algorithm proposed by [18] (not simulated in this paper),
which showed better performance compared to NLS, has
a much higher complexity order of N4.5

pilot + NNpilots. The
proposed MMSE algorithm, (28), has a complexity order of
approximately N3

pilot + NNpilots. Looking at Figure 4, the
performance of the proposed MMSE method is close to
optimal for realistic phase noise levels over a large dynamic
range of SNR, and outperforms the other methods with similar
complexity.

VII. CONCLUSION

In this paper, a novel pilot-based OFDM phase estimator
has been demonstrated, where the pilots can be uniformly dis-
tributed in the frequency domain. The importance of utilizing
the known statistics of the phase noise has been shown, and
as can be seen in Figure 4, the estimator approaches a BMSE
over a wide dynamic range of the phase noise level.

Although systems normally have phase noise in both the
transmitter and the receiver, analysis shows that an estimator
can assume that all phase noise completely allocated to the

receiver without significant degradation if the channel and
phase noise meet certain conditions.

The rate of the system at a certain phase noise level can
be maximized by using the optimal pilot-rate, as indicated in
Figure 6. Hence, there exists a maximum rate for a certain
phase noise level when using pilot-based phase noise estima-
tion. For further increasing the rate, other techniques can be
used in combination with the proposed pilot-based estimator,
like, for example, payload decisions (where decisions are used
together with pilot symbols). The proposed method sets no
limits for which and how many payload symbols to utilize in
the estimate.

Channels with Doppler have not been covered in this paper,
and the proposed estimator is judged equally sensitive to
Doppler, compared to existing methods for estimating phase
noise in the literature. If Doppler is a significant part of
the channel, it must be compensated before the proposed
estimator. However, the proposed methodology might enable
new possibilities to jointly handle several additional problems
related to the channel, and these possibilities should be studied
in the future. Additional research could, for example, include
joint estimation of phase noise, and channel; joint estimation
of phase noise, nonlinear distortion, and channel; and joint
estimation of phase noise, nonlinear distortion, channel, and
Doppler.

APPENDIX A
CPE NORMALIZED PHASE NOISE COVARIANCE

In this appendix, an analytical derivation of the covariance
matrices of the zero mean, or CPE-normalized, phase noise,
CTx

θ and CRx
θ , is presented.

The phase noise covariance of the CPE-normalized obser-
vation, (7), can be derived using the phase noise for sample l,
formulated as

ϕl = α+

l∑
k=1

∆k. (36)

where ∆k is the phase noise innovation according to (6). The
model describes a Wiener process of length l with an offset
of α (some unknown phase offset). The CPE is

ϕ̄ =
1

N

N∑
k=1

ϕk. (37)

The CPE-normalized phase l is θl = ϕl − ϕ̄, and it is
straightforward to see that E[ϕl−ϕ̄] = 0. The CPE-normalized
phase noise covariance matrix for both the transmitter and
receiver has elements described by

Cθ,k,l = E[θkθl] = E[ϕkϕl]− E[ϕkϕ̄]− E[ϕlϕ̄] + E[ϕ̄ϕ̄]

= E[ϕkϕl]−
1

N
E

[
ϕk

N∑
i=1

ϕi

]
− 1

N
E

[
ϕl

N∑
i=1

ϕi

]

+
1

N2
E

 N∑
i=1

ϕi

N∑
j=1

ϕj

 .

(38)
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The first term can be calculated using (6). The second and
third term of (38), become, leaving out 1/N ,

E

[
ϕl

N∑
i=1

ϕi

]
= E

 l∑
j=1

∆j

N∑
i=1

i∑
m=1

∆m


=

l(l − 1)

2
σ2
∆ + l(N − l + 1)σ2

∆

= σ2
∆

l(2N + 1)− l2

2
(39)

and the last term of (38), leaving out 1/N2, becomes

E

 N∑
i=1

N∑
j=1

ϕiϕj


= ϕ1

N∑
j=1

ϕj + ϕ2

N∑
j=1

ϕj + ϕ3

N∑
j=1

ϕj + · · ·

= σ2
∆ + σ2

∆ + 2σ2
∆(N − 1)

+ σ2
∆ + 2σ2

∆ + 3σ2
∆(N − 2) + · · ·

= σ2
∆

N∑
k=1

k−1∑
i=1

i+ σ2
∆

N∑
k=1

k(N − k + 1)

=
σ2
∆N(2N2 + 3N + 1)

6
. (40)

The elements of the covariance matrix become

Cθ,k,l = max(k, l)σ2
∆ + σ2

∆

l2 − l(2N + 1)

2N

+ σ2
∆

k2 − k(2N + 1)

2N
+ σ2

∆

2N2 + 3N + 1

6N
. (41)

APPENDIX B
REDUCTION OF PHASE NOISE MODEL COMPLEXITY

In this appendix, a method for reducing the complexity of
phase noise estimators is presented, where the approximation
allows a representation of the phase noise over an OFDM
symbol using significantly fewer parameters than the number
of OFDM subcarriers, N . The method is similar to what is
normally done using PCA.

The covariance matrix of the CPE-normalized transmitter
or receiver phase noise can be factorized as

Cθ = C
1
2

θ C
1
2 T
θ , (42)

where the factorization is performed using the singular value
decomposition (SVD) into Cθ = UθΣθV

H
θ . It should be

noted that Uθ = V θ since Cθ is symmetric. The square root
matrix is identified as C

1
2

θ = UθΣ
1
2

θ . Phase noise is real-
valued, and the left and right singular matrices are therefore
real-valued. A model of the phase noise can be formulated as

θ = UθΣ
1
2

θ v, (43)

where v is N (0, I). It is straightforward to see that
E[UθΣ

1
2

θ v(UθΣ
1
2

θ v)
T] = Cθ. Hence, the correlated phase

noise can be modeled as a linear combination of the left
orthonormal singular vectors of the phase noise covariance
matrix Cθ. The contribution of the different singular vectors

is scaled by the elements of the diagonal matrix Σ
1
2

θ . The
singular values of Σθ are in this case far from equal and the
strongest will contribute the most.

The phase noise can be approximated by using the singular
vectors corresponding to the strongest singular values as

θ ≈ Uk
θ θ̃k, (44)

where the N × k matrix Uk
θ contains the k singular vectors

corresponding to the k strongest singular values and θ̃k

contains k phase noise parameters. The covariance matrix of
θ̃k is formulated as

C θ̃ = UkT
θ CθU

k
θ , (45)

which is a k × k diagonal matrix. Hence, using PCA, the
correlated phase noise has been transformed into a smaller set
of uncorrelated phase noise parameters, where the variance of
the new set of parameters is maximized.

APPENDIX C
PARAMETER AND ERROR COVARIANCE

In this appendix, the parameter covariance, Cθtot , in (28) is
derived. Furthermore, the covariance of the different parts of
the combined noise, Cwtot , in (28) is formulated. In particular,
a simplification of the covariance of r + n is presented and
an empirical alternative is proposed, containing only a few
system-dependent parameters. The analysis assumes that the
contribution of the error term e, (3), is close to zero.

The CPE phase, θ̄, is uniform [0 2π] and uncorrelated with
the zero average phase noise, and the covariance of the vector
variable [α β]T becomes7 1/2I2. Using (8) together with the
covariance of α and β, the covariance matrix of θtot in (24)
becomes

Cθtot =

 1
2I2 02×N 02×N

0N×2 CTx
θ +CRx

θ CTx
θ

0N×2 CTx
θ CTx

θ

 , (46)

since the transmitter and receiver phase noise are independent
and the CPE parameters is uncorrelated with the phase noise.
The matrix 0k×l is an all zero matrix with l columns and k
rows, and Ik is an identity matrix of size k × k, and CTx

θ

respectively CRx
θ are the N × N covariance matrices of the

CPE-normalized transmitter and receiver phase noise. Hence,
the size of Cθtot is (2N + 2)× (2N + 2).

The combined channel estimation error and the AWGN,
∆Hx + w, in (24) has, using, (5), a covariance matrix
formulated as

C∆Hx+w = E
[
∆H

(
eiθ̄x+ FRĤ -1yθTx

)
︸ ︷︷ ︸

≈eiθ̄x

(· · · )H
∆H

H

]

+ σ2
wI

≈ σ2
xσ

2
∆HI + σ2

wI,
(47)

7The diagonal of the covariance matrix is formed from the integral over
[0 2π] of cos2(θ̄)/(2π) = (1 + cos(2θ̄))/(4π) and sin2(θ̄)/(2π) = (1 −
cos(2θ̄))/(4π), which is 1/2. The non-diagonal elements are the integral
over [0 2π] of cos(θ̄) sin(θ̄)/(2π) = (sin(0) + sin(2θ̄))/(4π), which is 0.
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since they are uncorrelated. The phase noise part is assumed
to be much smaller than the signal.

The error term r+n in (24) is complicated to analyze and
it is difficult to formulate an analytical error covariance. How-
ever, by simplifying the expression, as shown in Section D, it
is possible to formulate an empirical expression, modeling the
covariance matrix using only the channel and the innovation
variance of the transmitter and receiver phase noise. Assuming
the phase noise small, the approximate covariance can, using
(55), be expressed by evaluating

r + n ≈ −iF
(iΘRx)

2

2
F -1Hx+HF

(iΘTx)
2

2
F−1x

+ iHFΘTxF
-1H−1∆Hx

− i∆HFΘTxF
-1x− iFΘRxF

-1w. (48)

Five different contributions can be identified, and the channel,
H , shapes the first two.

The data, x, and the AWGN, w, have diagonal covariance
matrices, and there are reasons to believe that covariance
matrix of (48) is diagonal, where one part is shaped by the
channel8 and one part is white (from the last three terms of
(48)). The empirical covariance9 is postulated to be

Cr+n ≈ ξHHH (
σ4
∆Tx + σ4

∆Rx

)
+ ζσ2

∆Txσ2
∆HI + γσ2

∆Rxσ2
wI, (49)

where three unknown scaling parameters, ξ, ζ and γ, have
been introduced. The values of these parameters can be found
using the simulated covariance of r + n, where n can be
generated from (15) by subtracting the linear terms without
AWGN, and r can be generated from (16) using (18). The
empirical covariance, (49), and the simulated covariance based
on r + n are compared in Section VI.

APPENDIX D
SIMPLIFICATIONS OF APPROXIMATION ERRORS

This appendix contains simplifications of r + n, (13) and
(16). The simplifications are performed in two steps, first by
separately approximating r, followed by simplifying the sum
of the approximated r and n. The CPE phasor has been left out
because it will not affect the covariance. The cyclic prefix term
e, (3), has also been left out since it is normally significantly
smaller than w, r and n.

To simplify the analysis of r, the notation of the time
domain diagonal matrix, R, is replaced by the notation used

8The modeling can be understood by, for example, looking at the covariance
contribution of the first term is 1/4E[FΘ2

RxF
−1HxxHHHF−HΘ2

RxF
H].

The left and right multiplication of the diagonal phase noise matrices should
result in a diagonal matrix when taking the mean since the data symbols, x,
are independent.

9Here the square cross term have been left out since it is small in
comparison.

in (12). Using (16) with (4) and (18), the resulting expression
becomes

r = i (FRHx HFRx)

(
θRx
θTx

)
− i

(
FRy HFRĤ -1y

)(
θRx
θTx

)
− i∆HFRĤ -1yθTx

= iFΘRxF
-1(Hx− y

)
+ iHFΘTxF

-1
(
x− Ĥ

-1
y
)

− i∆HFΘTxF
-1Ĥ

-1
y.

(50)
Replacing y with (12) results in

r = iFΘRxF
-1
(
Hx−Hx

− iFΘRxF
-1Hx− iHFΘTxF

-1x− n−w
)

+ iHFΘTxF
-1
(
x− Ĥ

-1

×
(
Hx+ iFΘRxF

-1Hx+ iHFΘTxF
-1x+ n+w

)
︸ ︷︷ ︸

≈Hx

)

− i∆HFΘTxF
-1Ĥ

-1

×
(
Hx+ iFΘRxF

-1Hx+ iHFΘTxF
-1x+ n+w

)
︸ ︷︷ ︸

≈Hx

,

(51)
where the approximations have been highlighted.

The inverse of the channel estimate, (4), can be approxi-
mated if the estimation error is small, resulting in

Ĥ
−1

=
(
I +H−1∆H

)−1

H−1

≈
(
I −H−1∆H

)
H−1

= H−1 −H−1∆HH−1, (52)

using (I +A)−1 ≈ (I −A) if the singular values of A are
≪ 1. Using the approximated channel inverse, r becomes

r ≈ iFΘRxF
-1

×
(
− iFΘRxF

-1Hx− iHFΘTxF
-1x− n−w

)
︸ ︷︷ ︸

≈−FΘRxF -1Hx−iHFΘTxF -1x−w

+ iHFΘTxF
-1
(
x−

(
H -1 −H−1∆HH−1

)
Hx

)
︸ ︷︷ ︸

=H−1∆Hx

− i∆HFΘTxF
-1 (H−1 −H−1∆HH−1

)
Hx︸ ︷︷ ︸

≈i∆HFΘTxF -1x

≈ iFΘRxF
-1
(
− iFΘRxF

-1Hx− iHFΘTxF
-1x−w

)
+ iHFΘTxF

-1H−1∆Hx

− i∆HFΘTxF
-1x,

(53)
where simplifications and approximations have been high-
lighted.
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The evaluation of r by itself ends at this point. The
combination of the errors, r + n, can thus be approximately
formulated as

r + n ≈ −iF (iΘRx)
2F -1Hx+ FΘRxF

-1HFΘTxF
-1x

+ iHFΘTxF
-1H−1∆Hx

− i∆HFΘTxF
-1x− iFΘRxF

-1w

+ F
(iΘRx)

2

2
F−1Hx+HF

(iΘTx)
2

2
F−1x

− FΘRxF
−1HFΘTxF

−1x,
(54)

approximating (13) with the initial second order terms. The
resulting approximation becomes

r + n ≈ −iF
(iΘRx)

2

2
F -1Hx+HF

(iΘTx)
2

2
F−1x

+ iHFΘTxF
-1H−1∆Hx

− i∆HFΘTxF
-1x− iFΘRxF

-1w. (55)
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