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Joel	Löfving	
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Abstract	

To	decrease	the	greenhouse	gas	emissions	from	transportation	and	industry,	the	
use	of	electrolytic	hydrogen	produced	from	renewable	electricity	and	water	has	
been	suggested,	to	substitute	fossil	energy	and	feedstock.	But	electrolytic	hydrogen	
hasn’t	been	used	directly	in	these	sectors	on	a	large	scale	before,	and	it	hasn’t	been	
produced	in	large	quantities	in	Europe	either.	

This	thesis	analyses	potential	consequences	of	future	hydrogen	use	and	production	
across	 Europe,	 in	 transportation	 including	 trucks,	 shipping,	 aviation,	 and	
industries	 including	 steel,	 ammonia,	 high	 value	 chemicals,	 and	 fuel	 production.	
Assessments	are	based	on	a	geospatially	specific	model,	SVENG	(Simulating	Vehicle	
Energy	 Needs	 Geospatially),	 built	 for	 this	 thesis.	 This	 model	 simulates	 specific	
geographical	locations	of	hydrogen	demand	for	transportation	and	industry,	over	
a	 full	year,	which	allows	 for	modeling	 impacts	with	more	consideration	 to	 local	
context.	For	transportation,	the	demand	is	modeled	using	detailed	logistics	data,	
which	allows	allocating	demand	with	consideration	 to	 transportation	 flows.	For	
trucks,	demand	is	allocated	along	logistics	route	considering	power	demand	due	to	
differentiated	 influence	 from	 road	 speed	 and	 topography,	 which	 is	 shown	 to	
significantly	impact	the	simulated	location	of	hydrogen	refueling	stations.	

The	geospatial	hydrogen	demand	data	is	used	for	four	assessments:	1)	evaluating	
implications	 of	 the	 EU	 Alternative	 Fuels	 Infrastructure	 Regulation	 (AFIR),	 and	
analyzing	effects	of	different	fuel	mix	scenarios	on	2)	electricity	cost,	3)	water	risk,	
and	4)	land	use.	

The	hydrogen	refueling	stations	required	by	AFIR	are	expected	to	provide	more	
capacity	than	needed	in	some	countries,	which	might	result	in	excessive	costs	for	
unused	 infrastructure	 if	 hydrogen	 truck	 diffusion	 rates	 remain	 low.	 Electricity	
costs,	in	some	regions,	are	heavily	influenced	by	the	energy	transition	pathway	in	
transportation.	Electrolytic	hydrogen	production	may	contribute	to	overextraction	
of	water	in	some	locations,	even	if	the	locations	are	not	otherwise	projected	to	have	
high	water	risk.	Land	use	intensity	of	renewable	electricity	for	producing	hydrogen	
is	 low	compared	to	biofuel	production,	but	renewable	electricity	generation	like	
solar	 and	wind	power	 faces	 other	 challenges	 like	 acceptance	 issues.	 Combining	
different	fuels	in	the	mix	might	offer	an	opportunity	to	manage	land	use	issues.	
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Modeling	results	presented	in	this	thesis	have	pointed	towards	different	potential	
problems	and	benefits	with	some	technical	pathways,	utilizing	data	and	methods	
building	 on	 higher	 geospatial	 resolution	 than	 many	 previous	 studies,	 but	 still	
analyzing	 options	 from	 a	 continental	 perspective.	 The	 publication	 of	 new,	
geospatially	 detailed	 datasets	 will	 hopefully	 open	 new	 possibilities	 for	 further	
modeling	of	additional	aspects.	

Keywords:	infrastructure,	supply	chain,	EU	policy,	transport,	energy,	geography	 	
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1. Introduction	

To	avoid	catastrophic	effects	of	climate	change,	emissions	contributing	to	global	
warming	need	to	decrease	(IPCC,	2023).	As	a	response,	the	EU	has	implemented	a	
range	of	policies	targeted	at	reducing	emissions	to	net	zero	across	the	region	by	
2050	 (European	 Council,	 2024).	 Important	 to	 this	 so-called	 Green	 Deal	 is	 the	
mitigation	of	emissions	from	transportation,	which	currently	represents	about	a	
quarter	of	EU	greenhouse	gas	(GHG)	emissions	(European	Commission,	2025b).	

To	 achieve	 this,	 new	 solutions	 for	 powering	 vehicles	 are	 needed.	 A	 plethora	 of	
options	have	been	suggested,	many	based	on	utilization	of	 fossil	 free	electricity.	
Batteries	are	enabling	the	direct	electrification	of	an	increasing	share	of	light	road	
transport,	like	passenger	cars	(Hardman	et	al.,	2024).	However,	in	spite	of	rapidly	
dropping	battery	prices	(BloombergNEF,	2024),	and	the	possibility	that	mobility	
providers	 may	 alter	 their	 operations	 to	 accommodate	 the	 characteristics	 of	
battery-electric	vehicles	(Plötz,	2022),	 it	 is	not	entirely	clear	that	they	will	be	as	
successful	in	facilitating	the	transition	in	heavier	segments	of	the	transportation	
sector.	To	manage	the	requirements	on	long-distance	heavy-duty	trucks,	ships,	and	
aircraft,	alternatives	are	being	explored.		

Aside	from	batteries,	electricity	could	be	used	indirectly	in	transportation	through	
intermediate	storage	in	hydrogen.	Hydrogen	can	either	be	used	for	energy	directly	
in	 a	 vehicle	 through	 electrochemical	 conversion	 or	 combustion,	 or	 it	 could	 be	
combined	with	other	chemicals	to	form	liquid	fuels	more	similar	to	conventional	
fuels.	These	are	commonly	referred	to	as	electrofuels	(Brynolf	et	al.,	2022).	Other	
solutions	are	based	on	utilizing	energy	from	biomass,	for	which	the	conversion	into	
fuel	in	some	cases	requires	some	amount	of	hydrogen.	

But	which	of	all	 these	solutions	should	we	opt	for?	Transitioning	to	new	energy	
carriers	 across	 societal	 functions	 is	 not	 simple.	 The	 growth	 of	 our	 current	
economic	 system	 has	 for	 the	 past	 century	 been	 enabled	 largely	 by	 cheap	 and	
readily	available	fossil	energy	(Unruh,	2000);	to	reach	the	EU’s	goals,	we	now	need	
to	substitute	these	technologies	for	renewables	in	just	a	few	decades.	Different	end	
uses	require	different	technical	attributes,	which	makes	technology	choices	more	
difficult,	 especially	 considering	 the	 interconnected	 and	 complex	 nature	 of	 our	
energy-	and	economic	systems	(Rittel	&	Webber,	1973).	A	solution	that	works	well	
in	a	vehicle	could	be	 impractical	 in	terms	of	energy	supply.	Therefore,	a	holistic	
understanding	 of	 the	 energy-	 and	 transportation	 system	 is	 needed	 to	 plan	 the	
development	and	deployment	of	 the	next	generation	of	vehicles	and	supporting	
energy	infrastructure.		
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The	short	time	frame	leaves	less	room	for	trial	and	error,	which	has	spurred	the	
use	of	modeling	to	attempt	to	quicker	understand	the	pros	and	cons	of	different	
energy	 transition	 pathways	 (Pfenninger	 et	 al.,	 2014),	 not	 the	 least	 for	 studying	
production	 and	 distribution	 of	 hydrogen	 (Riera	 et	 al.,	 2023).	 Comprehensive	
models	 assessing	 hydrogen	 technology	 on	 a	 country-	 or	 continental	 level	 are	
presented	 in	 Blanco	 et	 al.	 (2018);	 Caglayan	 et	 al.	 (2021);	 Cantú	 et	 al.	 (2023);	
Kountouris	 et	 al.	 (2024);	 Lux	 and	 Pfluger	 (2020);	Moreno-Benito	 et	 al.	 (2017);	
Neumann	et	al.	(2023);	Öberg	et	al.	(2022);	Samsatli	et	al.	(2016);	Seo	et	al.	(2020)	
and	Walter	et	al.	(2023).	The	level	of	detail	varies	for	different	aspects	throughout	
the	articles,	 like	 time	resolution	and	 included	 technology	options,	but	one	 thing	
they	have	 in	 common	 is	 the	geospatial	dimension	being	aggregated	 to	different	
extents.	 This	 is	 an	 understandable	 limitation,	 since	 the	 vast	 range	 of	 energy	
demand	 projections	 tend	 to	 aggregate	 demand	 on	 a	 regional-	 country-	 or	 even	
global	level,	and	due	to	computational	burdens	of	some	methods	when	analyzing	
large	and	more	fine-grained	datasets.	

However,	local	factors	may	greatly	influence	the	cost	and	viability	of	a	hydrogen	
supply	chain	due	to	significant	investments	needed	in	production	and	distribution	
(Küffner,	2022).	The	 results	 from	an	energy	 systems	model	 could,	 furthermore,	
differ	depending	on	the	geospatial	level	of	aggregation,	as	shown	by	Ganter	et	al.	
(2024).	 This	 is	 especially	 due	 to	 the	 wide	 range	 of	 potential	 off-takers,	 their	
different	characteristics	and	demand	profiles,	and	the	way	these	are	clustered	in	
different	areas.	Geospatially	resolved	data	is	thus	needed	to	make	projections	that	
can	be	translated	into	actionable	energy	systems	planning	on	the	local	level,	and	to	
perform	analyses	 that	 acknowledge	 the	 complex	 dynamics	 between	 the	macro-	
and	local	scale	of	the	energy	system;	also	in	cases	when	assessments	might	be	of	a	
more	aggregated	nature.	As	shown	in	the	works	by	Capros	et	al.	(2014);	Dekker	et	
al.	(2023a);	Dekker	et	al.	(2023b);	Luderer	et	al.	(2018)	and	Ruhnau	et	al.	(2022),	
model	structure,	settings,	and	inputs	have	a	significant	impact	on	the	result	of	the	
model,	 ultimately	 dictating	 what	 conclusions	 can	 be	 drawn	 from	 the	 results.	
Enabling	 geospatially	 detailed	 assessments	 is	 thus	 important	 to	 provide	 new	
perspectives	for	planning	the	future	energy	system.	

Many	aspects	affect	the	respective	viability	of	different	pathways	in	such	systems.	
Some	of	these	aspects	are	not	yet	visible	when	studying	early	inventions	since	new	
problems	 arise	 with	 the	 scale-up	 and	 diffusion	 of	 novel	 energy	 technologies	
(Gallagher	et	al.,	2012).	These	pathways	and	interactions	with	other	systems	are	
thoroughly	uncertain,	which	is	why	this	type	of	problems	were	referred	to	by	Rittel	
and	Webber	 (1973)	 as	 “wicked	problems”.	 Their	 so-called	 “wickedness”	 can	be	
expected	 to	 increase	 with	 a	 tighter	 integration	 of	 the	 transport-	 and	 energy	
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systems	(Yeh	et	al.,	2024).	Costs	need	 to	be	kept	at	a	maintainable	 level	 for	 the	
technology	to	be	successful.	There	are	also	environmental	limits;	in	trying	to	curb	
GHG	emissions	there	is	a	risk	of	causing	other	problems,	due	to	overuse	of	finite	
resources.	Water	is	needed	to	produce	electrolytic	hydrogen,	and	the	production	
of	renewable	electricity	and	biomass	requires	land.	Before	scaling	up	any	energy	
system	in	transportation,	we	need	to	make	sure	that	limits	on	these	resources	will	
not	be	transgressed.	

Previous	 developments	 of	 transportation	 system	 technologies	 have	 focused	 on	
providing	better	services,	like	increasing	comfort	or	speed	(Grübler	&	Nakićenović,	
1991).	 When	 attempting	 to	 promote	 technologies	 that	 should	 provide	
approximately	the	same	service,	but	using	renewable	energy,	we	need	policies	that	
support	their	diffusion	(Gallagher	et	al.,	2012).	This	can	be	expressed	as	an	act	to	
change	 the	 “technological	 landscape”	 (Geels,	2002),	 for	which	new	 technologies	
typically	 need	 support	 to	 go	 from	 niche	 applications	 to	 the	 more	 mainstream	
landscape	 (Unruh,	 2000).	 As	 part	 of	 the	 Green	 Deal,	 there	 are	 several	 policies	
aimed	at	guiding	the	transportation	system	in	the	desired	direction,	some	of	them	
targeting	the	increased	use	of	hydrogen.	These	polices	should	be	assessed	in	the	
light	of	any	findings	regarding	different	future	pathways,	to	reflect	on	how	they	can	
better	support	a	long-term	viable	system.	

The	aim	of	 this	 thesis	 is	 to	 investigate	consequences	of	 future	 large-scale	use	of	
hydrogen	 in	 Europe,	 applying	 a	 wide	 geographical	 scope	 yet	 retaining	 a	 local	
perspective.	This	is	done	by:	

• Presenting	 a	 trip-based	 model	 for	 simulating	 fuel	 demand	 from	 long-
distance	trucks,	aviation,	and	shipping	with	high	geospatial	detail	across	all	
of	Europe	

• Evaluating	the	influence	of	including	local	factors	like	topography	and	road	
speed	when	modeling	hydrogen	demand	distribution	for	long-haul	trucks	

• Assessing	 the	 suitability	 of	 the	 requirements	 in	 the	 Alternative	 Fuels	
Infrastructure	Regulation	(AFIR)	for	supporting	hydrogen	trucks	

• Investigating	the	impact	on	electricity	costs,	water	use,	and	land	use,	with	a	
specific	 focus	 on	 hydrogen	 production,	 under	 different	 fossil-free	 fuel	
scenarios	in	transportation.	
 

The	thesis	builds	on	two	scientific	papers.	Paper	I	 is	concerned	with	developing	
and	describing	 a	model	 for	 simulating	hydrogen	demand	 from	 long-haul	 trucks	
across	all	of	Europe	in	2050,	with	high	geospatial	detail.	The	model	is	called	SVENG	
(Simulating	Vehicle	Energy	Use	Geospatially),	and	it	is	used	to	simulate	potential	
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locations	 for	 hydrogen	 refueling	 stations	 (HRS)	 at	 truck	 rest	 stops	 along	 the	
highway.	 This	 data	 is	 provided	 to	 enable	 further	 studies	 on	 the	 energy	 system	
connected	 to	 hydrogen	 trucks	 in	 Europe.	 In	 paper	 II,	 this	model	 is	 extended	 to	
simulate	energy	demand	for	the	entire	transportation	sector	(cars,	buses,	trucks,	
shipping,	and	aviation),	considering	individual	flows	where	applicable,	to	create	a	
bottom-up	representation	of	hydrogen	demand.		

The	 data	 is	 used	 for	 different	 assessments.	 In	 paper	 I,	 the	 simulated	 hydrogen	
demand	is	compared	to	the	hydrogen	refueling	infrastructure	capacity	required	by	
the	Alternative	Fuels	Infrastructure	Regulation	(AFIR)	(European	Union,	2023c).	
The	impact	on	refueling	infrastructure	distribution	from	the	model’s	capability	to	
calculate	 truck	 power	 requirements	 using	 local	 characteristics	 on	 route	 is	 also	
evaluated.	 Paper	 II	 investigates	 impacts	 from	 the	 different	 fuel	 technology	
pathways	on	energy	generation	and	cost,	local	water	stress,	and	land	use.	This	is	
done	for	five	scenarios,	representing	separate	pathways	in	the	energy	transition	of	
transportation,	 which	 consider	 different	 levels	 of	 diffusion	 of	 battery	 electric	
vehicles,	 hydrogen,	 electrofuels,	 and	 biofuels	 in	 the	 different	 transportation	
segments.	 Ammonia,	 steel,	 plastics	 and	 refineries	 are	 modeled	 for	 industry,	
constituting	a	new	dataset	of	heavy	 industries	with	a	potential	 for	 future	 large-
scale	hydrogen	demand.	

To	provide	a	frame	for	discussing	the	results	from	paper	I	and	paper	II,	and	their	
relevance	to	the	ongoing	energy	transition,	the	thesis	also	includes	a	section	with	
reflections	on	the	philosophy	of	science	in	relation	to	modeling	energy	systems.	

While	 technologies	 labelled	 low-	 or	 zero	 emission	 generally	 cause	 some	 GHG	
emissions	during	their	life	cycle,	this	thesis	is	not	attempting	to	quantify	the	global	
warming	 potential	 of	 the	 different	 pathways.	 This	 thesis	 neither	 models	 any	
impacts	 from	 future	 potentially	 disruptive	 technologies,	 or	 the	 impacts	 of	 any	
demand-side	measures.	
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2. Concepts	

Many	perspectives	are	relevant	 to	understanding	 the	 implications	of	 the	energy	
transition	in	transportation.	The	technical	potential	of	certain	energy	carriers,	the	
current	 policy	 landscape	 on	 the	EU	 level,	 and	 the	methods	 and	models	 used	 to	
project	 the	 future	 market	 and	 assess	 different	 alternatives	 are	 all	 part	 of	 the	
interdisciplinary	knowledge	needed	in	order	to	discuss	the	current	state	and	the	
implications	of	selecting	one	pathway	over	the	other.	

2.1. 	Energy	transition	technology	alternatives	

As	briefly	described	in	the	introduction,	there	are	a	number	of	solutions	available	
for	carrying	energy	without	relying	on	fossil	fuels.		

Batteries	can	store	electricity	onboard	a	vehicle	with	very	low	losses,	making	it	the	
most	energy	efficient	alternative.	However,	batteries	have	traditionally	been	heavy	
(which	 increases	 the	energy	use	somewhat)	and	 large	(which	may	decrease	 the	
cargo	space).	Additionally,	they	have	a	comparatively	short	range,	and	charging	can	
take	 long	 time,	 although	 expected	 developments	 in	 battery	 and	 charging	
technology	could	improve	this.		

Hydrogen,	on	the	other	hand,	could	extend	the	range	of	vehicles.	It	is	also	lighter	
and	 faster	 to	 refuel	 than	 battery	 electric	 systems.	 However,	 the	 round-trip	
efficiency	of	a	hydrogen-based	system	is	lower,	due	to	losses	in	both	production	
and	reconversion	of	hydrogen.	This	requires	more	electricity	in	total	for	the	same	
work	performed.	Both	battery-electric	and	hydrogen-based	systems	require	new	
drivetrains,	 where	 the	 development	 of	 battery	 electric	 ones	 are	 currently	
progressing	 faster,	 which	 lowers	 the	 cost,	 meaning	 that	 a	 hydrogen	 vehicle	 is	
currently	considerably	more	expensive.	There	are	also	very	few	locations	where	
hydrogen	 is	 available	 for	 refueling	 vehicles,	 and	 deploying	 this	 system	 would	
require	a	large	buildout	of	supporting	infrastructure.		

Electrofuels	 are	 synthetic	 energy	 carriers	 produced	 by	 combining	 electrolytic	
hydrogen	with	carbon	dioxide	or	nitrogen.	Depending	on	the	type	of	energy	carrier,	
they	can	be	used	with	conventional	drivetrains,	with	little	or	no	vehicle	adaptation,	
or	they	could	be	used	in	specific	fuel	cells.	They	can	either	be	carbon-based,	like	
methane,	methanol,	or	synthetic	diesel,	or	they	could	be	carbon	free,	like	ammonia.	
While	being	considerably	less	energy	efficient	in	a	well-to-wheel	perspective,	than	
batteries	or	pure	hydrogen,	and	currently	still	expensive	to	produce,	they	are	easy	
to	transport	and	store	and	could	utilize	existing	infrastructure.	
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Biofuels	are	liquid	or	gaseous	fuels	created	through	processing	biomass.	They	are	
currently	cheaper	to	produce	than	electrofuels	and	can	be	blended	into,	or	replace,	
conventional	fossil	fuels	in	a	similar	way.	Some	biofuels	are	already	on	the	market,	
either	as	a	fuel	on	its	own	(as	e.g.	HVO100)	or	blended	into	conventional	fuels.	

2.2. Applicability	of	solutions	to	different	transportation	modes	

The	characteristics	of	different	technologies	make	them	more	or	less	suitable	for	
different	applications.		

So	called	“light”	road	transportation	(cars,	vans,	etc.)	is	seeing	a	growing	share	of	
sales	being	battery	electric	 (Hardman	et	 al.,	 2024).	Trucks	have	been	 slower	 to	
electrify,	 but	 sales	 shares	 are	 starting	 to	 increase	 in	 recent	 years	 (IEA,	 2024).	
Hydrogen	cars	have	existed	on	the	market	for	a	few	decades,	without	sales	taking	
off	 (Collins,	 2024),	 but	 the	 longer	 range	 and	 shorter	 refueling	 times	 for	 trucks	
compared	to	battery	electric	setups	(Zhang	et	al.,	2025)	have	made	hydrogen	an	
interesting	 option	 for	 heavy	 long-haul	 applications.	 However,	 the	 rapid	
development	 in	battery-	and	charging	 technology	and	potential	 for	 	operational	
adaptations	might	mean	that	batteries	can	sufficiently	cover	the	majority	also	of	
long-haul	missions	(Plötz,	2022).	Conventional	vehicles	can	be	powered	by	fossil-
free	electro-	or	biofuels,	which	would	extend	their	lifetime	without	relying	on	fossil	
energy.	

It	has	been	suggested	that	a	significant	portion	of	shipping	could	be	operated	on	
batteries	 (Kersey	 et	 al.,	 2022),	 but	 cost-competitiveness	 for	 different	 fuels	 in	
shipping	 varies	 between	 shipping	 segments	 (Kanchiralla	 et	 al.,	 2024).	 With	
different	characteristics,	hydrogen,	or	electro-	and	biofuels,	could	be	preferrable	in	
certain	applications.	Electro-methanol	and	Electro-ammonia,	although	less	energy	
efficient,	 could	 transport	 larger	 volumes	 of	 cargo	 for	 longer	 distances,	 and	
methanol	is	currently	the	technology	of	the	above	with	the	largest	order	book	in	
terms	 of	 total	 ship	 goods	 volume	 (DNV,	 2024).	 Methanol	 and	 ammonia,	
additionally,	are	chemicals	 that	are	already	handled	 in	ports	 for	other	end	uses,	
and	 adapting	 the	 supply	 chain	 for	 them	might	 prove	 easier	 than	 electricity	 or	
hydrogen	(Hoang	et	al.,	2023).	Hydrogen	and	electricity	are	more	energy	efficient,	
but	might	be	more	preferable	for	operations	on	shorter	and	more	regular	routes	
with	predetermined	access	to	energy	(Hydle	Rivedal	et	al.,	2022).	

For	aircraft,	there	has	been	some	tests	with	battery	electric	propulsion,	where	it	is	
expected	 to	 mostly	 operate	 on	 shorter	 routes,	 due	 to	 the	 high	 weight	 of	 the	
batteries	(Amadori	et	al.,	2023).	Hydrogen	is	projected	to	be	able	to	run	medium	
distances	 in	 the	 future	 (Svensson	 et	 al.,	 2024),	 while	 the	 long-haul	 flights	
(representing	 the	 vast	majority	 of	 total	 energy	 in	 aviation)	 have	 higher	 power	
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requirements	and	are	easier	served	with	jet	engines,	potentially	using	electro-	or	
biofuels	(Dahal	et	al.,	2021).	In	this	context,	these	fuels	are	often	called	sustainable	
aviation	fuel	(SAF),	generally	referring	to	drop-in	fuels	for	aviation	with	a	lower	
carbon	footprint	than	fossil	kerosene.	

2.3. 	EU	energy	transition	policies	of	interest	to	this	thesis	

Under	 the	umbrella	of	 the	EU	Green	Deal	 (European	Council,	2024)	 there	are	a	
number	of	policies	aimed	at	facilitating	the	energy	transition.	

The	 Renewable	 Energy	 Directive	 (RED)	 (European	 Union,	 2018)	 and	 its	
amendment	(European	Union,	2023d)	stipulates	that	by	2030	at	least	42.5%	of	the	
EU	energy	use	should	be	from	renewable	sources.	For	transportation,	there	is	a	sub	
target	for	countries	to	choose	to	fulfill	either	29%	renewable	energy	or	a	14.5%	
GHG	 intensity	 reduction	 by	 that	 year.	 Direct	 electricity,	 advanced	 biofuels	 and	
renewable	fuels	of	non-biological	origin	(RFNBO)	are	counted	with	a	higher	energy	
content	weighting	towards	the	RED	for	certain	applications.	Annex	IX	of	the	RED	
contains	a	list	of	all	biomass	feedstocks	considered	not	to	be	in	competition	with	
food	and	feed	production,	where	part	A	is	listing	mostly	agricultural	and	forestry	
residues	for	advanced	biofuels	and	part	B	is	listing	used	cooking	oil	and	leftover	
animal	 fats.	 These	 are	 of	 special	 relevance,	 since	 they	 are	 considered	 to	 be	
sustainable	 feedstock	 streams	 and	 are	 thus	 favored	 in	 RED	 and	 other	 policies.	
Additionally,	 the	RED	requires	1.2%	of	the	fuel	supplied	for	ships	 in	ports	to	be	
RFNBO	in	2030.	

The	European	Union	Emissions	Trading	Scheme	(EU	ETS)	(European	Union,	2003)	
is	 a	 “cap-and-trade”	 mechanism,	 limiting	 the	 total	 emissions	 from	 included	
industries,	but	allowing	enrolled	entities	to	trade	emission	allowances	with	others.	
Aviation	has	been	included	for	more	than	a	decade	(European	Union,	2023a)	but	
only	covering	flights	within	Europe.	Shipping	is	included	since	2024,	and	road	will	
be	included	in	2027	(European	Union,	2023b).	For	aviation	and	shipping,	it	is	the	
emissions	from	the	transportation	activities	themselves	that	is	regulated,	but	for	
road	it	is	the	upstream	fuel	producers	that	will	be	subject	to	cap-and-trade	for	the	
expected	emissions	from	the	fuel	they	sell.	For	aviation,	the	use	of	SAF	will	for	a	
certain	 period	 make	 the	 aircraft	 operator	 eligible	 for	 receipt	 of	 allowances	
covering	part	of	the	price	differential	between	SAF	and	conventional	jet	fuel.	

The	AFIR	(European	Union,	2023c)	stipulates	requirements	on	access	to	fuel	for	
different	energy	types	in	road	transportation	and	shipping.	For	heavy-duty	trucks,	
in	 relation	 to	which	AFIR	 is	mainly	discussed	 in	 this	work,	 a	 certain	number	of	
charging	 points	 and	 HRSs	 are	 mandated	 at	 certain	 intervals	 along	 the	 Trans-
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European	Transport	Network	 (TEN-T)	 (European	Union,	2024a).	For	HRSs,	 this	
means	one	per	200km	along	the	TEN-T	core,	and	one	in	each	urban	node,	according	
to	the	TEN-T	definition.	Each	HRS	needs	to	hold	at	least	one	pump,	suitable	for	both	
light-	and	heavy-duty	vehicles,	with	the	capacity	to	store	and	dispense	at	least	1000	
kg	hydrogen	per	day.		

The	EU	“heavy-duty	vehicle	CO2	standard”	(European	Union,	2024b)	requires	that	
truck	and	bus	manufacturers	ensure	that	the	fleet	of	vehicles	sold	in	a	year	emits	a	
certain	percentage	less	CO2	than	the	fleet	sold	in	2019.	For	trucks,	this	percentage	
increases	 in	 five-year	 increments	 until	 requiring	 a	 90%	 reduction	 from	 2040	
onward.	Buses	sold	by	2030	are	already	required	to	emit	90%	less,	with	the	limit	
reaching	 100%	 by	 2035.	 Cars	 and	 light-duty	 vehicles	 have	 their	 own	 standard	
(European	Union,	2019),	mandating	decreasing	emissions	in	five	year	increments	
until	also	reaching	100%	by	2035.	

FuelEU	 Maritime	 (European	 Union,	 2023e)	 stipulates	 that	 the	 average	 GHG	
intensity	 (emissions	per	unit	of	energy	used)	of	each	ship	with	a	gross	 tonnage	
above	 5,000	 needs	 to	 decrease	 by	 a	 certain	 percentage	 compared	 to	 a	
predetermined	benchmark	 value	 (91.16	 gCO2-eq/MJ).	 The	percentage	 increases	
every	five	years,	until	requiring	an	80%	reduction	from	2050	onward.	The	use	of	
RFNBO	is	rewarded	with	a	“double	reduction”	of	emissions	during	the	first	years	
of	the	policy.	For	ships	on	voyages	between	EU	ports,	100%	of	the	emissions	are	
considered.	For	ships	arriving	from,	or	departing	to,	ports	outside	of	the	EU,	half	of	
the	voyage	emissions	are	considered.	

ReFuelEU	Aviation	(European	Union,	2023f)	mandates	a	certain	amount	of	SAF	and	
renewable	 hydrogen	make	 up	 at	 minimum	 a	 specified	 share	 of	 all	 fuel	 sold	 at	
European	 airports	 (except	 some	 with	 low	 annual	 throughput).	 This	 share	 is	
increased	every	five	years,	reaching	70%	in	2050.	Additionally,	a	certain	share	of	
the	total	sold	SAF	needs	to	be	synthetically	produced	starting	 in	2030,	reaching	
35%	in	2050,	meaning	that	out	of	the	total	fuel	sold	24.5%	needs	to	be	RFNBO.	The	
remainder	is	allowed	to	be	biogenic,	although	this	share	can	only	be	produced	from	
Annex	IX	feedstocks	detailed	in	the	RED	(European	Union,	2018)	discussed	above.	

2.4. Energy	systems	modeling	

Modeling	 allows	 abstraction,	 simulation,	 and	 “pseudo-experimentation”	 with	 a	
complex	system	(Helmer	&	Rescher,	1959)	by	reducing	its	complexity	(Köhler	et	
al.,	2019),	which	is	why	it	is	often	used	to	study	one	or	more	aspects	of	the	energy	
system	(Pfenninger	et	al.,	2014).	Objects	of	study	at	a	society	level	of	interest	to	
include	 in	 energy	 systems	 modeling	 could	 be	 technology	 substitution,	 sector	
coupling,	and	energy	system	evolution;	effects	studied	could	be	on	e.g.,	costs,	total	
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emissions,	 or	 resilience.	 Choice	 of	 included	 technologies,	 and	 how	 these	 are	
represented,	vary	widely,	as	do	the	level	of	detail	in	certain	dimensions,	notably	
spatial	 and	 temporal	 (Ringkjøb	 et	 al.,	 2018).	 A	 large	 and	 growing	 range	 of	
frameworks	 are	 available,	 and	 they	 are	 applied	 to	 problems	 depending	 on	 a	
number	of	factors,	like	the	aim	of	the	research,	the	available	data	and	hardware,	
and	the	preference	and	skills	of	the	researcher	(Silvast	et	al.,	2020).		

Linear	 (or	 integer/binary/nonlinear)	 optimization	 is	 often	 used	 to	 represent	
technologies	 and	 their	 investments	 and	 operation	 under	 a	 certain	 goal	 (like	
fulfilling	some	demand)	and	study	their	interactions	in	minimizing	some	outcome	
(typically	cost).	Studies	for	investigating	a	future	European	hydrogen	supply	chain	
are	 of	 special	 interest	 to	 this	 thesis.	 As	 an	 example,	 Neumann	 et	 al.	 (2023)	
optimized	 investments	 and	 operations	 of	 the	 whole	 electricity	 system,	 with	 a	
pronounced	demand	for	hydrogen,	and	studied	the	effects	on	total	system	costs	of	
allowing	 investments	 in	 a	 hydrogen	 pipeline	 and/or	 the	 electricity	 grid.	
Kountouris	 et	 al.	 (2024)	 compared	 the	 total	 system	 costs	 from	 optimizing	 the	
European	energy	system	under	different	hydrogen	supply	strategies,	like	allowing	
imports	and/or	the	production	of	blue	hydrogen.	Studies	like	these	can	improve	
our	understanding	of	the	implications	of	certain	technological	strategies.	

The	 potential	 for	 high	 technical	 detail	 of	 optimization	 studies	 is	 one	 of	 their	
appeals,	 but	 at	 the	 same	 time	 it	 risks	 making	 problems	 exceedingly	 large,	
necessitating	 some	 simplifications	 and	 omissions	 to	 make	 them	 tractable	
(Pfenninger	et	al.,	2014).	Especially	complex	is	the	representation	of	the	systems	
“surrounding”	the	technology,	like	the	wider	economic	system,	and	even	more	so	
the	 interactions	with	human	behavior	and	society.	This	 is	 rarely	 represented	 in	
models	 (Krumm	et	 al.,	 2022).	 Even	when	 this	 representation	 is	 attempted,	 it	 is	
done	 rather	 rigidly,	 like	 the	 limits	 to	 renewables	 deployment	 in	 the	Multinode	
model	used	 for	 this	 study	 (briefly	discussed	 in	 chapter	7)	 to	 account	 for	public	
acceptance	issues.	And	while	the	studies	by	Neumann	et	al.	(2023)	and	Kountouris	
et	al.	(2024)	mentioned	above	are	very	detailed,	there	are	several	aspects	left	out	
of	the	studies.	One	example	–	again	with	specific	relevance	to	this	thesis	–	is	that	
neither	of	these	two	models	consider	different	possible	energy	transition	pathways	
in	 the	 transportation	sector,	which	 is	 itself	a	complex	manifestation	of	political-	
and	consumer	choice	in	a	sociotechnical	system.	This	simplification	is	necessary	
both	for	the	tractability	of	the	problem,	but	also	likely	for	the	communication	of	
their	 results.	 Nevertheless,	 it	 leaves	more	 questions	 to	 answer,	 generally	 done	
through	new	modeling	efforts,	or	uncertainty	analyses,	adding	to	the	picture	piece	
by	piece.		
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Simulation	is	used	for	some	problems,	allowing	system	representations	with	more	
open	and	flexible	mathematical	formulations.	As	an	example,	Shoman	et	al.	(2023)	
simulated	 the	 charging	 demand	 from	 battery	 electric	 trucks	 along	 European	
highways	 in	 2030,	 and	 calculated	 the	 number	 and	 position	 of	 slow-	 and	 fast	
charging	connections	needed	 to	meet	 it.	Neuwirth	et	al.	 (2024)	simulate	 the	re-
investments	 and	 upgrades	 in	 hard-to-abate	 industries	 across	 Europe	 under	
different	 scenarios	 on	 e.g.	 electricity-	 and	 hydrogen	 prices,	 to	 understand	 the	
potential	 rate	 of	 diffusion	 of	 certain	 technologies	 for	 decreasing	 their	
environmental	impact.	Both	these	studies	represent	possible	system	behavior	in	
different	ways,	which	allows	answering	questions	from	a	standpoint	of	alternative	
perspectives.	In	this	case,	they	contribute	to	the	understanding	of	potential	future	
geospatial	distribution	of	demand	for	certain	types	of	energy	carriers.	This	can	also	
be	studied	using	optimization,	as	was	done	by	e.g.	Rose	and	Neumann	(2020)	and	
De	 Padova	 et	 al.	 (2024)	 investigating	 locations	 for,	 and	 demand	 at,	 hydrogen	
refueling	stations.	However,	the	computational	burden	from	large	datasets	when	
using	this	approach	means	these	studies	face	limitations	on	the	geographical	scope	
and	number	of	different	fuel	options,	not	to	mention	technical	detail.	At	the	same	
time,	 economic	 optimization	 represents	 a	 rational	 behavior	 of	 consumers	 and	
industrial	agents,	providing	an	understandable	logic	to	system	organization	which	
provides	a	different	perspective	to	the	simulations.	
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3. Energy	systems	modeling	–	a	science?	

As	discussed	in	the	introduction,	the	diffusion	of	novel	energy	technologies	implies	
a	 change	 in	 the	 technology	 landscape	 (Geels,	 2002).	 For	 societal	 planning,	
particularly	in	transportation	(Grübler	&	Nakićenović,	1991),	this	poses	a	wicked	
problem	(Rittel	&	Webber,	1973)	exacerbated	by	 lock-in	of	carbon	technologies	
(Unruh,	 2000).	One	 central	 rationale	 for	 carrying	 out	 energy	 systems	modeling	
activities	is	to	assist	in	navigating	these	complexities	(Pfenninger	et	al.,	2014).	

There	are	many	different	kinds	of	energy	systems	modeling.	Problems	could	be	
concerned	 with	 the	 investments	 in,	 and	 operations	 of,	 a	 technical	 system	 in	 a	
strictly	 delimited	 engineering	 setting,	 or	 with	 understanding	 technology	
integration	 on	 a	 societal	 level,	 often	 in	 the	 interest	 of	 policymaking	 and	
governance.	This	 thesis,	 and	 subsequently	 this	 chapter,	 is	 focused	on	 the	 latter.	
Personally,	I	tend	to	think	of	this	work	as	“research”.	For	me,	that	word	connotates	
an	 exploratory,	 iterative,	 and	 focused	 (albeit	 not	 always	 structured)	 search,	 for	
perspectives,	considerations,	understanding,	or	learnings	about	different	aspects	
of	the	energy	system.			

However,	 when	 discussing,	 planning,	 and	 arguing	 over	 the	 whats	 and	 hows	 of	
research	activities,	one	often	revisits	the	discussion	on	whether	a	certain	course	of	
action	 could	 qualify	 as	 “scientific”.	 Many	 values	 are	 obviously	 attached	 to	 that	
word,	and	researchers	strive	to	uphold	them	in	their	practice.	But	what	are	those	
values?	And	how	do	they	apply	to	society	level	energy	systems	modeling?	Studying	
the	 future	 of	 chaotic	 sociotechnical	 systems	 under	 hypothetical	 scenarios,	
attempting	 to	 understand	 some	 out	 of	 an	 incomprehensibly	 large	 number	 of	
outcomes	and	effects,	implies	colossal	uncertainty.	This	has	prompted	some,	like	
Hoffman	and	Wood	(1976)	and	Laitner	et	al.	 (2003),	 to	refer	 to	energy	systems	
modeling	as	a	form	of	art	rather	than	science.	Do	classifications	like	this	matter	for	
what	energy	systems	modeling	results	can	be	used	for?	Or	their	value	to	society?	
The	purpose	of	 this	chapter	 is	 to	reflect	on	the	character,	practices,	and	aims	of	
energy	systems	modeling,	and	discuss	those	in	relation	to	different	definitions	of	
science,	to	better	understand	their	role	and	usefulness.								

3.1. Classical	notions	of	science	

Most	likely,	Sir	Karl	Popper	wouldn’t	think	that	energy	systems	modeling	would	
pass	for	a	form	of	science.	One	of	the	most	influential	philosophers	of	science,	his	
criteria	for	science	was	that	it	should	contribute	to	more	accurate	descriptions	of	
the	 world,	 and	 accuracy	 should	 be	 ascertained	 through	 constant	 attempts	 at	
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refuting	one’s	own	findings	(Popper,	1953).	Providing	validations	for	a	theory	is	
not	enough;	only	theories	that	could	theoretically	be	tested	and	disproven	would	
count	as	science.	However,	attempting	refutation	of	an	energy	systems	model	or	
its	 results	 is	 likely	 impossible	 due	 to	 the	 complexity	 and	 changing	 nature	 of	 a	
sociotechnical	system.	Additionally,	overcoming	(or	side-stepping)	this	complexity	
is	the	main	rationale	for	using	a	model,	as	mentioned	in	the	introductory	paragraph	
of	this	chapter.	This	makes	simplifications,	estimations,	and	assumptions	about	a	
system	necessary.	 If	 falsification	was	 theoretically	 possible,	 it	would	 defeat	 the	
purpose	 of	 the	 modeling	 effort,	 which	 was	 to	 save	 time	 and	 costs	 of	 actually	
constructing,	 deploying,	 and	 testing	 a	 system	 in	 practice.	 Furthermore,	 the	
emphasis	of	assessing	technologies	in	a	future	system	means	most	models	would	
require	 validation	 by	 time-travel.	 Uncertainties	 thus	 seem	 to	 be	 an	 inherent	
attribute	of	forward-looking	energy	system	models.		

The	 notion	 of	 science	 as	 a	 strive	 for	 uncovering	 a	 set	 of	 fundamental	 laws	
describing	the	world	is	often	referred	to	as	“reductionism”	(Ackoff,	1973),	but	has	
also	been	called	“scientific	monism”	by	e.g.	Kellert	et	al.	(2006).	Prigogine	(1988)	
described	this	as	a	quest	to	find	a	“knowledge	of	the	world	that	God	would	have”,	
and	many	classical	 schools	of	 thought	have	emphasized	 some	 form	of	 this	goal.	
However,	the	complexity	of	problems	associated	with	the	development	of	society	
spurred	criticism	of	the	traditional	reductionist	view	on	science	already	more	than	
a	century	ago.	The	German	sociologist	Friedrich	Engels	voiced	his	disapproval	of	
this	 conception,	 and	 its	 transfer	 to	 other	 sciences	 like	 history	 and	 philosophy,	
writing:		

“The	analysis	of	Nature	into	its	individual	parts	[…]	were	the	fundamental	
conditions	of	the	gigantic	strides	in	our	knowledge	of	Nature	which	have	been	made	
during	these	last	four	hundred	years.	But	this	method	of	investigation	has	also	left	
us	as	a	legacy	the	habit	of	observing	natural	objects	and	natural	processes	in	their	
isolation,	detached	from	the	whole	vast	interconnection	of	things;	and	therefore	not	

in	their	motion,	but	in	their	repose;	not	as	essentially	changing,	but	as	fixed	
constants;	not	in	their	life,	but	in	their	death.”																																																										

(Engels,	1877)	

However,	the	reductionist	objective	of	finding	a	definitive	law	is	not	shared	with	
energy	systems	modeling.	As	discussed	above,	 the	purpose	 is	rather	 to	assist	 in	
navigating	 complex	 and	 ever-changing	 challenges,	 even	 though	 they	 can’t	
necessarily	 be	 subjected	 to	 one	 unified	 set	 of	 rules.	 This	 difference	 in	 goals	
underlines	the	irrelevance	of	strict	law-seeking	in	modeling.	Does	this	mean	that	it	
is	not	to	be	considered	scientific?	
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3.2. Modern	notions	of	science	

More	 recent	 works	 have	 provided	 new	 ways	 of	 thinking	 about	 science.	 Simon	
(1996)	differentiates	between	practices	 concerned	with	understanding	how	 the	
world	is	and	how	it	ought	to	be.	The	latter,	in	his	view,	should	be	called	“artificial	
sciences”,	 as	opposed	 to	natural.	Within	 this	definition,	 any	activity	 intended	 to	
improve	a	certain	outcome	should	be	defined	as	a	“design”.	Niiniluoto	(1993)	states	
that,	while	 initially	 all	 professions	were	based	on	 some	kind	of	 “rule	of	 thumb”	
practice,	 over	 time	 professions	 have	 been	 subject	 to	 “scientification”,	 with	
increasing	emphasis	on	formalizing	rules	for	governing	practices	with	the	aim	of	
improving	them.	He	calls	these	improvement	activities	“design	science”,	which	are	
distinct	from	the	practices	themselves.	Design-	or	artificial	science	doesn’t	have	to	
be	 concerned	with	 product	 development,	 it	 could	 as	 an	 example	 be	 improving	
agricultural	 yields	 by	 informing	 farming	 (practice)	 using	 agronomy	 (design	
science).	 Simon	 (1988)	 specifically	 uses	 linear	 optimization	 (a	 mathematical	
framework	 commonly	used	 in	energy	 systems	modeling,	 as	described	briefly	 in	
section	 2.4)	 as	 an	 example	 of	 artificial	 science.	 He	 says	 it	 allows	 exploring	 the	
preferable	“inner	environment”	of	different	“possible	worlds”	meeting	the	criteria	
of	 an	 “outer	 environment”,	 thus	 providing	 one	 formalized	methodology	 for	 the	
pseudo-experimentation	defined	by	Helmer	and	Rescher	(1959).		

Other	attempts	 to	recast	definitions	of	 science	 to	allow	dealing	with	complexity	
have	gained	popularity	since	the	late	20th	century;	in	contrast	to	scientific	monism,	
Kellert	et	al.	(2006)	call	one	of	these	viewpoints	“scientific	pluralism”.	This	view	
claims	 that	 a	 combination	 of	 many	 scientific	 efforts	 are	 required	 in	 order	 to	
represent	 different	 aspects	 of	 a	 problem;	 scientists	 will	 never	 arrive	 at	 one	
complete	 unified	 model	 for	 science,	 but	 must	 rely	 on	 understanding	 different	
(sometimes	 conflicting)	 perspectives.	 Aligica	 (2003)	 pointed	 out	 that	 classical	
physics	provided	a	model	that	could	simultaneously	explain	why	nature	behaved	
in	a	certain	way	and	predict	how	it	would	behave	given	certain	conditions;	and	that	
this	requirement	has	subsequently	been	imposed	on	all	other	fields	of	science.	He	
argues	 that	 research	 included	 in	 what	 he	 terms	 future	 studies	 should	 not	 be	
expected	to	comply	with	such	criteria,	but	rather	be	seen	as	input	to	assist	expert	
discourse.	 Ackoff	 (1973),	 discussing	 what	 he	 calls	 the	 systems	 approach,	
furthermore	 underlines	 the	 importance	 of	 not	 only	 relying	 on	 many	 different	
representations	of	a	problem:	this	multidisciplinary	practice	might	just	as	well	be	a	
sort	 of	 multi-reductionism,	 viewing	 different	 aspects	 of	 a	 problem	 in	 isolation	
without	understanding	how	they	connect	or	interact.	Instead,	an	interdisciplinary	
approach	 is	 needed,	 where	 not	 only	 individual	 perspectives	 and	 inquiries	 are	
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acknowledged,	 but	 also	 their	 relative	 dependencies	 to	 each	 other	 and	 the	
surrounding	environment.	

This	plays	into	the	systems	theory	model	for	scientific	inquiry	suggested	by	Capra	
(1988).	 He	 urges	 using	 “networks”	 as	 a	 metaphor	 for	 knowledge,	 rather	 than	
“building	 blocks”,	 and	 similarly	 moving	 from	 reliance	 on	 “structures”	 as	 a	
metaphor	for	the	constituents	of	scientific	world	descriptions,	towards	one	based	
on	“processes”	that	are	inherently	interdependent,	this	should	allow	descriptions	
of	 reality	 to	 be	 dynamic	 and	 context	 dependent.	 Whereas	 old	 descriptions	 of	
science	have	been	considered	“objective”,	this	new	paradigm	should	acknowledge	
the	inevitability	of	personal	or	structural	values	being	embedded	in	research.	As	
such,	they	should	be	clearly	“epistemic”	–	all	science	must	explain	how	they	define	
what	can	be	known	about	the	subject	under	study.	History	has	shown	that	even	the	
basic	sciences’	descriptions	of	reality	are	not	and	cannot	be	complete,	which	also	
means	 that	 the	 scientific	 quest	 should	 be	 seen	 as	 one	 for	 “approximate	
descriptions”	rather	than	an	objective	“truth”.		

Artificial-	 and	design	 science,	 as	well	 as	 scientific	 pluralism,	 future	 studies,	 and	
interdisciplinary	 systems	 theory,	 all	 present	 frameworks	 with	 which	 energy	
systems	modeling	 practices	 could	 be	 described	 and	 discussed	 from	 a	 scientific	
perspective.	Many	of	the	scientific	perspectives	discussed	above	are	being	carried	
and	balanced	by	energy	system	modelers	in	their	daily	work	(Silvast	et	al.,	2020).	
However,	 the	 broader	 relevance	 of	 energy	 system	 modeling	 often	 pertains	 to	
policymaking	(Pfenninger	et	al.,	2014),	and	in	the	context	of	planning	and	public	
discourse,	science	has	a	particular	standing:	the	label	“scientific”	is	often	used	to	
assert	 judgments	 to	 be	 “objective”	 in	 public	 discourse	 on	 energy	 systems,	
especially	 drawing	 on	 the	 communicative	 power	 of	 quantitative	 results	 (Aykut,	
2019).	This	is	important	for	researchers	and	politicians	alike	in	order	to	protect	
themselves	 from	 accusations	 of	 biased	 or	 bad	 decisions	 (van	 den	Hove,	 2007),		
often	 in	 support	 of	 what	 they	 (usually	 somewhat	 mistakenly	 (Azar	 &	 Sandén,	
2011))	 call	 “technology	neutral”	policies.	This	may	 result	 in	 a	misuse	of	 energy	
systems	modeling	results,	bolstered	by	the	scientific	label,	and	is	one	of	the	reasons	
for	e.g.	Feyerabend	(1993)	being	a	vocal	opponent	of	an	elevated	status	of	science	
altogether.		

Thus,	while	there	are	multiple	lenses	through	which	energy	systems	modeling	can	
be	seen	as	scientific,	there	may	be	a	disconnect	between	energy	system	research	
epistemology	and	the	societal	understanding	and	use	of	energy	systems	modeling	
results.	The	following	section	discusses	some	of	the	aspects	that	affect	the	context	
of	modeling	practice,	and	by	extension	the	modeling	results,	in	a	way	that	may	be	
useful	to	consider	in	scientific	discourse.	
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3.3. Scientific	context	of	energy	systems	modeling	practice	

In	 an	 ethnographic	 study	 of	 energy	 systems	modelers	 in	 the	UK	 carried	 out	 by	
Silvast	et	al.	(2020),	almost	all	participants	stressed	that	their	“models	should	not	
be	 used	 for	 predictive	 purposes	 […]	 because	 they	 cannot	 represent	 future	
uncertainty	 well	 enough”.	While	 large	 uncertainties	 are	 a	 common	 criticism	 of	
energy	systems	modeling	(see	e.g.	Laitner	et	al.	 (2003)	and	Trutnevyte	(2016)),	
this	indicates	that	modelers	are	aware	of	the	problems	with	predictability	in	future	
studies	(Aligica,	2003),	and	have	a	focus	on	approximate	descriptions	in	line	with	
systems	theory	(Capra,	1988).	Additionally,	the	modelers	in	the	study	by	Silvast	et	
al.	(2020)	state	that	policymaking	is	one	of	the	most	important	purposes	of	their	
work.	 This	 is	 in	 line	with	Helmer	 and	 Rescher	 (1959)	 and	 Aligica	 (2003),	who	
stress	 that	 one	 of	 the	 fundamental	 values	 of	 models	 is	 to	 allow	 experts	 and	
stakeholders	to	come	together	for	decision-making	in	a	structured	and	manageable	
option	space	(Brill,	1979),	rather	than	provide	definite	truth.		

By	limiting	and	packaging	the	alternative	outcomes	to	decide	between,	modelers	
contribute	to	the	facilitation	of	decision-making,	which	apart	 from	what	options	
are	chosen,	also	narrows	the	range	of	options	emphasized	in	planning.	Assuming	a	
constructionist	 perspective,	 Longino	 (1990)	 proposes	 a	 view	 that	 researchers’	
scientific	 choices	 of	 things	 like	 problem	 formulations	 and	methods	 are	 directly	
shaping	the	progress	of	society.	Aykut	(2019,	emphasis	in	original)	describes	this	
aspect	in	energy	systems	modeling	as	influencing	the	“discursive	context	of	policy-
making	 by	 reducing	 the	 undetermined,	 ‘open’	 future	 into	 an	 actionable	 set	 of	
‘plausible’	development	trajectories.”	It	is	thus	important	to	be	mindful	of	the	way	
social,	 individual,	 and	material	 aspects	 influence	 this	 task.	But	even	 if	modelers	
carefully	 consider	 their	 own	 influence	 on	 the	 research	 results,	 communicating	
them	to	stakeholders	introduce	a	multitude	of	further	complexities.	Ascough	II	et	
al.	(2008)	define	two	types	of	uncertainty	in	social	interaction	and	communication:	
decision-making	and	 linguistic.	The	former	represents	that	when	communicating	
with	stakeholder	groups,	there	is	uncertainty	in	how	(or	whether)	the	results	will	
be	put	to	use,	due	to	the	values,	knowledge,	and	goals	of	the	people	engaged	in	the	
discussion.	The	latter	represents	the	difficulty	in	predicting	future	usage	of	results	
simply	due	to	poor	or	mismatching	communication,	either	through	the	use	of	vague	
or	 ambiguous	 wording,	 local	 jargon	 or	 abbreviations,	 or	 using	 explanatory	
structures	that	do	not	fit	examples	of	a	problem	that	relate	well	to	the	audience.	

Being	aware	of	and	managing	the	influence	of	individual	values,	also	in	discussion	
with	 others,	 promotes	 epistemological	 clarity	 and	 thus	 plays	 into	 the	 systems	
theory	model	proposed	by	Capra	(1988).	It	also	necessitates	reflecting	on	the	way	
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scientists’	 values	 and	 context	 of	 affect	 their	 work.	 Like	 Capra,	 Longino	 (1990)	
insists	there	cannot	be	objective	science;	the	background,	training,	preconceptions,	
local	situation,	and	experience	will	always	influence	the	scientist	in	all	aspects	of	
their	daily	work.	This	has	an	effect	on	all	aspects	of	the	research	endeavor,	from	
issues	 of	 which	 questions	 are	 pursued,	 to	 how	 they	 are	 pursued,	 and	 whose	
perspectives	are	considered.	This	is	also	considered	by	Lakatos	(1968),	but	with	
more	emphasis	on	material	 and	professional	 structures	 than	 social	 ones.	 In	 the	
case	of	energy	systems	modeling,	this	value-based	influence	is	exerted	through	the	
selection	of	what	groups	in	society	to	represent,	which	technologies	to	include,	and	
in	 what	 manner	 these	 are	 represented,	 to	 name	 a	 few	 aspects	 (Laes,	 2019).	
Different	outputs	can	be	generated	when	different	models	are	used	to	study	the	
same	problem,	as	shown	by	Ruhnau	et	al.	 (2022).	This	 suggests	 such	structural	
aspects	could	have	a	potentially	large	influence	of	results.	

Interdisciplinarity,	 a	 central	 part	 of	 the	 systems	 thinking	 model	 as	 defined	 by	
Ackoff	 (1973),	 serves	 to	 overcome	 some	 of	 the	 potential	 pitfalls	 of	 a	 skewed	
representation	 of	 values	 and	 backgrounds	 in	 a	 scientific	 group.	 By	 integrating	
perspectives	 across	 and	between	 fields,	 knowledge	 can	be	 built	 in	 the	 network	
structure	 proposed	by	 Capra	 (1988),	 and	 researchers	 can	 build	 a	more	 holistic	
understanding.	 However,	 there	 are	 many	 obstacles	 to	 truly	 interdisciplinary	
research,	 like	 insufficient	 skills	 in	 interdisciplinary	 work,	 and	 unfit	 funding	
schemes	and	publication	processes	(Schuitema	&	Sintov,	2017).	One	traditionally	
underrepresented	field	that	has	received	more	attention	in	recent	years	is	social	
science.	Sovacool	et	al.	(2015)	claims	that	the	historic	lack	of	social	perspectives	in	
energy	science	has	stifled	the	field.	They	point	to	the	strict	focus	on	novel	hardware	
as	 a	 factor	 limiting	 the	 usefulness	 of	 results.	 In	 their	 view,	 this	may	 in	 part	 be	
attributed	to	the	skewed	representation	of	practitioners	in	the	field.	A	majority	are	
engineers	 or	 economists	 by	 training,	 leading	 to	 an	 emphasis	 on	 quantitative	
studies,	 which	 might	 neglect	 unquantifiable	 aspects	 to	 energy	 transition	
challenges.	Also,	the	fact	that	most	researchers	are	male	and/or	westerners	from	
affluent	institutions	limit	the	level	of	heterogeneity	in	perspectives	(Sovacool	et	al.,	
2015),	one	example	of	which	can	be	seen	in	the	geographical	scope	of	studies	on	
hydrogen	systems	(Zhang	et	al.,	2025).		

So,	 even	 though	 large-scale	 energy	 systems	 models	 focus	 on	 sociotechnical	
systems,	the	“socio”	part	is	mostly	rather	crudely	represented	in	energy	systems	
models	(Krumm	et	al.,	2022),	often	as	some	kind	of	exogenous	factor.	Acceptance	
to	deployments	of	renewable	energy	technologies	is	one	area	that	has	been	readily	
identified	as	important	to	the	future	energy	system,	but	still	cannot	be	represented	
satisfactorily	in	models	since	it	can’t	be	sensibly	understood	in	a	generalized	and	
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quantitative	way	(Tsani	et	al.,	2024).	As	per	the	example	mentioned	in	section	2.4,	
this	is	represented	by	a	percentage	limitation	on	deployments	on	eligible	land	in	
the	 Multinode	 system	 used	 for	 this	 thesis.	 Sent	 (2006)	 claims	 that	 similar	
shortcomings	 in	 representing	 a	 heterogenous	 population	 are	 shared	 with	
economics,	since	the	sum	of	economic	welfare	is	calculated	without	consideration	
for	 the	qualitative	benefit	 to	each	 individual.	Agents	are	often	aggregated	 into	a	
single	 representational	 idiom,	 which	 can’t	 mirror	 a	 diverse	 population.	 This	
inability	 to	 account	 for	 the	 many	 dimensions	 of	 variety	 in	 demographics	 and	
personal	 experiences	 and	 preferences,	 according	 to	 Sent	 (2006),	 creates	 overly	
mechanistic	descriptions	of	society,	which	do	not	represent	that	the	whole	can	be	
more	 than	 the	 sum	 of	 its	 parts,	 an	 important	 aspect	 of	 the	 systems	 approach	
(Ackoff,	 1973).	While	 optimization	 or	 simulations	 often	 rely	 on	 average	 agents	
following	an	economic	rationale,	ultimately	the	individuals	making	up	society,	with	
their	 different	 backgrounds	 and	 preferences,	will	 collectively	 pick	winners	 and	
losers	in	the	energy	transition	(Gallagher	et	al.,	2012).	This	means	that	subjective	
experience	and	local	and	momentary	conditions	can	be	more	important	than	strict	
economic	rationale	in	decision-making	(Kahneman	&	Tversky,	1979;	Simon,	1990).	
Energy	systems	researchers	might	never,	due	to	what	Edwards	(2010)	calls	“data	
friction”	 and	 “computational	 friction”,	 be	 able	 to	 completely	 represent	 these	
aspects	in	models.	As	discussed	in	the	beginning	of	section	3.1,	however,	this	is	not	
the	 point	 of	models.	 This	 rather	 serves	 to	 demonstrate	 some	 of	 the	 embedded	
complexities	in	interdisciplinary	energy	systems	modeling,	which	require	careful	
considerations	of	systems	theory	science.	

This	 complexity,	 however,	 begs	 the	 question:	 Is	 there	 any	 point?	 Should	
researchers’	 time	 and	 energy	 be	 spent	 on	 trying	 to	 model	 problems	 that	 are	
obviously	 too	 massive	 to	 represent	 in	 a	 computer?	 Coyne	 (2005)	 claims	 that	
“wickedness”	 is	 the	 norm,	 not	 a	modern	 deviation,	 and	 that	 attempts	 to	 define	
rationality	over	societal	problems	as	generalized	and	rigid	structures	are	mistaken	
–	problems	always	need	to	be	solved	in	their	specific	context.	Any	design	(which,	
according	to	the	definition	by	Simon	(1996)	described	in	section	3.2,	could	be	e.g.	
a	plan	for	an	energy	system)	need	to	depart	from	locally	specific	context,	assume	
that	the	solution	is	non-generalizable,	and	that	it	will	never	be	perfect	for	everyone.	
An	 immeasurable	 number	 of	 values	 and	 viewpoints	 need	 to	 be	 balanced	 –	 in	 a	
research	team	or	a	group	of	decision-makers,	yes,	but	even	more	so	across	multiple	
diverse	 cultures	 and	 societies.	 Priorities,	 wisdom,	 and	 the	 role	 of	 science,	 art,	
morality,	and	other	concepts,	vary	between	cultural	systems,	and	their	authority	
rests	on	the	convictions	of	validity	upheld	by	individuals	in	a	group	(Geertz,	1993).	
This	needs	to	be	considered	and	managed	in	any	societal	planning,	which	suggests	
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that	neither	energy	systems	modeling	nor	any	other	field	of	science	should	be	seen	
as	a	problem-solving	panacea.		

What	 does	 this	mean	 for	 the	 status	 of	 science	 in	 public	 discourse?	 Feyerabend	
(1993)	objected	to	a	too	narrow	definition	of	“rationality”,	based	only	on	science.	
Even	when	trying	to	include	many	scientific	perspectives,	he	writes	that	the	result	
is	 a	 “patchwork”	 representation	of	 reality,	 that	 can’t	 give	 the	 full	 picture	 of	 the	
world.	This	view	could	possibly	be	summarized	as	a	version	of	multidisciplinarity	
as	defined	by	Ackoff	(1973)	(briefly	discussed	in	section	3.2),	a	sort	of	failed,	multi-
reductionist,	 attempt	 at	 interdisciplinarity.	 Feyerabend	 suggests	 that	 what	 is	
termed	 rationality	 should	 include	 not	 only	 science,	 but	 culture,	 art,	 and	 other	
values	as	well.	Only	then	can	rationality	represent	reality.	This	would	be	a	more	
radical	 extension	of	 interdisciplinarity	and	 the	 systems	approach,	 as	defined	by	
Ackoff.	Considering	the	wicked	and	multidimensionally	varying	contexts	in	energy	
systems	modeling,	this	extension	might	be	valuable.		

If	we	return	to	the	suggestion	that	one	of	the	most	important	applications	of	energy	
systems	modeling	is	in	policy-	and	decision-making	(Silvast	et	al.,	2020),	then	e.g.	
policymaking	could	be	seen	as	a	practice	that	modelers	are	attempting	to	improve.	
This	would	make	energy	systems	modeling	fit	into	the	design	and	artificial	science	
definitions	by	Simon	(1996)	and	Niiniluoto	(1993).	While	they	more	or	less	directly	
encapsulate	many	 aspects	 covered	 by	 systems	 theory	 and	 its	 adjacent	models,	
these	frameworks	are	distinguished	by	a	focus	on	the	application	and	utilization	of	
the	results.	Assuming	a	somewhat	extreme	perspective	on	design	science,	then	if	
energy	systems	modeling	activities	aren’t	aimed	at	assisting	policymaking,	then	the	
modeling	isn’t	scientific.	The	importance	of	utilization	again	emphasizes	the	role	of	
energy	systems	modeling	as	discourse	facilitation,	suggested	by	e.g.	Aligica	(2003),	
discussed	in	the	beginning	of	this	section.	Utilization	is,	indeed,	in	itself	important,	
but	maybe	how	utilization	happens	 is	a	deciding	 factor	 for	whether	modeling	 is	
scientific?	Silvast	et	al.	(2020)	conclude	that	modelers	themselves	are	aware	of	the	
epistemological	considerations	in	models,	but	can	scientific	modeling	results	really	
be	 scientific	 if	 their	 utilization	 is	 not?	 For	 the	 whole	 research	 process	 to	 be	
scientific,	also	after	results	leave	the	desks	of	the	modelers,	maybe	a	critical	aspect	
is	 to	 embed	 systems	 theory	 in	 communication.	 A	 greater	 emphasis	 on	 seeing	
results	 through	 to	 their	 application	 might	 allow	 broader	 interdisciplinary	
integration	of	perspectives,	important	to	societal	planning	(Coyne,	2005).	

Perhaps	some	of	these	considerations	can	distinguish	scientific	from	non-scientific	
practice.	Or,	maybe	it	doesn’t	matter	if	we	call	the	practice	research,	science,	or	art.	
Ultimately,	most	good	might	be	done	by	following	the	suggestion	by	Coyne	(2005):	
	 “We	have	to	be	both	scientist	and	poet.”	
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4. Modeling	context	and	methods	

The	SVENG	model,	built	for	this	thesis,	 is	used	to	assess	different	aspects	on	the	
geospatial	hydrogen	energy	system	in	Europe	2050.	This	has	been	done	through	
simulation	of	hydrogen	demand,	policy	assessment,	energy	systems	optimization,	
and	water-	and	land	use	assessment,	for	different	scenarios	and	cases	in	the	two	
included	papers.	

4.1. Scenarios	and	cases	

In	 paper	 I,	 when	modeling	 the	 distribution	 of	 hydrogen	 demand	 from	 a	 future	
European	hydrogen	truck	 fleet,	we	 investigated	six	cases	along	two	dimensions.	
For	the	Base	case,	on	which	the	majority	of	the	analyses	are	based,	we	assumed	
that	15%	of	all	 long-haul	 trucks	were	running	on	hydrogen,	and	 that	 they	were	
equipped	 with	 75	 kg	 hydrogen	 tanks.	 These	 parameters	 were	 varied	
independently	for	the	other	cases:	three	other	cases	also	assumed	75	kg	tanks,	but	
5%,	25%,	 and	35%	diffusion	 rate	 of	 hydrogen	 trucks	 in	 the	 long-haul	 segment.	
Conversely,	assuming	a	15%	diffusion	rate,	 for	 two	other	cases	 the	 trucks	were	
instead	assumed	to	have	60	kg	and	90	kg	tanks.	

In	paper	II,	when	modeling	the	future	geospatially	distributed	hydrogen	demand	
from	both	 transportation	and	 industry,	 the	 focus	of	 the	different	scenarios	 is	 to	
represent	five	different	pathways	for	the	energy	transition	in	the	transportation	
sector.	These	are	used	to	simulate	a	larger	scope	of	hydrogen	demand	with	high	
geospatial	resolution	across	Europe.	For	each	scenario,	the	share	of	a	certain	fuel	
used	in	a	specific	transportation	mode	is	represented	as	a	percentage	of	its	total	
transportation	work.	See	figure	1	for	an	overview	of	the	assumed	fuel	diffusion	in	
each	transportation	mode	and	scenario.		

Road	is	represented	by	four	different	categories:	cars,	buses,	regional	freight,	and	
long-haul	freight.	Shipping	is	divided	into	seven	categories:	liquid	bulk,	dry	bulk,	
container,	roro,	other	freight,	cruises,	and	ferries.	Aviation	is	segmented	on	flight	
distance:	 short	 (<300km),	 medium	 (300-2000km),	 and	 long	 (>2000km).	 The	
different	 energy	 types	 included	 are	 (battery)	 electricity,	 gaseous	 and	 liquid	
hydrogen,	 electro-ammonia,	 electro-hydrocarbons,	 and	 biofuels.	 Electro-
hydrocarbons	 are	 represented	 as	 Fischer-Tropsch	 (FT)	 liquids	 in	 road,	
electromethanol	in	shipping,	and	through	methanol-to-jet	in	aviation.	Biofuels	are	
considered	produced	as	FT-liquids	for	road,	biomethanol	for	shipping,	and	through	
ethanol-to-jet	in	aviation.	
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The	Fuel	mix	 scenario	 is	 designed	 to	 represent	 a	mix	 of	 solutions	 in	 the	 future	
transportation	energy	system.	The	other	four	scenarios,	Elec	prio,	H2	prio,	E-fuel	
prio,	 and	 Biofuel	 prio	 each	 depict	 a	 future	 where	 one	 of	 these	 solutions	 are	
prioritized	 and	 used	 to	 a	 large	 extent.	 In	 each	 of	 the	 scenarios,	 the	 industries	
considered	in	the	study	are	assumed	to	all	convert	their	processes	entirely	to	run	
on	electrolytic	hydrogen.	These	demand	scenarios	are	narrative	pathways	(Aykut,	
2019),	designed	to	represent	plausible	trajectories,	yet	clearly	represent	extreme	
cases.	Rather	than	attempting	to	deduce	the	“actual”	future	state,	this	manner	of	
building	 a	 model	 serves	 to	 communicate	 the	 uncertainty	 of	 the	 future,	 and	
spanning	 up	 a	 “decision	 space”	 (Brill,	 1979)	 that	 is	 clearly	 theoretical	 and	
exploratory.	 The	 scenarios	 are	 designed	with	 consideration	 for	 the	 EU	 policies	
described	in	section	2.3.	

	
Figure	1:	Share	of	total	energy	for	each	fuel	type	used	in	each	transportation	segment,	for	all	scenarios	in	paper	II.		
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4.2. Geospatial	simulation	of	hydrogen	demand		

The	simulated	geospatial	hydrogen	demand	distribution	for	long	distance	trucks,	
shipping,	and	aviation	is	based	on	data	from	the	ETISplus	database	(Szimba	et	al.,	
2013).	It	contains	data	on	flows	of	passengers	and	goods	using	different	modes	of	
transportation	across	all	of	Europe	in	2010,	which	is	used	to	calculate	the	location	
and	 amount	 of	 energy	 use	 for	 different	 fuels.	 The	 data	 has	 high	 geospatial	
resolution,	 generally	 on	 NUTS3-level	 (Nomenclature	 of	 Territorial	 Units	 for	
Statistics	(Eurostat,	2021))	representing	the	most	detailed	level	used	for	statistical	
purposes	 in	 the	 European	 Union.	 When	 calculating	 demand	 for	 shorter	 range	
transportation,	considering	liquid	fuel	for	cars	and	buses,	it	was	based	on	total	EU	
transportation	work	from	the	JRC	IDEES	EU-dataset	(Rózsai,	2024).	For	the	energy	
use	for	cars	and	buses	with	electric	propulsion,	data	from	the	Multinode	model	was	
used.	

Linear regression models 
To	 extrapolate	 the	 levels	 of	 transportation	work	 in	 the	 dataset	 to	 2050,	 linear	
regression	was	used	to	correlate	annual	transportation	work	for	the	period	2010-
2019	from	Eurostat	(2023a,	2023b,	2023c,	2023d,	2023e)	with	GDPPPP	for	freight	
modes	 and	 GDPPPP/capita	 for	 passenger	 transportation	 from	 the	 World	 Bank	
(2023a,	2023b)	for	the	same	period.	This	was	done	on	a	country-by-country	basis	
for	each	transportation	mode,	considering	outgoing	transport.	Truck	freight	was	
computed	separately	between	national	and	 international	volumes,	and	shipping	
was	computed	separately	between	the	included	ship	types	listed	in	section	4.1.	The	
IIASA	 GDP	 projection	 for	 2050	 (IIASA,	 2024)	 under	 the	 Shared	 Socioeconomic	
Pathway	scenario	2	(SSP2)	(Riahi	et	al.,	2017)	was	then	used	with	the	individual	
linear	regression	models	for	each	country	and	transportation	mode	to	calculate	its	
individual	transportation	work	growth	factor.	The	same	procedure	was	used	for	
the	entire	EU	in	bulk	when	extrapolating	transportation	work	for	cars	and	buses	
from	(Rózsai,	2024).		

Routing 
To	calculate	and	distribute	energy	demand,	we	considered	simulated	routes	taken	
by	the	different	transportation	modes.	For	trucks,	the	route	data	simulated	in	Speth	
et	al.	(2022)	(also	used	by	e.g.	Shoman	et	al.	(2023))	was	used.	For	shipping,	we	
used	 the	 python	 plugin	 searoute.py	 (Halili,	 2023)	 to	 calculate	 the	 sea	 distance	
between	 trading	 regions.	 For	 aviation,	 the	 distance	 between	 two	 airports	 was	
mostly	 included	 in	 the	ETISplus	dataset,	 but	where	missing	 this	was	 calculated	
using	the	python	plugin	haversine.py	(Rouberol,	2023).	
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Energy use calculations 
The	energy	use	distribution	algorithm	for	trucks	is	described	in	detail	in	paper	I.	
The	 route	 data	was	 overlaid	with	 topographical	 data	 from	 the	 European	 Space	
Agency	(2023),	and	knowing	the	distance,	speed,	and	inclination	of	each	link	on	the	
route,	the	power	and	subsequently	energy	required	to	traverse	each	route	segment	
could	 be	 computed.	 In	 paper	 I,	 it	 only	 applied	 to	 long-haul	 hydrogen	 trucks.	 In	
paper	II,	this	algorithm	was	also	used	to	calculate	the	energy	demand	from	trucks	
with	 other	 drivetrains.	 Energy	 use	 for	 cars,	 buses	 and	 local	 truck	 freight	 was	
calculated	 using	 different	 average	 energy	 use	 factors	 applied	 to	 the	 total	
transportation	work,	described	in	Supplementary	material	of	paper	II.	

For	ships,	the	average	energy	use	per	transportation	work	in	tonnes	multiplied	by	
km	(tkm)	 for	each	of	 the	different	ship	modes	was	calculated	 from	the	EU	MRV	
(2019)	reported	energy	use	from	ships	in	European	waters.	This	factor	was	then	
used	to	calculate	the	energy	use	for	a	certain	route	based	on	the	simulated	distance	
and	 amount	 of	 goods	 flow.	 To	 represent	 different	 drivetrains,	 different	 factors	
were	used	to	relate	their	energy	efficiency	relative	to	a	conventional	ship	engine,	
which	is	detailed	in	paper	II.		

For	 aviation,	 energy	 use	 figures	 per	 passenger	 multiplied	 by	 km	 (pkm),	 for	 a	
simulated	 average	 aircraft	 in	 2050,	 in	 three	 different	 distance	 segments,	 were	
shared	by	an	 industry	expert.	Similar	to	shipping,	 the	energy	use	for	each	route	
was	 calculated	 based	 on	 flight	 distance	 and	 the	 number	 of	 annual	 flights.	 To	
account	 for	 differences	 in	 total	 system	 efficiency	 between	 future	 aircraft,	 an	
adjustment	factor	was	applied	to	the	different	propulsion	systems,	also	detailed	in	
paper	II.	

Energy demand distribution and infrastructure aggregation 
Demand	for	(battery)	electricity	and	hydrogen	for	direct	use	is,	for	shipping	and	
aviation,	 allocated	 for	 each	 journey	 back	 to	 the	 port/airport	 of	 departure.	 For	
hydrogen	trucks,	a	search	algorithm	is	used	on	each	route	to	estimate	where	70-
90%	 of	 a	 hydrogen	 truck	 tank	would	 be	 depleted	 and	 distribute	 the	 hydrogen	
demand	along	 those	nodes.	On	arrival,	 the	 tank	of	 the	 truck	 is	considered	 to	be	
filled	up	in	the	nodes	closest	to	the	point	of	arrival.	When	all	energy	is	distributed	
to	 the	 nodes,	 another	 algorithm	 is	 used	 to	 aggregate	 them	 into	 discrete	 HRSs,	
which	 are	 in	 turn	 distributed	 to	 current	 truck	 rest	 stops	 and	 existing	 refueling	
stations.	The	same	algorithm	for	demand	distribution	is	used	for	battery	electric	
trucks,	but	not	for	aggregating	discrete	charging	points.		

All	 simulated	 demand	 for	 liquid	 fuels,	 i.e.	 biofuels,	 electro-hydrocarbons,	 and	
electro-ammonia	 are	 aggregated	 and	 distributed	 onto	 designated	 production	
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facilities.	The	two	former	are	distributed	onto	existing	refineries,	relative	to	their	
EU-ETS	reported	emissions	as	per	Manz	and	Fleiter	(2018).	The	same	approach	is	
used	for	distributing	electro-ammonia,	but	onto	existing	ammonia	plants	relative	
to	(and	on	top	of)	their	current	ammonia	output	(see	paper	II).		

Amount	 and	 location	 of	 steel	 production	 comes	 from	 Global	 Energy	 Monitor	
(2024),	ammonia	from	a	number	of	databases	and	searches	(listed	with	references	
in	 Supplementary	 material	 to	 paper	 II),	 and	 high	 value	 chemicals	 (HVC)	 from	
Neuwirth	et	al.	(2024).	Their	hydrogen	demand	is	calculated	for	producing	current	
output	with	a	hydrogen-based	process.	Current	production	volumes	are	assumed	
for	all	industries.		

4.3. Assessing	the	AFIR	

In	paper	I,	we	make	a	comparison	of	the	simulated	amount	of	HRS	capacity	that	
needs	to	be	built	in	2050	compared	to	the	requirements	set	out	in	AFIR	in	2030	
(European	Union,	2023c),	for	each	case.	Some	countries’	demand	is	projected	to	be	
lower,	even	far	later,	than	the	required	supply	in	2030.	This	is	discussed	in	chapter	
6.	In	this	thesis,	the	analysis	from	paper	I	is	complemented	with	one	on	the	costs	
incurred	for	building	underutilized	infrastructure.	

For	 calculating	 the	 added	 cost	 of	 building	 AFIR	 mandated	 HRSs	 beyond	 the	
simulated	 demand,	 we	 assume	 that	 each	 additional	 station	 is	 of	 the	 smallest	
allowed	size,	and	has	a	utilization	rate	of	0.	Annual	CAPEX	(capital	expenditure)	
and	OPEX	(operational	expenditure)	figures,	for	different	sizes	of	HRS	with	onsite	
production	of	hydrogen,	have	been	calculated	by	Bracci	et	al.	 (2024).	The	study	
gives	 no	 CAPEX	 for	 stations	 serving	 1	 tonne	 of	 hydrogen	 per	 day,	which	 is	 the	
smallest	size	qualifying	for	AFIR,	and	would	correspond	to	the	smallest	(XS)	size	
HRSs	 considered	 in	 paper	 I.	We	 estimated	 this	 cost	 by	 fitting	 a	 second	 degree	
polynomial	curve	to	the	data	on	station	CAPEX	cost	per	tonne	of	hydrogen	capacity,	
for	other	sizes	provided	in	the	report.	This	was	done	using	the	polyfit	function	from	
the	NumPy	(2024)	package,	and	the	resulting	function	was	used	to	calculate	the	
CAPEX	for	a	station	delivering	1	tonne	of	hydrogen	per	day.	The	resulting	function	
is	displayed	in	figure	2a),	with	CAPEX	values	from	Bracci	et	al.	(2024)	in	red	and	
the	calculated	value	in	blue.		

OPEX	 as	 defined	 by	 Bracci	 et	 al.	 (2024)	 is	 given	 for	 some	 values	 on	 average	
utilization	rate	for	each	station	size.	No	value	is	given	for	a	utilization	rate	of	0.	We	
fitted	a	linear	function	correlating	the	utilization	to	the	OPEX	cost	for	a	2	tonnes	
per	day	size	station,	in	the	same	manner	as	described	above.	The	resulting	function	
was	then	used	to	calculate	the	OPEX	for	a	station	delivering	0	tonnes	of	hydrogen	
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per	day.	This	is	displayed	in	figure	2b).	Using	the	2	tonnes-station	(corresponding	
to	an	S	size	HRS	 in	paper	I)	may	 imply	a	slightly	higher	OPEX	function	than	the	
actual	costs	for	a	1	tonne-station,	but	OPEX	has	a	marginal	effect	on	the	end	result.	

For	each	country	with	a	simulated	need	for	HRS	capacity	(𝑐𝑎𝑝!"#$%&'()* )	that	is	lower	
than	that	mandated	by	AFIR	(𝑐𝑎𝑝!"#$%&'

+,)& ),	we	calculate	the	cost	for	building	excess	
capacity	𝐶!"#$%&'

-.!-((!+/	as:	

𝐶!"#$%&'
-.!-((!+/ = &𝐶!+/-.(1) +	𝐶"/-._1%(0)- ⋅ &𝑐𝑎𝑝!"#$%&'

+,)& −	𝑐𝑎𝑝!"#$%&'()* -		 Eq.	1	

	 	

where	𝐶!+/-.	and	𝐶"/-._1%	represent	the	two	cost	functions	defined	above.	

	
Figure	2:	Curve	fit	estimations	of	CAPEX	(a)	relative	to	station	capacity,	and	OPEX	(b)	relative	to	utilization	rate.	Blue	

dots	indicate	computed	values	for	an	HRS	with	1	pump	and	a	utilization	rate	of	0.	

4.4. Energy	systems	optimization	

For	investigating	the	energy	generation	and	electricity	cost	impact	from	hydrogen	
production	under	different	energy	futures	in	transportation	(paper	II),	we	used	the	
Multinode	model	first	presented	by	Göransson	et	al.	(2017),	then	under	the	name	
eNODE.	(Öberg	et	al.,	2022)	gives	a	more	recent	updated	mathematical	formulation	
of	the	model.	Updated	technology	costs	are	given	in	paper	II.	It	is	a	greenfield	linear	
optimization	 model	 for	 investment	 and	 dispatch	 of	 energy	 technologies,	
representing	 the	 entire	 Europe	 as	 56	 regions,	 51	 of	 which	 are	 included	 in	 the	
electricity	cost	assessment.	We	run	it	for	a	whole	year	in	6-hour	timesteps,	for	each	
of	 the	 five	 scenarios	 described	 in	 section	 4.1.	 For	 simplification,	 the	 hydrogen	
demand	in	each	region	is	aggregated	and	considered	to	be	met	as	one.	All	hydrogen	
production	is	considered	to	be	decentralized	but	grid	connected,	and	as	such	no	
hydrogen	distribution	is	included	in	the	assessment.	
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4.5. 	Water-	and	land	use	assessment	

Water	use	can	be	measured	as	either	water	consumption	or	water	withdrawal.	The	
former	means	water	that	is	taken	from	a	source	and	not	returned,	and	the	latter	
includes	all	water	that	was	taken	out,	also	containing	the	part	that	 is	eventually	
returned.	Their	impacts	on	available	water	resources	are	termed	water	depletion	
and	water	stress,	respectively	(Kuzma	et	al.,	2023).		

To	 investigate	 the	 impact	on	 local	water	 resources	 from	water	use	 in	hydrogen	
production,	 an	 understanding	 of	 the	 water	 resource	 conditions	 in	 the	 local	
reservoir	or	sub-basin	is	needed.	We	used	the	Aqueduct	4.0	dataset	from	the	World	
Resources	 Institute	 (2023),	 which	 contains	 projections	 for	 2050	 on	 water	
availability	and	“regular”	outtake,	and	water	stress	and	-depletion	risk,	at	the	sub-
basin	level	across	the	world	(Kuzma	et	al.,	2023).	After	aggregating	annual	water	
use	for	hydrogen	production	on	the	sub-basin	level,	we	added	it	to	the	modeled	
annual	regular	water	use	and	compared	the	sum	to	the	modeled	available	water	
and	 projected	 stress.	 This	 allows	 an	 assessment	 of	 potential	 contributions	 of	
hydrogen	production	to	the	overextraction	of	water.	

For	 assessing	 land	 use	 for	 electrolytic	 hydrogen	 production,	 the	main	 point	 of	
concern	 is	 the	 land	required	 for	electricity	production	 if	all	electricity	would	be	
renewable.	Total	 annual	 electricity	demand	was	aggregated	per	 country	 for	 the	
different	scenarios,	and	a	total	land	requirement	was	calculated	for	all	of	Europe	
using	country	specific	solar-	and	wind	land	use	factors	calculated	based	on	their	
potentials	from	the	JRC	ENSPRESO	datasets	(Nijs,	2019a,	2019b).	

This	is	compared	to	the	land	use	for	cultivation	of	biomass	for	biofuels.	The	total	
area	 for	biomass	cultivation	 is	calculated	using	 the	simulated	 land	use	 intensity	
factor	for	the	EU	2020	biofuel	mix	scenario	with	a	7%	cap	on	conventional	biofuels	
from	the	“Globiom	report”	(Valin	et	al.,	2015).	The	yield	of	bio-jet	is	considered	to	
be	60%	of	the	conventional	fuel	energy	content	when	producing	it	from	ethanol.		

As	mentioned	in	section	2.3,	there	is	a	rather	strong	political	favor	for	the	so-called	
Annex	IX-residues	to	be	used	in	transportation	in	the	future.	Additionally,	there	are	
crop	 rotation	 practices	 that	 may	 provide	 biomass	 on	 arable	 land	 without	
competing	with	food	and	feed,	as	described	e.g.	by	Englund	et	al.	(2023).	Thus,	we	
calculate	the	land	use	that	could	be	offset	by	the	use	of	residues,	for	a	high	and	a	
low	case	of	residue	availability	for	the	transportation	sector	in	2050	given	by	Soler	
(2022).	We	also	calculate	the	land	area	that	could	be	offset	by	the	annual	output	
from	miscanthus	cultivation	when	combined	in	rotation	with	four	years	of	other	
crops	as	described	in	Englund	et	al.	(2023),	using	an	ethanol	yield	factor	estimated	
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from	Cerazy-Waliszewska	 et	 al.	 (2019).	 Residues	 and	miscanthus	 are	 primarily	
assumed	to	offset	jet	fuel,	which	currently	has	the	strictest	regulations	regarding	
feedstocks.	Since	jet	fuel	uses	more	feedstock	per	unit	of	final	energy,	this	impacts	
the	land	use.	If	any	residues	or	miscanthus	remains	after	jet	fuel	demand	has	been	
met,	then	these	are	used	towards	road	and	shipping.		
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5. Simulating	geospatial	hydrogen	demand	

Two	different	hydrogen	demand	distribution	datasets	were	created	for	this	thesis,	
one	 in	 each	 of	 the	 included	 papers,	 appended	 on	 a	 format	 compatible	 with	
geographical	 information	 system	 (GIS)	 software.	 Figure	 3	 shows	 the	 simulated	
distribution	and	sizes	of	HRSs	for	supplying	hydrogen	to	long-haul	trucks	across	
Europe	 in	 2050	 from	 paper	 I.	 This	 simulation	 was	 made	 for	 the	 Base	 case	 as	
described	in	section	4.1.	The	model	prioritizes	building	smaller	stations,	which	is	
an	 intrinsic	 characteristic	 of	 the	 HRS	 distribution	 algorithm.	 The	 density	 of	
hydrogen	supply	is	highest	in	central	Europe,	 in	line	with	the	higher	volumes	of	
transportation	work	there.	These	aspects	are	further	discussed	in	paper	I.		

	
Figure	3:	Location	and	sizing	of	HRSs	for	supplying	hydrogen	to	long-haul	trucks	in	Europe	in	2050,	assuming	a	15%	

diffusion	rate	and	75	kg	onboard	hydrogen	tanks.	

One	 of	 the	 shortcomings	 of	 previous	 modeling	 efforts	 for	 hydrogen	 trucks	
discussed	 in	paper	 I	 is	 the	use	of	 a	 factor	 for	 average	energy	use	per	km	when	
modeling	energy	demand	from	trucks.	In	an	attempt	to	overcome	this,	we	added	a	
capability	for	the	algorithms	presented	in	paper	I	to	simulate	locally	specific	power	
requirements	for	hydrogen	trucks	on	route	with	higher	detail.	Hydrogen	demand	
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should	thus	vary	between	regions	as	a	result	of	considering	differences	in	speed	
and	 inclination,	 compared	 to	using	an	average	 factor	 for	energy	use	per	km.	To	
understand	 whether	 specific	 power	 requirements	 significantly	 impact	 the	
distribution	 of	 HRSs,	 the	 same	 model	 was	 run	 without	 this	 Dynamic	 Power	
algorithm,	instead	using	an	average	energy	use	per	km	between	all	the	dynamically	
modeled	routes	in	the	dataset.	We	call	this	version	the	Constant	Power	algorithm.		

As	shown	in	figure	4,	there	is	a	difference	in	results	between	these	two	model	runs.		
Most	notably,	the	number	of	hydrogen	refueling	pumps	(as	per	the	AFIR	definition	
given	in	section	2.3)	simulated	for	Germany	is	more	than	200	fewer	when	using	
the	Constant	Power	algorithm,	a	decrease	by	one	third,	while	there	are	almost	300	
more	for	Poland,	a	doubling	of	capacity.	This	points	to	the	relevance	of	considering	
local	vehicle	power	needs	for	specific	routes,	when	planning	for	access	to	refueling	
infrastructure.	

	
Figure	4:	Absolute	and	relative	(factor)	difference	in	number	of	refueling	pumps	per	country,	between	the	results	

from	running	the	fuel	demand	and	distribution	algorithm	with	the	Constant	and	Dynamic	Power	settings	respectively.		

To	 complement	 the	 assessments	 on	 the	 refueling	 infrastructure	 for	 hydrogen	
supporting	long-haul	trucks,	and	be	able	to	address	other	topics	like	the	impact	on	
the	 energy	 system	 and	 water-	 and	 land	 resources,	 a	 representation	 of	 the	 full	
potential	scope	of	hydrogen	off-takers	is	needed.	In	paper	II,	we	added	simulations	
of	energy	use	for	multiple	kinds	of	fuel	in	other	transportation	segments,	as	well	as	
hydrogen	use	in	industry,	under	five	different	scenarios	as	described	in	chapter	4.	
Figure	5	shows	the	geospatial	distribution	of	this	demand	in	the	Fuel	mix	scenario.	
These	datasets	are	also	intended	to	be	distributed	along	with	paper	II,	to	enable	
even	more	analyses	in	this	area.	
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Figure	5:	Location	of	hydrogen	demand	nodes	across	Europe	in	2050.	Types	of	hydrogen	demand	is	indicated	by	

shape	and	color,	annual	relative	demand	volume	indicated	by	node	size.	

Many	things	will	impact	the	actual	future	proliferation	of	hydrogen	technologies,	
the	 volumes	 they	 will	 use,	 and	 their	 locations.	 There	 are	 multiple	 potential	
pathways	for	industry	known	today,	and	not	all	of	them	rely	on	hydrogen,	as	shown	
by	e.g.	Nyhus	et	al.	(2024)	for	HVC	and	Speizer	et	al.	(2023)	for	steel.	A	study	by	
Neuwirth	 et	 al.	 (2024),	 from	which	 geolocation	 data	 for	 HVC	 plants	 and	 some	
ammonia	 plants	 were	 gathered	 for	 this	 article,	 also	 discusses	 the	 potential	
reinvestment	 cycles	 of	 specific	 plants,	 studying	 the	 potential	 timeframe	 for	
transitions	in	specific	locations.	According	to	their	results,	only	part	of	the	plants	
in	the	different	industry	sectors	will	transition	to	hydrogen	by	2050,	which	also	
needs	to	be	considered.	There	are	also	considerable	uncertainties	in	the	specific	
locations.	Assuming	that	current	locations	are	used	also	for	future,	hydrogen-based	
industries,	 would	 make	 sense	 since	 there	 is	 already	 supporting	 infrastructure	
available.	 However,	 there	 is	 also	 a	 possibility	 that	 existing	 companies	 want	 to	
prolong	 the	 use	 of	 their	 current	 plants	 as	 they	 are,	 or	 retrofit	 them	 with	 less	
intrusive	upgrades.	Moreover,	as	shown	in	the	energy	use	profile	comparison	in	
figure	4,	 the	modeled	demand	for	new	infrastructure	may	change	depending	on	
which	factors	are	considered.	
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The	 exact	 location	 of	 the	 nodes	 in	 the	 datasets	 is	 thus,	 arguably,	 not	 the	most	
important	 information.	The	value	 lies	 in	what	new	aspects	 can	be	modeled	and	
tested,	what	new	algorithms	might	be	developed	 for	 analyzing	 future	data,	 and	
ultimately	what	new	perspectives	are	facilitated	in	decision-making.	The	specific	
locations,	distances,	the	connecting	road	network,	and	differences	in	and	character	
of	 off-taker	 demand	 are	 all	 characteristics	 of	 this	 datasets	 that	 may	 open	 new	
avenues	 of	 investigation.	 The	 availability	 of	 data	 is	 in	 itself	 a	 limiting	 factor	 of	
modeling	research,	and	access	to	new	datasets	is	necessary	to	spur	innovation	of	
modeling	techniques	(Wiese	et	al.,	2018).	Thus,	while	the	datasets	created	for	this	
thesis	 were	 intended	 to	 facilitate	 modeling	 of	 our	 own,	 we	 see	 making	 them	
publicly	available	to	other	modelers	as	an	equally	important	goal.		
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6. Policy	assessment:	AFIR		

The	 European	 Union	 (2023c)	 has	 agreed	 on	 AFIR,	 a	 regulation	 setting	
requirements	for	the	access	to	alternative	fuels	and	energy	for	transportation	in	
each	country.	As	outlined	in	section	2.3,	countries	are	required	to	build	one	HRS	
with	at	least	one	pump	for	every	200km	along	the	TEN-T	core	road	network,	and	
one	in	every	urban	node,	by	2030.	After	modeling	a	potential	distribution	of	HRSs	
in	 Europe	 for	 2050,	 we	 wanted	 to	 understand	 how	 this	 demand-driven	 HRS	
network,	proposed	in	paper	I,	related	to	the	policy	stipulated	one.	

	
Figure	6:	Added	hydrogen	supply	capacity	needed	per	country	in	the	Base	case	in	2050,	compared	to	the	AFIR	
requirements	in	2030.	Grey	countries	with	NaN	(Not	a	Number)	values	are	not	members	of	the	EU	and	thus	not	

covered	by	the	legislation.		

The	results	for	the	Base	case,	shown	as	a	map	in	figure	6,	show	that	the	relation	
between	 the	 required	 hydrogen	 capacity	 in	 2030	 and	 the	modeled	 demand	 for	
2050	varies	a	lot	between	the	different	countries.	France	would	need	to	add	more	
than	7	times	the	capacity	required	in	2030	if	15%	of	the	long-haul	trucks	run	on	
hydrogen	in	2050.	Similarly,	for	most	of	central	Europe,	several	multiples	of	HRS	
capacity	is	required	to	meet	demand	in	this	case.	This	means	that	the	AFIR	capacity	
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mandated	in	2030	might	be	a	good	starting	point	for	them,	in	serving	a	growing	
fleet	of	hydrogen	trucks.	However,	for	Bulgaria,	Romania,	and	Greece	the	AFIR	HRS	
requirements	in	2030	would	supply	more	hydrogen	than	is	needed,	even	under	the	
demand	 simulated	 for	 2050	 in	 this	 thesis,	 twenty	 years	 later.	 Investing	 in	 the	
mandated	 capacity	 in	 2030	 might	 thus	 imply	 a	 large	 cost	 for	 underutilized	
infrastructure	in	the	years	until	the	demand	has	caught	up	to	the	supply.		

The	same	assessment,	but	for	all	cases	investigated	in	paper	I,	is	shown	in	figure	7.	
This	allows	comparison	of	added	capacity	required	for	different	average	tank	sizes,	
and	for	different	diffusion	rates	of	hydrogen	trucks	as	described	in	section	4.1.	If	
only	5%	of	long-haul	trucks	run	on	hydrogen	in	2050,	then	eight	countries	don’t	
need	as	much	capacity	as	was	required	by	AFIR	in	2030.	Tank	size	variation	only	
leads	to	marginal	differences,	since	the	same	number	of	 trucks	refuel	 in	slightly	
different	locations.	

	
Figure	7:	Added	hydrogen	supply	capacity	needed	per	country	for	all	cases	in	2050,	compared	to	the	AFIR	

requirements	in	2030.		

To	understand	 the	cost	 implications	of	 complying	with	 the	AFIR	 in	 spite	of	 low	
demand,	 an	 assessment	 of	 costs	 for	 building	 unutilized	 HRSs	 under	 different	
hydrogen	truck	diffusion	cases	was	performed.	This	cost	is	calculated	as	the	annual	
CAPEX	and	OPEX	for	HRSs	making	up	the	difference	between	those	determined	by	
simulated	 demand	 and	 those	 required	 by	 AFIR.	 These	 are	 assumed	 to	 have	 a	
capacity	of	1	tonne	of	hydrogen	per	day,	with	no	utilization,	as	described	in	section	
4.3.	
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The	result,	as	displayed	in	figure	8,	implies	a	risk	of	incurring	millions	of	euros	in	
annual	costs	for	unutilized	infrastructure.	If	only	5%	of	long-haul	trucks	operate	
on	hydrogen	in	2050,	almost	600	M€	in	costs	across	8	countries	would	be	added	
annually	 to	uphold	an	unutilized	part	of	 the	refueling	network,	according	to	the	
simulation.	The	majority	of	this	cost	is	in	Romania,	Bulgaria,	and	Greece,	which	also	
at	15%	hydrogen	truck	diffusion	together	would	incur	added	costs	of	more	than	
200	M€	annually.	Assuming	that	truck	diffusion	is	lower	in	2030,	and	grows	over	
time	until	2050,	accumulated	costs	in	this	period	could	become	substantial.		

	
Figure	8:		Added	annual	costs	due	to	underutilization	of	HRSs	built	under	AFIR,	at	different	diffusion	rates	of	

hydrogen	long-haul	trucks	in	2050.	

This	assessment,	while	being	rather	aggregated,	gives	some	indication	to	the	level	
of	excessive	costs	that	could	potentially	be	imposed	on	countries	with	lower	levels	
of	 transportation	work.	 Greece	would	 risk	millions	 of	 euros	 in	 excess	 costs	 for	
underutilized	infrastructure,	unless	more	than	25%	of	their	long-haul	trucks	run	
on	hydrogen,	whereas	many	countries	can	utilize	their	mandated	supply	with	less	
than	5%	of	trucks	running	on	hydrogen.	The	situation	in	countries	with	low	levels	
of	 transportation	 work	 thus	 becomes	 paradoxical:	 they	 have	 lower	 levels	 of	
international	 transportation	work,	which	results	 in	a	need	 for	a	higher	share	of	
novel	 technology	 in	 the	 fleet,	 to	 justify	 the	mandated	 supply.	 This	 discrepancy	
needs	 to	 be	 considered	 by	 policymakers	 in	 the	 continued	 planning	 of	 the	
deployment	of	 refueling	 infrastructure,	 the	support	of	hydrogen	 truck	diffusion,	
and	the	enforcement	of	AFIR.	One	of	the	guiding	principles	of	financial	sanctions	
due	 to	noncompliance	with	EU	 regulations	 is	 that	 a	penalty	payment	 should	be	
“higher	 than	 the	 benefit	 that	 the	 Member	 State	 gains	 from	 the	 infringement”	
(European	Commission,	2025a),	and	such	a	penalty	would	indeed	have	to	be	very	
large	 to	motivate	 the	construction	of	unutilized	HRS	as	 simulated	 in	 this	 thesis,	
especially	if	hydrogen	truck	diffusion	starts	slow.	
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Using	 road	 distance	 and	 urban	 nodes	 as	 a	 determining	 principle	 for	mandated	
infrastructure	deployment	is	easy	for	legislators	to	understand,	and	there	is	value	
in	solid	and	communicable	legislation,	which	likely	facilitated	the	process	to	pass	
the	law	in	the	first	place.	However,	this	analysis	shows	that	this	metric	misses	out	
on	the	flows	of	vehicles	in	the	respective	countries.	Number	of	passing	trucks	and	
their	novel	technology	uptake	is	what	will	ultimately	determine	demand	for	new	
infrastructure,	 and	 it	 is	 clear	 that	 the	 AFIR	 stipulated	 principles	 fail	 to	 capture	
some	of	the	regional	heterogeneities	in	this	regard.	This	assessment	is	intended	to	
inform	any	potential	further	development	of	the	legislation,	showing	the	influence	
of	these	aspects.	

However,	 other	 aspects	 are	 left	 out	 of	 this	 assessment,	 like	potential	 additional	
hydrogen	demand	from	regional	trucks.	Furthermore,	it	also	misses	the	potential	
mismatch	of	demand	and	supply	location	within	a	country,	due	to	the	200	km	rule	
potentially	 requiring	 HRSs	 in	 locations	 where	 they	 aren’t	 utilized	 to	 the	 same	
extent.	 This	 could	 happen	 also	 in	 those	 countries	 where	 the	 total	 simulated	
hydrogen	demand	is	higher	than	the	total	supply	mandated	by	AFIR.	There	is	also	
some	nuance	to	the	legislation,	like	the	fact	that	it	is	possible	to	count	urban	node-
HRS	 towards	 the	 200km-HRS	 network,	 which	 could	 decrease	 the	 mandated	
number	 of	 stations,	 or	 that	 the	 200km-rule	 also	 applies	 across	 borders,	 which	
could	 imply	 a	 need	 for	 more	 stations	 to	 connect	 individual	 country	 networks.	
Deploying	 a	 reliable	 and	 accessible	 refueling	 network	 is	 important	 to	 facilitate	
hydrogen	truck	uptake	(Anderhofstadt	&	Spinler,	2019;	Küffner,	2022)	–	a	too	low	
supply	of	hydrogen	could	imply	other	costs,	 like	delayed	logistics	due	to	queues	
and	necessary	rerouting.	With	a	 larger	demand,	however,	 the	market	should	be	
able	 to	sustain	a	 larger	network	beyond	regulations.	Until	 that	happens,	market	
barrier	removal	policies	like	the	AFIR	should	be	planned	carefully	to	ensure	they	
don’t	lead	to	unfounded	prohibitive	costs.		
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7. Electricity	cost	assessment	

The	 average	 weighted	 hourly	 marginal	 electricity	 cost	 for	 51	 different	 regions	
around	 Europe	 (and	 the	 total	 European	 average)	 under	 the	 different	 scenarios	
used	for	paper	II	(see	section	4.1),	is	shown	in	figure	9.	These	costs	only	represent	
the	 marginal	 value	 of	 electricity	 generation	 and	 transmission.	 Other	 costs	 like	
taxes,	or	local	or	regional	electricity	distribution	are	not	included.			

	
Figure	9:	Average	weighted	electricity	costs	for	the	different	regions	included	in	Multinode,	under	the	five	different	

scenarios.	Regions	are	defined	in	the	appendix.	

The	only	scenario	where	the	European	average	electricity	price	stands	out	is	the	E-
fuel	prio	scenario.	Between	the	others,	the	average	is	very	similar.	However,	the	
most	 important	 point	 indicated	 by	 these	 results	 is	 that	 regardless	 of	 the	 total	
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average,	electricity	cost	on	the	regional	level	can	be	impacted	to	a	large	extent	by	
the	energy	transition	pathway	in	transportation.	When	planning	the	promotion	of	
one	 renewable	 energy	 technology	 over	 another,	 and	 the	 deployment	 of	 energy	
infrastructure	to	support	them,	this	needs	to	be	considered	together	with	the	many	
local	practicalities	that	may	vary	between	communities	(de	Oliveira	Laurin	et	al.,	
2024).	

The	specific	costs	will	be	determined	by	many,	very	uncertain,	factors.	However,	
analyzing	the	modeled	electricity	cost	dynamics	between	the	scenarios	can	be	of	
interest.	 The	 E-fuel	 prio	 scenario,	 as	 shown	 in	 figure	 9,	 is	 distinctively	 more	
expensive,	on	average,	for	some	regions	(DE4,	DE5,	FI,	FR1,	GR,	IT1-3,	NO1,	NO3,	
PT,	 SE2,	 SK).	 In	 the	 other	 scenarios,	 Greece,	 Italy,	 southern	 France	 (FR1),	 and	
northern	Germany	(DE4,	DE5)	cover	demand	on	cheaper	technologies	like	solar,	
but	in	the	E-fuel	prio	scenario	the	model	also	builds	nuclear	power	in	these	regions.	
A	similar	pattern	is	visible	for	Greece,	Slovakia,	and	eastern	Spain	(ES2),	but	with	
coal	power	using	CCS	being	built	instead	of	nuclear.	The	model	also	prompts	mid	
Sweden	(SE2),	southern	Norway	(NO1),	and	Finland	to	build	a	lot	more	solar	parks,	
which	 are	 not	 very	 efficient	 in	 those	 regions,	 in	 the	E-fuel	 prio	 scenario.	 Those	
regions,	 and	 Greece	 and	 Portugal,	 additionally	 build	 more	 wind	 power	 in	 this	
scenario.	Northern	Norway	(NO3)	sees	higher	electricity	costs	due	to	higher	costs	
in	neighboring	regions.	

While	the	total	average	marginal	electricity	costs	are	the	lowest	in	Biofuel	prio,	this	
is	the	most	expensive	scenario	for	some	regions	(DE2,	ES1,	ES3,	LU,	PO2,	SE1,	SI),	
which	can	also	be	seen	in	figure	9.	This	is	the	only	scenario	in	which	nuclear	isn’t	
built	in	west	Germany	(DE2),	and	coal	power	with	CCS	is	instead	preferred	by	the	
model	in	achieving	the	lowest	total	system	costs,	which	results	in	a	high	marginal	
cost	 per	 unit	 of	 electricity	 in	 this	 region.	 A	 similar	 strategy	 is	 modeled	 for	
Luxembourg.	Higher	levels	of	electricity	use	in	south	and	central	Spain	(ES1,	ES3)	
and	eastern	Poland	(PO2)	in	the	other	scenarios	comes	with	large	investments	in	
solar	 parks	 and	 battery	 storage.	 This	 drives	 the	 price	 for	 electricity	 generation	
down,	but	with	the	lower	electricity	usage	in	the	Biofuel	prio	scenario,	the	model	
chooses	not	to	invest	in	these	technologies,	resulting	in	high	marginal	electricity	
costs.	Lower	electricity	demand	prompts	the	model	to	build	low-performing	solar	
parks	 instead	 of	 high-performing	 offshore	 wind	 in	 southern	 Sweden	 (SE1).	
Slovenia,	 similar	 to	NO3	 in	 the	E-fuel	prio	 scenario,	 sees	higher	costs	since	 they	
have	less	opportunity	to	buy	cheap	electricity	from	their	neighbors	in	this	scenario.		

Driving	 the	 differences	 between	 scenarios	 is	 the	 fact	 that	 different	 amounts	 of	
hydrogen	need	to	be	produced	around	Europe.	The	total	hydrogen	demand,	broken	
down	 per	 sector,	 are	 given	 in	 figure	 10a.	 If	 all	 HVC	 would	 be	 made	 using	 a	
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hydrogen-based	pathway	(considering	the	process	deemed	most	mature	by	Nyhus	
et	al.	(2024))	then	this	is	a	major	off-taker	in	all	scenarios.	Ammonia	and	steel	are	
by	 comparison	 rather	 small.	 For	 transportation,	 direct	 usage	 of	 hydrogen	 is	
generally	a	small	share,	never	significantly	larger	than	the	total	hydrogen	required	
for	producing	electrofuels	for	long-distance	aviation.	If	allowing	electrofuels	in	all	
flights,	 almost	 all	 shipping,	 and	 parts	 of	 the	 road	 sector,	 as	 in	 the	 E-fuel	 prio	
scenario,	 the	 total	 hydrogen	 production	 for	 transportation	 (considering	
conversion	 losses)	 alone	more	 than	doubles	 the	 current	 EU	 electricity	 usage	 at	
around	4000	TWh	per	year	(IEA,	2023).		

	
Figure	10:	Energy	system	impacts	under	the	different	demand	scenarios.	a)	Total	hydrogen	demand	divided	by	
sector.	b)	Total	electricity	generation	divided	by	technology.	c)	Total	electricity	generation	investments	divided	by	
technology.	d)	Total	investments	in	fuel	and	hydrogen	production,	divided	by	technology.	e)	Total	cost	for	feedstocks.	

How	electricity	generation	varies	with	increased	hydrogen	production	is	shown	to	
figure	 10b,	 showing	 that	 the	E-fuel	 prio	 scenario	 requires	more	 than	 triple	 the	
current	 electricity	 generation,	 significantly	more	 than	 the	 other	 scenarios.	 This	
generation	 and	 the	 related	 investments	 shown	 in	 figure	 10c	 are	 modeled	 in	
Multinode,	 as	 described	 in	 section	 4.4.	 The	 other	 scenarios	 also	 require	 large	
amounts	of	electricity	generation,	and	the	major	part	in	all	scenarios	is	covered	by	
solar	 and	 wind	 power.	 Note	 that	 electricity	 demand	 differs	 by	 thousands	 of	
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terawatt-hours,	and	modeled	costs	differ	by	billions	–	still,	as	mentioned	earlier,	
the	variation	in	total	average	electricity	cost	between	scenarios	is	not	that	large.	
Surely,	 a	 system	 with	 more	 electricity	 needs	 higher	 investment,	 but	 since	 the	
customer	 pays	 the	marginal	 electricity	 cost,	 they	may	 not	 be	 as	 affected	 as	 the	
investment	costs	would	suggest.		

In	the	E-fuel	prio	scenario,	investments	in	solar	and	wind	are	closely	followed	by	
investments	 in	 nuclear	 power,	 as	 shown	 in	 figure	 10c.	 The	 capacity	 of	 nuclear	
power	is	about	378	GW	in	the	E-fuel	prio	scenario,	around	140-160	GW	in	the	Fuel	
mix,	Elec	prio,	and	H2	prio	scenarios,	and	94	GW	in	the	Biofuel	prio	scenario,	which	
is	the	closest	to	current	levels.	The	difference	is	to	a	large	extent	due	to	limitations	
on	 land	 for	 onshore	 wind	 and	 solar	 power,	 which	 is	 cheaper	 and	 otherwise	
preferred	by	the	model.	The	Multinode	limit	is	set	for	these	runs	to	8%	of	eligible	
land	in	each	region	for	onshore	wind,	and	5%	of	eligible	land	for	solar,	to	emulate	
limits	 based	 on	 public	 acceptance	 for	 deployment	 of	 these	 power	 technologies.	
When	 increasing	 these	 limits	 to	 10%	 and	 8%	 respectively,	 nuclear	 power	
investments	decrease	by	more	than	a	third	in	the	E-fuel	prio	scenario.	Even	if	public	
acceptance	 issues	 are	 immensely	 more	 complex	 than	 a	 simple	 change	 of	 a	
parameter	 (Tsani	 et	 al.,	 2024),	 this	 comparison	 gives	 some	 indication	 to	 the	
potential	of	unlocking	more	space	for	generating	renewables,	which	is	investigated	
further	in	e.g.	Price	et	al.	(2022).	

Figures	 10d-e	 show	 other	 costs	 associated	 with	 production	 of	 fuel.	 Again,	
investment	costs	 in	the	E-fuel	prio	 scenario	are	high,	but	 it	 is	also	 interesting	to	
study	 the	 costs	 for	 the	 Biofuel	 prio	 scenario.	 While	 the	 electricity	 generation	
investments	in	this	scenario	are	the	lowest,	fuel	production	investments	are	higher	
than	the	Elec	prio	scenario,	and	the	feedstock	costs	are	among	the	highest.	The	total	
system	cost	is	thus	on	par	with	the	Elec	prio	scenario,	and	close	to	Fuel	mix	and	H2	
prio.	This	could	mean	that	even	if	total	system	costs	are	similar,	costs	for	fuel	in	a	
bio-rich	system	would	be	increasingly	allocated	towards	fuel	users,	as	opposed	to	
shared	across	the	energy	system	as	would	be	the	case	with	higher	electrification.	

The	total	energy	system	cost	without	a	hydrogen	grid	for	trading	between	regions	
published	 by	 Neumann	 et	 al.	 (2023)	 is	 745	 bn€/year,	 which	 is	 higher	 than	 all	
scenarios	 run	 in	Multinode	 for	 this	 study.	While	we	 also	 publish	 cost	 values	 in	
figure	10,	we	would	argue	that	the	specific	total	system	cost	is	not	an	interesting	
result	 –	 as	 future	 projections,	 there	 are	 large	 uncertainties	 embedded	 in	 the	
calculations,	and	the	constitution	of	 the	considered	energy	system	will	 likely	be	
different	 from	 those	 given	 in	 both	 studies	 in	many	ways.	Although	 the	 internal	
comparison	 between	 scenarios	 or	 cases	 are	 of	 main	 interest,	 we	 believe	 that	
showing	 the	simulated	costs	has	at	 least	 two	benefits:	 it	1)	makes	 results	more	
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relatable	to	a	reader,	since	we	are	accustomed	to	thinking	in	terms	of	money,	and	
it	2)	makes	results	slightly	more	transparent,	since	system	costs	can	be	traced	back	
to	 technology	 costs,	 giving	 a	 basis	 for	 discussing	 assumptions	 and	 scope	 of	 the	
model.	E.g.	presenting	the	results	as	normalized	values	could	take	the	focus	away	
from	 actual	 costs,	which	 could	 be	 positive,	 but	 discussing	 the	 effects	 of	 certain	
technologies	and	their	associated	costs	would	be	more	difficult.	Also,	as	done	here,	
costs	 can	 be	 compared	 with	 another	 results	 from	 another	 article.	 However,	
presenting	absolute	cost	values	can	also	lead	to	that	a	reader	would	focus	too	much	
on	the	numbers,	and	if	taken	out	of	context	they	could	be	used	in	an	unintended	
way	beyond	the	control	of	the	authors.		

This	 is	 an	 example	 of	 considerations	 that	 modelers	 need	 to	 make	 in	 their	
communications	of	results,	as	discussed	in	chapter	3.	It	is	often	a	very	difficult	task	
to	 understand	 how	 every	 potential	 reader	may	 interpret,	 share,	 and	 utilize	 the	
results	from	a	study,	and	how	visualizations	and	wordings	might	affect	the	process.	
Nevertheless,	choices	like	these	need	to	be	made	deliberately	to	ascertain	that	all	
available	measures	have	been	taken	to	ensure	that	results	are	used	in	a	sound	way.	
One	such	action	taken	for	this	study	was	to	split	costs	for	electricity	generation,	
fuel	production,	and	feedstock	into	different	subfigures,	both	for	the	sake	of	the	
discussion,	but	also	to	avoid	too	much	emphasis	on	“the	total	cost”.			
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8. Water-	and	land	use	assessment	

Production	of	electrolytic	hydrogen	requires	water	as	feedstock.	Previous	studies	
investigating	the	impact	of	water	use	from	hydrogen	production	on	available	water	
resources,	e.g.	the	one	by	Tonelli	et	al.	(2023),	have	claimed	that	it	is	unlikely	to	be	
an	issue	in	Europe.	But	these	studies	compare	national	water	demand	to	national	
water	 availability.	Water	depletion	 and	 -stress	 is	 a	problem	on	 the	water	basin	
level,	which	doesn’t	coincide	with	country	borders.	As	such,	we	used	the	modeled	
hydrogen	demand	data	to	assess	the	potential	impacts	of	hydrogen	production	at	
the	sub-basin	level,	as	described	in	section	4.5.	

	
Figure	11:	Colored	areas	indicate	projected	level	of	water	stress	risk	for	each	sub-basin	in	2050.	The	projected	water	
availability	is	exceeded	due	to	hydrogen	production	in	dashed	regions.	Risk	for	water	stress	has	increased	more	than	
50%	due	to	hydrogen	production	in	regions	covered	with	blue	dots.	Iceland	has	been	left	out	of	the	figures	for	layout	

reasons,	but	they	are	not	affected	negatively	by	the	system	under	investigation	in	any	of	the	scenarios.		

Figure	11	shows	one	map	of	Europe	for	each	scenario	in	the	study.	Each	map	shows	
all	sub-basins,	with	color	indicating	the	level	of	water	stress	risk	projected	in	the	
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Aqueduct	 database	 for	 2050	 (World	 Resources	 Institute,	 2023).	 Regions	where	
annual	 projected	 water	 withdrawal	 exceeds	 the	 annual	 projected	 sub-basin	
capacity,	without	additional	stress,	are	colored	black.	Water	stress	is	visualized	in	
two	ways:	 regions	with	dashed	 lines	 exceed	 their	 annual	water	 capacity	due	 to	
hydrogen	production,	and	regions	with	blue	dots	increase	their	water	stress	risk	
by	more	than	50%.	Especially	for	regions	with	large	industrial	clusters,	there	could	
be	local	overextraction.	In	the	E-fuel	prio	scenario,	this	happens	even	in	some	sub-
basins	 with	 low	 projected	 water	 stress	 risk	 like	 Bohuslän	 and	 Wales	 on	 the	
Swedish	and	British	west	coasts,	respectively.	The	majority	of	blue	regions,	where	
water	 stress	 risk	 is	 increased,	 are	 low-risk	 regions.	 This	makes	 sense	 since	 the	
relative	impact	of	additional	water	extraction	is	larger	in	such	a	region.	However,	
it	does	also	happen	in	some	scenarios	for	regions	with	higher	risk	levels.	In	the	H2	
prio	scenario,	direct	hydrogen	use	in	transportation	is	more	widespread,	and	even	
if	the	annual	capacity	is	exceeded	in	fewer	areas	than	in	e.g.	the	E-fuel	prio	scenario,	
the	 impact	of	 increased	water	stress	risk	 is	more	wide-spread.	Even	 in	 low-risk	
areas,	a	substantial	increase	in	water	outtake	could	potentially	be	harmful	to	the	
local	environment	and	should	be	properly	assessed	beforehand.	Additional	figures	
and	assessments	are	included	in	paper	II.	

Even	though	water	use	from	hydrogen	is	small	compared	to	the	total	water	use	in	
a	country	or	continent,	which	is	shown	also	in	other	studies	(Beswick	et	al.,	2021;	
Newborough	 &	 Cooley,	 2021),	 the	 results	 presented	 in	 paper	 II	 shows	 that	
considering	 local	 water	 availability	 is	 important	 when	 planning	 hydrogen	
production.	Alternative	 streams	of	water	 should	be	utilized,	 like	wastewater	 or	
desalinated	 seawater	 (Woods	 et	 al.,	 2022).	 Desalinated	 seawater	 processes	 are	
convenient	since	many	larger	off-takers	in	our	dataset	are	located	close	to	the	sea,	
however	they	do	imply	a	risk	to	the	marine	environment	through	their	associated	
brine	 discharge,	 which	 should	 also	 be	 considered	 (Woods	 et	 al.,	 2022).	
Wastewater,	 on	 the	 other	 hand,	 poses	 an	 opportunity	 for	 synergistic	 effects	
according	to	Woods	et	al.	(2022);	the	oxygen	produced	in	electrolysis	could	be	used	
in	the	water	treatment	facilities,	which	could	lower	costs.	This	could	decrease	the	
pressure	from	hydrogen	production	on	other	parts	of	the	food-energy-water	nexus	
(D'Odorico	 et	 al.,	 2018)	 and	 serve	 as	 an	 action	 to	 prevent	 future	 water	 crises	
(Grafton	et	al.,	2025).	

While	this	assessment	serves	to	increase	the	spatial	resolution	of	water	use	risk	
evaluation,	it	still	lacks	in	temporal	resolution.	The	coincidence	of	large-scale	water	
use	 with	 other	 short	 term	 water	 pressures	 may	 exacerbate	 the	 risk,	 but	 this	
variability	is	not	visible	in	this	analysis.	Additionally,	the	state	and	composition	of	
the	local	ecosystem	will	make	it	more	or	less	vulnerable	to	water	stress,	meaning	
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that	a	simple	measure	of	outtake	over	capacity	might	not	provide	the	full	picture	
of	potential	impacts	from	overextraction.	This	assessment	should	thus	be	seen	as	
a	first	indicator	that	water	use	from	hydrogen	production	is	not	to	be	considered	
unproblematic	across	the	board	in	water-richer	countries,	but	that	each	new-built	
facility	should	carefully	consider	the	potential	impacts	from	local	water	use.	

	
Figure	12:	Land	use	for	biomass	production	and	variable	renewable	electricity	generation	in	the	five	different	
scenarios.	Shaded	areas	represent	land	use	for	biofuel	feedstock	cultivation	that	could	be	offset	by	alternative	
feedstock	streams.	The	figure	shows	four	cases	with	either	high	or	low	availability	of	Annex	IX	feedstock,	and	

producing	all	electricity	using	only	wind	or	solar.		

Pressures	in	the	food-energy-water	nexus	also	pertain	to	those	considering	land	
use.	Figure	12	shows	different	aspects	of	land	use	for	the	five	modeled	scenarios	in	
paper	 II.	 The	 bars	 give	 the	 total	 land	 area	 required	 to	 produce	 electricity	 for	
transportation	and	industrial	hydrogen	production	using	only	variable	renewable	
electricity	generation,	and	to	cultivate	biomass	to	supply	the	feedstock	demand	for	
biofuels.	 All	 electricity	 is	 considered	 to	 be	 produced	 by	 either	 solar	 (left	 two	
column	groups)	or	wind	(right	two	column	groups),	to	test	the	extreme	case	of	land	
use	for	variable	renewable	electricity	generation.	The	shaded	areas	are	the	part	of	
land	use	for	biomass	cultivation	that	could	be	offset	by	alternative	streams,	and	
this	 is	 shown	 for	 a	 high	 and	 a	 low	 potential	 scenario	 for	 Annex	 IX-feedstock	
(residue)	 availability.	 This	 in	 total	makes	 four	 different	 cases.	 Even	 though	 EU	
legislation	puts	large	emphasis	on	use	of	residual	feedstock	streams,	Englund	et	al.	
(2023)	claim	that	also	cultivated	crops	could	be	utilized	to	produce	biofuels	while	
simultaneously	promoting	other	positive	values	for	the	natural	environment.	They	
modeled	 the	 introduction	 of	 the	 grass	 miscanthus	 into	 the	 crop	 rotation	 on	
cultivated	land	around	Europe,	and	saw	several	benefits	including	increased	soil	
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organic	 carbon,	 lower	 system	 GHG	 emissions,	 and	 less	 nutrient	 leakage	 and	
erosion.	Additionally,	they	saw	an	increased	net	output	of	the	total	system,	meaning	
slightly	more	food	was	produced	while	simultaneously	providing	miscanthus	for	
biofuels	 production.	 The	 shaded,	 dotted	 part	 of	 each	 bar	 signifies	 the	 part	 that	
could	be	covered	by	the	modeled	miscanthus	output	under	these	practices	from	
one	of	the	cases	studied	in	Englund	et	al.	(2023).	These	activities	are	all	compared	
to	the	total	arable	land	in	Europe	(FAOSTAT,	2024),	as	well	as	the	total	available	
area	for	wind	power	which	includes	eligible	land	both	onshore	and	offshore	(Nijs,	
2019b).	

Relying	entirely	on	electrofuels	would,	 if	produced	only	by	wind	power,	require	
large	land	areas,	though	some	of	them	might	be	offshore.	Solar	would	require	less	
land	in	total,	but	both	of	these	technologies	are	limited	by	acceptance	issues	(Dutta	
et	al.,	2021;	Price	et	al.,	2022).	Using	biofuels	in	targeted	high-value	applications	
would	mean	they	could	be	produced	from	feedstock	with	low	land	use	intensity,	
while	decreasing	 the	need	 for	electricity	generation	 investments,	 as	 seen	 in	 the	
chapter	 7.	 If	 the	 full	 range	 of	 agricultural	 and	 forestry	 residues	 envisaged	 are	
available	and	utilized,	then	these	streams	seem	able	to	cover	most	of	the	demands	
from	 the	 transportation	 system,	 as	 seen	 in	 the	Fuel	mix,	Elec	 prio,	 and	H2	 prio	
scenarios	 in	 figure	 12.	 However,	 making	 residue	 feedstocks	 available	 in	 large	
quantities	may	 be	 a	 complex	 process,	 since	 they	 require	 adjusting	 the	 farm	 or	
forestry	operation,	establishing	new	and	stable	biomass	supply	chains	and	logistics	
solutions,	ensuring	cost	efficient	transportation,	and	trust	in	the	revenue	potential,	
to	name	some	aspects	(Lautala	et	al.,	2015).	Annex	IX	feedstock	availability	is	thus	
uncertain.	Therefore,	this	solution	might	benefit	from	being	complemented	with	
biomass	 cultivated	 specifically	 for	 biofuels	 using	 smart	 management	 practices,	
especially	 in	 a	 scenario	 of	 low	 residue	 availability,	 and	 especially	 considering	
potential	 connected	 environmental	 benefits	 (Englund	 et	 al.,	 2023;	 Popp	 et	 al.,	
2014).	If	these	streams	are	not	properly	utilized,	then	other	biomass	in	more	direct	
competition	with	food	and	feed	will	be	needed,	even	under	a	scenario	of	restrictive	
use	where	biofuels	are	only	allowed	in	aviation,	like	the	H2	prio	scenario.	

We	have	here	attempted	to	provide	some	perspectives	on	how	variable	renewable	
electricity	generation	and	biofuels	for	transportation	could	complement	each	other	
in	the	nexus	between	food,	water,	and	energy.	But	perspectives	these	need	to	be	
carefully	weighed	 alongside	 other	 information	 and	 viewpoints	 on	 the	 local	 and	
continental	 level.	 Effects	 of	 different	 land	 use	 practices	 are	 multifaceted	 and	
difficult	 to	 quantify	 in	 their	 entirety	 (Bentsen	 et	 al.,	 2019).	 Especially	 on	 this	
continental	scale,	future	assessments	of	such	a	system	easily	becomes	aggregated,	
and	may	misrepresent	 important	aspects	of	 the	bioeconomy.	 Interest	groups	on	
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the	 local	 level	 value	 risks	 and	 benefits	 of	 land	 use	 change	 due	 to	 biofuels	
production	 differently,	 and	 Palmer	 (2014)	 claims	 that	 attempts	 to	 outline	 a	
strategy	on	the	EU	level	has	shaped	and	simplified	the	discourse	in	a	manner	that	
overlooks	local	perspectives.	He	suggests	that	calculating	aggregated	effects	from	
land	use	 renders	 the	 impacts	 “placeless”,	 resulting	 in	 a	narrowing	of	 discourse,	
focusing	on	a	few	aggregated	metrics	and	missing	out	on	the	specific	impacts	at	the	
ground	level.	This	is	an	example	of	how	the	social-	and	communication	dimension	
of	the	research	and	policymaking	space,	and	their	interfaces,	affect	the	outcomes	
of	complex	societal	planning	by	impacting	what	is	studied,	how	it	is	studied,	and	
how	results	are	presented,	 interpreted,	and	used,	as	discussed	 in	section	3.	The	
results	presented	here	should	be	utilized	with	this	in	mind.	

While	we	 have	 provided	 an	 assessment	with	 some	 new	 perspectives,	 and	with	
more	 details	 than	 given	 by	 e.g.	 Rennuit-Mortensen	 et	 al.	 (2023)	 presenting	 a	
comparison	on	a	similar	but	global	and	further	aggregated	scale,	there	is	still	a	risk	
that	the	impacts	presented	here	limits	the	discourse	space	as	discussed	above.	We	
show	that	wind	and	solar	may	not	take	up	the	same	amounts	of	space	for	the	same	
of	 amount	 energy	 delivered	 to	 the	 transportation	 sector,	 but	 as	 mentioned	
recurrently	 throughout	 this	 thesis,	 a	 major	 concern	 to	 that	 deployment	 is	 the	
public	 acceptance	 of	 new	 developments	 (Tsani	 et	 al.,	 2024).	 Clearly,	 more	
perspectives	 need	 to	 be	 acknowledged	 to	 navigate	 land	 use	 issues	 for	 energy	
production.		
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9. Conclusions	

Limiting	the	release	of	GHG	emissions	from	transportation	and	industry	is	of	great	
global	importance,	and	the	EU	has	proposed	several	policies	aiming	at	facilitating	
the	 transition	 away	 from	 fossil	 energy.	 But	 navigating	 the	 investments	 in,	 and	
deployments	of,	systems	for	supporting	alternative	energy	carriers	is	 inherently	
complex,	and	it	is	important	that	they	are	assessed	from	a	systems	perspective	in	
order	to	understand	a	broad	range	of	consequences.	Modeling	results	from	SVENG,	
presented	 in	 this	 thesis,	have	pointed	 towards	different	potential	problems	and	
benefits	with	 some	 technical	 pathways,	 utilizing	 data	 and	methods	 building	 on	
higher	geospatial	resolution	than	many	previous	studies,	but	still	analyzing	options	
from	 a	 continental	 perspective.	 The	 publication	 of	 new,	 geospatially	 detailed	
datasets	will	hopefully	open	new	possibilities	for	modeling	of	additional	aspects.	

Providing	refueling	infrastructure	is	important	to	facilitate	uptake	of	new	vehicles,	
but	the	AFIR	might	result	in	large	costs	for	unutilized	infrastructure	if	adoption	of	
hydrogen	vehicles	lag	behind.	This	risk	is	especially	large	for	some	countries	with	
low	 freight	 volumes.	 When	 modeling	 the	 geospatial	 distribution	 of	 need	 for	
refueling	 infrastructure	 for	 long-haul	hydrogen	 trucks,	 considering	 the	dynamic	
power	requirements	due	to	varying	road	profiles	have	a	significant	influence	on	
the	results.	

Considering	the	energy	transition	in	the	transportation	sector	at	large,	all	studied	
pathways	 lead	 to	 an	 increase	 in	 needed	 electricity	 production,	 with	 varying	
impacts	on	costs	to	consumer	in	different	regions.	The	E-fuel	prio	and	Biofuel	prio	
scenarios	 come	with	 different	 significant	 challenges,	 such	 as	 regionally	 varying	
electricity	cost,	water	risk,	and	land	use	pressures,	underlining	the	case	for	using	
electro-	 and	 biofuels	 only	 in	 especially	 hard-to-abate	 transportation	 segments.	
Where	 biofuels	 are	 used,	 there	 are	 alternative	 feedstock	 streams	 beside	 crop	
cultivation	that	could	contribute	to	energy	supply	with	lower	land	use	pressure.	
Water	use	 for	hydrogen	production	needs	 special	 attention	 in	 local	 planning	 to	
avoid	undue	effects	from	overextraction.		

Modeling	 is	 only	 one	 tool	 among	 many,	 capable	 of	 facilitating	 certain	 specific	
perspectives	and	contributing	 to	navigating	 future	energy	 transition	 challenges.	
Model	results	should	not	be	communicated	as	objective	truths,	but	should	invite	
other	complementary	perspectives	to	shape	an	open	policy-	and	societal	planning	
discourse.	Regardless	if	it’s	labeled	science,	research,	art,	or	something	else,	energy	
systems	modeling	 should	 be	 done	 in	 a	 deliberately	 open	 and	 transparent	way,	
mindful	of	social	influence	over	process,	result,	and	interpretation.	
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10. Future	outlook	

The	model	built	for	this	thesis,	SVENG,	presents	some	new	potential	avenues	for	
investigation.	Here	follows	a	few	examples	of	directions	that	could	further	facilitate	
the	understanding	of	consequences	of	using	hydrogen	and	other	fuels	in	different	
energy	transition	pathways	in	the	transportation	sector.	

The	route	energy	distribution	module	 for	trucks,	 in	SVENG,	could	be	adapted	to	
other	 alternative	 energy	 drivetrains,	 and	 the	 average	 drivetrain	 efficiency	
considering	local	power	requirements	could	be	studied	and	compared	for	those	as	
well.	This	would	also	allow	for	testing	the	energy	use	differences	under	different	
cargo	loads.	Interesting	updates	to	the	model	would	include	better	representation	
of	refueling	behavior.	

The	 cumulative	 costs	 over	 time	 for	 unutilized	HRS	mandated	by	AFIR	 could	 be	
studied	under	different	hydrogen	truck	technology	diffusion	scenarios,	 to	better	
understand	the	cost	impact	of	delayed	truck	rollouts.	

Geospatial	 data	 on	 hydrogen	 demand	 throughout	 Europe	 could	 be	 used	 for	
assessments	specifically	focusing	on	different	supply	chain	alternatives,	like	truck	
deliveries	 and	 pipelines,	 under	 different	 scenarios.	 This	 would	 facilitate	 an	
understanding	for	which	strategies	are	preferrable	under	what	circumstances,	and	
might	provide	more	 insights	 on	 the	 added	 cost	 considerations	 for	 last	mile	 off-
takers.	

It	would	also	be	interesting	to	use	the	SVENG	model	as	it	is	but	adapted	to	another	
geographical	 region,	 especially	 if	 other	 studies	 have	 been	 performed	 there,	 to	
compare	results	in	order	to	learn	more	about	the	models.	

Beyond	 modeling,	 it	 would	 be	 interesting	 to	 better	 understand	 other	 more	
qualitative	aspects	surrounding	the	deployment	of	hydrogen	and	other	new	energy	
technologies	 for	 transportation.	What	drives	policy	development	 in	 these	areas,	
and	how	is	the	scientific	community	involved	in	shaping	it?	What	might	be	required	
to	 train	 workers	 with	 the	 right	 competence	 to	 support	 the	 transition?	 By	
broadening	the	scope,	maybe	the	results	can	have	a	wider	utility.	

		

	

	





51	
	
	

References	

Ackoff,	R.	L.	(1973).	Science	in	the	Systems	Age:	Beyond	IE,	OR,	and	MS.	Operations	
Research,	21(3),	661-671.	http://www.jstor.org/stable/169376		

Aligica,	P.	D.	(2003).	Prediction,	explanation	and	the	epistemology	of	future	studies.	
Futures,	35(10),	1027-1040.	https://doi.org/https://doi.org/10.1016/S0016-
3287(03)00067-3		

Amadori,	K.,	Jouannet,	C.,	&	Zhao,	X.	(2023).	Towards	Zero-Emission	in	Air	
Transportation	in	Scandinavia.	AIAA	SciTech	Forum	and	Exposition,	2023,		

Anderhofstadt,	B.,	&	Spinler,	S.	(2019).	Factors	affecting	the	purchasing	decision	and	
operation	of	alternative	fuel-powered	heavy-duty	trucks	in	Germany	–	A	Delphi	
study	[Article].	Transportation	Research	Part	D:	Transport	and	Environment,	73,	
87-107.	https://doi.org/10.1016/j.trd.2019.06.003		

Ascough	II,	J.	C.,	Maier,	H.	R.,	Ravalico,	J.	K.,	&	Strudley,	M.	W.	(2008).	Future	research	
challenges	for	incorporation	of	uncertainty	in	environmental	and	ecological	
decision-making	[Review].	Ecological	Modelling,	219(3-4),	383-399.	
https://doi.org/10.1016/j.ecolmodel.2008.07.015		

Aykut,	S.	C.	(2019).	Reassembling	Energy	Policy:	Models,	Forecasts,	and	Policy	Change	in	
Germany	and	France.	Science	&	Technology	Studies,	32(4),	13-35.	
https://doi.org/10.23987/sts.65324		

Azar,	C.,	&	Sandén,	B.	A.	(2011).	The	elusive	quest	for	technology-neutral	policies	
[Article].	Environmental	Innovation	and	Societal	Transitions,	1(1),	135-139.	
https://doi.org/10.1016/j.eist.2011.03.003		

Bentsen,	N.	S.,	Larsen,	S.,	&	Stupak,	I.	(2019).	Sustainability	governance	of	the	Danish	
bioeconomy	—	the	case	of	bioenergy	and	biomaterials	from	agriculture.	Energy,	
Sustainability	and	Society,	9(1),	40.	https://doi.org/10.1186/s13705-019-0222-3		

Beswick,	R.	R.,	Oliveira,	A.	M.,	&	Yan,	Y.	(2021).	Does	the	Green	Hydrogen	Economy	Have	
a	Water	Problem?	ACS	Energy	Letters,	6(9),	3167-3169.	
https://doi.org/10.1021/acsenergylett.1c01375		

Blanco,	H.,	Nijs,	W.,	Ruf,	J.,	&	Faaij,	A.	(2018).	Potential	for	hydrogen	and	Power-to-Liquid	
in	a	low-carbon	EU	energy	system	using	cost	optimization	[Article].	Applied	
Energy,	232,	617-639.	https://doi.org/10.1016/j.apenergy.2018.09.216		

BloombergNEF.	(2024).	Lithium-Ion	Battery	Pack	Prices	See	Largest	Drop	Since	2017,	
Falling	to	$115	per	Kilowatt-Hour.	https://about.bnef.com/blog/lithium-ion-
battery-pack-prices-see-largest-drop-since-2017-falling-to-115-per-kilowatt-
hour-bloombergnef/		

Bracci,	J.,	Koleva,	M.,	&	Chung,	M.	(2024).	Levelized	Cost	of	Dispensed	Hydrogen	for	
Heavy-Duty	Vehicles.	National	Renewable	Energy	Laboratory.	
https://www.nrel.gov/docs/fy24osti/88818.pdf		

Brill,	E.	D.	(1979).	The	Use	of	Optimization	Models	in	Public-Sector	Planning.	
Management	Science,	25(5),	413-422.	https://doi.org/10.1287/mnsc.25.5.413		

Brynolf,	S.,	Hansson,	J.,	Anderson,	J.	E.,	Skov,	I.	R.,	Wallington,	T.	J.,	Grahn,	M.,	Korberg,	A.	
D.,	Malmgren,	E.,	&	Taljegård,	M.	(2022).	Review	of	electrofuel	feasibility	-	
Prospects	for	road,	ocean,	and	air	transport	[Review].	Progress	in	Energy,	4(4),	
Article	042007.	https://doi.org/10.1088/2516-1083/ac8097		

Caglayan,	D.	G.,	Heinrichs,	H.	U.,	Robinius,	M.,	&	Stolten,	D.	(2021).	Robust	design	of	a	
future	100%	renewable	european	energy	supply	system	with	hydrogen	



52	
	

infrastructure	[Article].	International	Journal	of	Hydrogen	Energy,	46(57),	29376-
29390.	https://doi.org/10.1016/j.ijhydene.2020.12.197		

Cantú,	V.	H.,	Ponsich,	A.,	Azzaro-Pantel,	C.,	&	Carrera,	E.	(2023).	Capturing	spatial,	time-
wise	and	technological	detail	in	hydrogen	supply	chains:	A	bi-level	multi-
objective	optimization	approach	[Article].	Applied	Energy,	344,	Article	121159.	
https://doi.org/10.1016/j.apenergy.2023.121159		

Capra,	F.	(1988).	Systems	Theory	and	the	New	Paradigm.		
Capros,	P.,	Paroussos,	L.,	Fragkos,	P.,	Tsani,	S.,	Boitier,	B.,	Wagner,	F.,	Busch,	S.,	Resch,	G.,	

Blesl,	M.,	&	Bollen,	J.	(2014).	European	decarbonisation	pathways	under	
alternative	technological	and	policy	choices:	A	multi-model	analysis	[Article].	
Energy	Strategy	Reviews,	2(3-4),	231-245.	
https://doi.org/10.1016/j.esr.2013.12.007		

Cerazy-Waliszewska,	J.,	Jeżowski,	S.,	Łysakowski,	P.,	Waliszewska,	B.,	Zborowska,	M.,	
Sobańska,	K.,	Ślusarkiewicz-Jarzina,	A.,	Białas,	W.,	&	Pniewski,	T.	(2019).	Potential	
of	bioethanol	production	from	biomass	of	various	Miscanthus	genotypes	
cultivated	in	three-year	plantations	in	west-central	Poland.	Industrial	Crops	and	
Products,	141,	111790.	https://doi.org/10.1016/j.indcrop.2019.111790		

Collins,	L.	(2024).	A	91%	drop	|	Less	than	100	hydrogen	cars	sold	in	the	US	in	the	second	
quarter	of	2024.	Hydrogen	Insight.	
https://www.hydrogeninsight.com/transport/a-91-drop-less-than-100-
hydrogen-cars-sold-in-the-us-in-the-second-quarter-of-2024/2-1-1680990		

Coyne,	R.	(2005).	Wicked	problems	revisited	[Article].	Design	Studies,	26(1),	5-17.	
https://doi.org/10.1016/j.destud.2004.06.005		

D'Odorico,	P.,	Davis,	K.	F.,	Rosa,	L.,	Carr,	J.	A.,	Chiarelli,	D.,	Dell'Angelo,	J.,	Gephart,	J.,	
MacDonald,	G.	K.,	Seekell,	D.	A.,	Suweis,	S.,	&	Rulli,	M.	C.	(2018).	The	Global	Food-
Energy-Water	Nexus	[Review].	Reviews	of	Geophysics,	56(3),	456-531.	
https://doi.org/10.1029/2017RG000591		

Dahal,	K.,	Brynolf,	S.,	Xisto,	C.,	Hansson,	J.,	Grahn,	M.,	Grönstedt,	T.,	&	Lehtveer,	M.	(2021).	
Techno-economic	review	of	alternative	fuels	and	propulsion	systems	for	the	
aviation	sector	[Review].	Renewable	and	Sustainable	Energy	Reviews,	151,	Article	
111564.	https://doi.org/10.1016/j.rser.2021.111564		

de	Oliveira	Laurin,	M.,	Selvakkumaran,	S.,	Ahlgren,	E.	O.,	&	Grahn,	M.	(2024).	Are	
decarbonization	strategies	municipality-dependent?	Generating	rural	road	
transport	pathways	through	an	iterative	process	in	the	Swedish	landscape.	
Energy	Research	&	Social	Science,	114,	103570.	
https://doi.org/10.1016/j.erss.2024.103570		

De	Padova,	A.,	Schiera,	D.	S.,	Minuto,	F.	D.,	&	Lanzini,	A.	(2024).	Spatial	MILP	optimization	
framework	for	siting	Hydrogen	Refueling	Stations	in	heavy-duty	freight	
transport.	International	Journal	of	Hydrogen	Energy,	94,	669-686.	
https://doi.org/https://doi.org/10.1016/j.ijhydene.2024.11.086		

Dekker,	M.	M.,	Daioglou,	V.,	Pietzcker,	R.,	Rodrigues,	R.,	de	Boer,	H.	S.,	Dalla	Longa,	F.,	
Drouet,	L.,	Emmerling,	J.,	Fattahi,	A.,	Fotiou,	T.,	Fragkos,	P.,	Fricko,	O.,	Gusheva,	E.,	
Harmsen,	M.,	Huppmann,	D.,	Kannavou,	M.,	Krey,	V.,	Lombardi,	F.,	Luderer,	
G.,…van	Vuuren,	D.	(2023a).	Identifying	energy	model	fingerprints	in	mitigation	
scenarios	[Article].	Nature	Energy,	8(12),	1395-1404.	
https://doi.org/10.1038/s41560-023-01399-1		

Dekker,	M.	M.,	Hof,	A.	F.,	van	den	Berg,	M.,	Daioglou,	V.,	van	Heerden,	R.,	van	der	Wijst,	K.	
I.,	&	van	Vuuren,	D.	P.	(2023b).	Spread	in	climate	policy	scenarios	unravelled	



53	
	
	

[Article].	Nature,	624(7991),	309-316.	https://doi.org/10.1038/s41586-023-
06738-6		

DNV.	(2024).	MARITIME	FORECAST	TO	2050.	
https://www.dnv.com/maritime/publications/maritime-forecast/		

Dutta,	N.,	Noble,	B.,	Poelzer,	G.,	&	Hanna,	K.	(2021).	From	Project	Impacts	to	Strategic	
Decisions:	Recurring	Issues	and	Concerns	in	Wind	Energy	Environmental	
Assessments	[Article].	Environmental	Management,	68(4),	591-603.	
https://doi.org/10.1007/s00267-021-01518-2		

Edwards,	P.	N.	(2010).	A	Vast	Machine:	Computer	Models,	Climate	Data,	and	the	Politics	of	
Global	Warming.	MIT	Press.		

Engels,	F.	(1877).	Herr	Eugen	Dühring's	Revolution	in	Science.		
Englund,	O.,	Mola-Yudego,	B.,	Börjesson,	P.,	Cederberg,	C.,	Dimitriou,	I.,	Scarlat,	N.,	&	

Berndes,	G.	(2023).	Large-scale	deployment	of	grass	in	crop	rotations	as	a	
multifunctional	climate	mitigation	strategy	[Article].	GCB	Bioenergy,	15(2),	166-
184.	https://doi.org/10.1111/gcbb.13015		

EU	MRV.	(2019).	2019	EU	MRV	Publication	of	Information	
(https://mrv.emsa.europa.eu/#public/emission-report		

European	Commission.	(2025a).	Communication	from	the	Commission	–	Modification	of	
the	calculation	method	for	financial	sanctions	proposed	by	the	Commission	in	
infringement	proceedings	before	the	Court	of	Justice	of	the	European	Union.	
Official	Journal	of	the	European	Union.	
http://data.europa.eu/eli/C/2025/1481/oj		

European	Commission.	(2025b).	Mobility	Strategy.	
https://transport.ec.europa.eu/transport-themes/mobility-strategy_en		

European	Council.	(2024).	European	Green	Deal.	Retrieved	10	Sept	2024	from	
https://www.consilium.europa.eu/en/policies/green-deal/	

European	Space	Agency.	(2023).	Copernicus	DEM	-	Global	and	European	Digital	Elevation	
Model	(COP-DEM)	(https://doi.org/https://doi.org/10.5270/ESA-c5d3d65	

Directive	2003/87/EC	of	the	European	Parliament	and	of	the	Council	of	13	October	
2003	establishing	a	scheme	for	greenhouse	gas	emission	allowance	trading	
within	the	Community	and	amending	Council	Directive	96/61/EC,	(2003).	
https://eur-lex.europa.eu/eli/dir/2003/87/oj/eng	

Directive	(EU)	2018/2001	of	the	European	Parliament	and	of	the	Council	of	11	
December	2018	on	the	promotion	of	the	use	of	energy	from	renewable	sources,	
(2018).	https://eur-lex.europa.eu/eli/dir/2018/2001/oj/eng	

Regulation	(EU)	2019/631	of	the	European	Parliament	and	of	the	Council	of	17	April	
2019	setting	CO2	emission	performance	standards	for	new	passenger	cars	and	
for	new	light	commercial	vehicles,	and	repealing	Regulations	(EC)	No	443/2009	
and	(EU)	No	510/2011,	(2019).	https://eur-
lex.europa.eu/eli/reg/2019/631/oj/eng	

Directive	(EU)	2023/958	of	the	European	Parliament	and	of	the	Council	of	10	May	2023	
amending	Directive	2003/87/EC	as	regards	aviation’s	contribution	to	the	Union’s	
economy-wide	emission	reduction	target	and	the	appropriate	implementation	of	
a	global	market-based	measure,	(2023a).	https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=celex%3A32023L0958	

Directive	(EU)	2023/959	of	the	European	Parliament	and	of	the	Council	of	10	May	2023	
amending	Directive	2003/87/EC	establishing	a	system	for	greenhouse	gas	
emission	allowance	trading	within	the	Union	and	Decision	(EU)	2015/1814	
concerning	the	establishment	and	operation	of	a	market	stability	reserve	for	the	



54	
	

Union	greenhouse	gas	emission	trading	system,	(2023b).	https://eur-
lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32023L0959	

Regulation	(EU)	2023/1804	of	the	European	Parliament	and	of	the	Council	of	13	
September	2023	on	the	deployment	of	alternative	fuels	infrastructure,	and	
repealing	Directive	2014/94/EU,	(2023c).	https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=uriserv%3AOJ.L_.2023.234.01.0001.01.ENG&toc=OJ%3AL
%3A2023%3A234%3ATOC	

Directive	(EU)	2023/2413	of	the	European	Parliament	and	of	the	Council	of	18	October	
2023	amending	Directive	(EU)	2018/2001,	Regulation	(EU)	2018/1999	and	
Directive	98/70/EC	as	regards	the	promotion	of	energy	from	renewable	sources,	
and	repealing	Council	Directive	(EU)	2015/652,	(2023d).	https://eur-
lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX%3A32023L2413&qid=1699364355105	

Regulation	(EU)	2023/1805	of	the	European	Parliament	and	of	the	Council	of	13	
September	2023	on	the	use	of	renewable	and	low-carbon	fuels	in	maritime	
transport,	and	amending	Directive	2009/16/EC,	(2023e).	https://eur-
lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32023R1805	

Regulation	(EU)	2023/2405	of	the	European	Parliament	and	of	the	Council	of	18	
October	2023	on	ensuring	a	level	playing	field	for	sustainable	air	transport	
(ReFuelEU	Aviation),	(2023f).	https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX%3A32023R2405	

European	Union.	(2024a).	Regulation	(EU)	2024/1679	of	the	European	Parliament	and	
of	the	Council	of	13	June	2024	on	Union	guidelines	for	the	development	of	the	
trans-European	transport	network.	Official	Journal	of	the	European	Union.	
http://data.europa.eu/eli/reg/2024/1679/oj		

Regulation	(EU)	2024/1610	of	the	European	Parliament	and	of	the	Council	of	14	May	
2024	amending	Regulation	(EU)	2019/1242	as	regards	strengthening	the	CO2	
emission	performance	standards	for	new	heavy-duty	vehicles	and	integrating	
reporting	obligations,	amending	Regulation	(EU)	2018/858	and	repealing	
Regulation	(EU)	2018/956,	(2024b).	https://eur-
lex.europa.eu/eli/reg/2024/1610/oj/eng	

Eurostat.	(2021).	NUTS	-	NOMENCLATURE	OF	TERRITORIAL	UNITS	FOR	STATISTICS.	
https://ec.europa.eu/eurostat/web/nuts/overview	

Eurostat.	(2023a).	Air	passenger	transport	by	reporting	country	
(https://ec.europa.eu/eurostat/databrowser/view/avia_paoc__custom_8475697
/default/table?lang=en		

Eurostat.	(2023b).	Gross	weight	of	goods	handled	in	main	ports	by	direction	and	type	of	
cargo	-	quarterly	data	
(https://ec.europa.eu/eurostat/databrowser/view/MAR_GO_QMC__custom_782
3243/default/table		

Eurostat.	(2023c).	International	road	freight	transport	-	loaded	goods	in	reporting	
country	by	country	of	unloading,	type	of	goods	and	type	of	transport	(t)	-	annual	
data	(from	2008	onwards)	
(https://ec.europa.eu/eurostat/databrowser/view/road_go_ia_lgtt__custom_813
8965/default/table		

Eurostat.	(2023d).	National	road	transport	by	type	of	goods	and	type	of	transport	(t,	tkm)	
-	annual	data	(from	2008	onwards)	
(https://ec.europa.eu/eurostat/databrowser/view/road_go_na_tgtt__custom_81
39003/default/table		



55	
	
	

Eurostat.	(2023e).	Road	cabotage	transport	of	reporting	country	by	country	in	which	
cabotage	takes	place	(t,	tkm)	-	(from	1999	onwards)	
(https://ec.europa.eu/eurostat/databrowser/view/road_go_ca_hac__custom_813
8989/default/table		

FAOSTAT.	(2024).	Land	Use	(https://www.fao.org/faostat/en/#data/RL		
Feyerabend,	P.	(1993).	Against	method	(3	ed.).		
Gallagher,	K.	S.,	Grübler,	A.,	Kuhl,	L.,	Nemet,	G.,	&	Wilson,	C.	(2012).	The	energy	

technology	innovation	system	[Review].	Annual	Review	of	Environment	and	
Resources,	37,	137-162.	https://doi.org/10.1146/annurev-environ-060311-
133915		

Ganter,	A.,	Gabrielli,	P.,	&	Sansavini,	G.	(2024).	Near-term	infrastructure	rollout	and	
investment	strategies	for	net-zero	hydrogen	supply	chains	[Article].	Renewable	
and	Sustainable	Energy	Reviews,	194,	Article	114314.	
https://doi.org/10.1016/j.rser.2024.114314		

Geels,	F.	W.	(2002).	Technological	transitions	as	evolutionary	reconfiguration	processes:	
a	multi-level	perspective	and	a	case-study.	Research	Policy,	31(8),	1257-1274.	
https://doi.org/https://doi.org/10.1016/S0048-7333(02)00062-8		

Geertz,	C.	(1993).	Common	Sense	as	a	Cultural	System.	In	Local	Knowledge	(pp.	73-93).	
Fontana	Press.		

Global	Energy	Monitor.	(2024).	Global	Steel	Plant	Tracker	
(https://globalenergymonitor.org/projects/global-steel-plant-tracker/		

Göransson,	L.,	Goop,	J.,	Odenberger,	M.,	&	Johnsson,	F.	(2017).	Impact	of	thermal	plant	
cycling	on	the	cost-optimal	composition	of	a	regional	electricity	generation	
system.	Applied	Energy,	197,	230-240.	
https://doi.org/https://doi.org/10.1016/j.apenergy.2017.04.018		

Grafton,	R.	Q.,	Fanaian,	S.,	Horne,	J.,	Katic,	P.,	Nguyen,	N.-M.,	Ringler,	C.,	Robin,	L.,	Talbot-
Jones,	J.,	Wheeler,	S.	A.,	Wyrwoll,	P.	R.,	Avarado,	F.,	Biswas,	A.	K.,	Borgomeo,	E.,	
Brouwer,	R.,	Coombes,	P.,	Costanza,	R.,	Hope,	R.,	Kompas,	T.,	Kubiszewski,	
I.,…Williams,	J.	(2025).	Rethinking	responses	to	the	world’s	water	crises.	Nature	
Sustainability,	8(1),	11-21.	https://doi.org/10.1038/s41893-024-01470-z		

Grübler,	A.,	&	Nakićenović,	N.	(1991).	Evolution	of	transport	systems:	past	and	future.	
INTERNATIONAL	INSTITUTE	FOR	APPLIED	SYSTEMS	ANALYSIS.	
https://pure.iiasa.ac.at/id/eprint/3486/1/RR-91-008.pdf		

Halili,	G.	(2023).	searoute.py.	In	https://pypi.org/project/searoute/	
Hardman,	S.,	Shafaeen,	M.,	&	Tal,	G.	(2024).	Identifying	mass	market	adoption	in	the	

transition	to	electric	vehicles	[Article].	Environmental	Research	Letters,	19(11),	
Article	111005.	https://doi.org/10.1088/1748-9326/ad7bd1		

Helmer,	O.,	&	Rescher,	N.	(1959).	On	the	Epistemology	of	the	Inexact	Sciences.	
Management	Science,	6(1),	25-52.	http://www.jstor.org/stable/2627474		

Hoang,	A.	T.,	Pandey,	A.,	Martinez	De	Osés,	F.	J.,	Chen,	W.-H.,	Said,	Z.,	Ng,	K.	H.,	Ağbulut,	Ü.,	
Tarełko,	W.,	Ölçer,	A.	I.,	&	Nguyen,	X.	P.	(2023).	Technological	solutions	for	
boosting	hydrogen	role	in	decarbonization	strategies	and	net-zero	goals	of	world	
shipping:	Challenges	and	perspectives.	Renewable	and	Sustainable	Energy	
Reviews,	188,	113790.	
https://doi.org/https://doi.org/10.1016/j.rser.2023.113790		

Hoffman,	K.	C.,	&	Wood,	D.	O.	(1976).	Energy	system	modeling	and	forecasting.	Annu	Rev	
Energy,	1,	423-453.	https://doi.org/10.1146/annurev.eg.01.110176.002231		



56	
	

Hydle	Rivedal,	N.,	Dorthe,	A.,	Slotvik,	A.,	Mjelde,	A.,	Endresen,	Ø.,	&	Eide,	M.	(2022).	
NORDIC	ROADMAP	FOR	THE	INTRODUCTION	OF	SUSTAINABLE	ZEROCARBON	
FUELS	IN	SHIPPING:	AIS	Analysis	of	Nordic	Ship	Traffic.		

IEA.	(2023).	Energy	Statistics	Data	Browser	(IEA.	https://www.iea.org/data-and-
statistics/data-tools/energy-statistics-data-browser		

IEA.	(2024).	Global	EV	Outlook	2024.	https://www.iea.org/reports/global-ev-outlook-
2024		

IIASA.	(2024).	GDP	2023	(https://data.ece.iiasa.ac.at/ssp		
IPCC.	(2023).	Climate	Change	2023:	Synthesis	Report.	Contribution	of	Working	Groups	I,	II	

and	III	to	the	Sixth	Assessment	Report	of	the	Intergovernmental	Panel	on	Climate	
Change.		

Kahneman,	D.,	&	Tversky,	A.	(1979).	Prospect	Theory:	An	Analysis	of	Decision	under	
Risk.	Econometrica,	47(2),	263-291.	https://doi.org/10.2307/1914185		

Kanchiralla,	F.	M.,	Brynolf,	S.,	&	Mjelde,	A.	(2024).	Role	of	biofuels,	electro-fuels,	and	blue	
fuels	for	shipping:	environmental	and	economic	life	cycle	considerations	
[Article].	Energy	and	Environmental	Science,	17(17),	6393-6418.	
https://doi.org/10.1039/d4ee01641f		

Kellert,	S.,	Longino,	H.,	&	Waters,	K.	(2006).	Scientific	Pluralism.	University	of	Minnesota	
Press.		

Kersey,	J.,	Popovich,	N.	D.,	&	Phadke,	A.	A.	(2022).	Rapid	battery	cost	declines	accelerate	
the	prospects	of	all-electric	interregional	container	shipping	[Article].	Nature	
Energy,	7(7),	664-674.	https://doi.org/10.1038/s41560-022-01065-y		

Köhler,	J.,	Geels,	F.	W.,	Kern,	F.,	Markard,	J.,	Onsongo,	E.,	Wieczorek,	A.,	Alkemade,	F.,	
Avelino,	F.,	Bergek,	A.,	Boons,	F.,	Fünfschilling,	L.,	Hess,	D.,	Holtz,	G.,	Hyysalo,	S.,	
Jenkins,	K.,	Kivimaa,	P.,	Martiskainen,	M.,	McMeekin,	A.,	Mühlemeier,	M.	S.,…Wells,	
P.	(2019).	An	agenda	for	sustainability	transitions	research:	State	of	the	art	and	
future	directions	[Article].	Environmental	Innovation	and	Societal	Transitions,	31,	
1-32.	https://doi.org/10.1016/j.eist.2019.01.004		

Kountouris,	I.,	Bramstoft,	R.,	Madsen,	T.,	Gea-Bermúdez,	J.,	Münster,	M.,	&	Keles,	D.	
(2024).	A	unified	European	hydrogen	infrastructure	planning	to	support	the	
rapid	scale-up	of	hydrogen	production	[Article].	Nature	Communications,	15(1),	
Article	5517.	https://doi.org/10.1038/s41467-024-49867-w		

Krumm,	A.,	Süsser,	D.,	&	Blechinger,	P.	(2022).	Modelling	social	aspects	of	the	energy	
transition:	What	is	the	current	representation	of	social	factors	in	energy	models?	
[Article].	Energy,	239,	Article	121706.	
https://doi.org/10.1016/j.energy.2021.121706		

Küffner,	C.	(2022).	Multi-level	perspective	for	the	development	and	diffusion	of	fuel	cell	
heavy-duty	trucks	[Article].	Transportation	Research	Part	D:	Transport	and	
Environment,	111,	Article	103460.	https://doi.org/10.1016/j.trd.2022.103460		

Kuzma,	S.,	Bierkens,	M.,	Lakshman,	S.,	Luo,	T.,	Saccoccia,	L.,	Sutanudjaja,	E.,	&	Van	Beek,	
R.	(2023).	Aqueduct	4.0:	Updated	Decision-Relevant	Global	Water	Risk	
Indicators.	https://doi.org/10.46830/writn.23.00061		

Laes,	E.	(2019).	The	use	of	foresight	in	energy	policy.	In	Routledge	Handbook	of	Energy	
Economics	(pp.	565-581).	https://www.scopus.com/inward/record.uri?eid=2-
s2.0-85081533584&partnerID=40&md5=f5b4e194f4ffd2ae89a6e5fb43a6ce1d		

Laitner,	J.	A.,	DeCanio,	S.	J.,	Koomey,	J.	G.,	&	Sanstad,	A.	H.	(2003).	Room	for	
improvement:	increasing	the	value	of	energy	modeling	for	policy	analysis.	
Utilities	Policy,	11(2),	87-94.	https://doi.org/https://doi.org/10.1016/S0957-
1787(03)00020-1		



57	
	
	

Lakatos,	I.	(1968).	Criticism	and	the	Methodology	of	Scientific	Research	Programmes.	
Proceedings	of	the	Aristotelian	Society,	69.	
https://personal.lse.ac.uk/robert49/teaching/ph201/week05_xtra_lakatos.pdf		

Lautala,	P.	T.,	Hilliard,	M.	R.,	Webb,	E.,	Busch,	I.,	Richard	Hess,	J.,	Roni,	M.	S.,	Hilbert,	J.,	
Handler,	R.	M.,	Bittencourt,	R.,	Valente,	A.,	&	Laitinen,	T.	(2015).	Opportunities	
and	Challenges	in	the	Design	and	Analysis	of	Biomass	Supply	Chains	[Article].	
Environmental	Management,	56(6),	1397-1415.	
https://doi.org/10.1007/s00267-015-0565-2		

Longino,	H.	(1990).	Science	as	Social	Knowledge:	Values	and	objectivity	in	scientific	
inquiry.	PRINCETON	UNIVERSITY	PRESS.		

Luderer,	G.,	Vrontisi,	Z.,	Bertram,	C.,	Edelenbosch,	O.	Y.,	Pietzcker,	R.	C.,	Rogelj,	J.,	De	Boer,	
H.	S.,	Drouet,	L.,	Emmerling,	J.,	Fricko,	O.,	Fujimori,	S.,	Havlík,	P.,	Iyer,	G.,	
Keramidas,	K.,	Kitous,	A.,	Pehl,	M.,	Krey,	V.,	Riahi,	K.,	Saveyn,	B.,…Kriegler,	E.	
(2018).	Residual	fossil	CO2	emissions	in	1.5-2	°c	pathways	[Article].	Nature	
Climate	Change,	8(7),	626-633.	https://doi.org/10.1038/s41558-018-0198-6		

Lux,	B.,	&	Pfluger,	B.	(2020).	A	supply	curve	of	electricity-based	hydrogen	in	a	
decarbonized	European	energy	system	in	2050	[Article].	Applied	Energy,	269,	
Article	115011.	https://doi.org/10.1016/j.apenergy.2020.115011		

Manz,	P.,	&	Fleiter,	T.	(2018).	Georeferenced	industrial	sites	with	fuel	demand	and	
excess	heat	potential.	https://doi.org/10.5281/zenodo.4687147		

Moreno-Benito,	M.,	Agnolucci,	P.,	&	Papageorgiou,	L.	G.	(2017).	Towards	a	sustainable	
hydrogen	economy:	Optimisation-based	framework	for	hydrogen	infrastructure	
development	[Article].	Computers	and	Chemical	Engineering,	102,	110-127.	
https://doi.org/10.1016/j.compchemeng.2016.08.005		

Neumann,	F.,	Zeyen,	E.,	Victoria,	M.,	&	Brown,	T.	(2023).	The	potential	role	of	a	hydrogen	
network	in	Europe	[Article].	Joule,	7(8),	1793-1817.	
https://doi.org/10.1016/j.joule.2023.06.016		

Neuwirth,	M.,	Fleiter,	T.,	&	Hofmann,	R.	(2024).	Modelling	the	market	diffusion	of	
hydrogen-based	steel	and	basic	chemical	production	in	Europe	–	A	site-specific	
approach	[Article].	Energy	Conversion	and	Management,	322,	Article	119117.	
https://doi.org/10.1016/j.enconman.2024.119117		

Newborough,	M.,	&	Cooley,	G.	(2021).	Green	hydrogen:	water	use	implications	and	
opportunities	[Article].	Fuel	Cells	Bulletin,	2021(12),	12-15.	
https://doi.org/10.1016/S1464-2859(21)00658-1		

Niiniluoto,	I.	(1993).	The	Aim	and	Structure	of	Applied	Research.		
Nijs,	W.	(2019a).	ENSPRESO	-	SOLAR	-	PV	and	CSP	

(http://data.europa.eu/89h/18eb348b-1420-46b6-978a-fe0b79e30ad3		
Nijs,	W.	(2019b).	ENSPRESO	-	WIND	-	ONSHORE	and	OFFSHORE	

(http://data.europa.eu/89h/6d0774ec-4fe5-4ca3-8564-626f4927744e		
NumPy.	(2024).	numpy.polyfit.	In	

https://numpy.org/doc/stable/reference/generated/numpy.polyfit.html	
Nyholm,	E.	(2016).	The	role	of	Swedish	single-family	dwellings	in	the	electricity	system	-	

The	importance	and	impacts	of	solar	photovoltaics,	demand	response,	and	energy	
storage	Chalmers	University	of	Technology].	Gothenburg,	Sweden.	
https://research.chalmers.se/publication/243050	

Nyhus,	A.	H.,	Yliruka,	M.,	Shah,	N.,	&	Chachuat,	B.	(2024).	Green	ethylene	production	in	
the	UK	by	2035:	a	techno-economic	assessment	[Article].	Energy	and	
Environmental	Science,	17(5),	1931-1949.	https://doi.org/10.1039/d3ee03064d		



58	
	

Öberg,	S.,	Odenberger,	M.,	&	Johnsson,	F.	(2022).	The	cost	dynamics	of	hydrogen	supply	
in	future	energy	systems	–	A	techno-economic	study	[Article].	Applied	Energy,	
328,	Article	120233.	https://doi.org/10.1016/j.apenergy.2022.120233		

Palmer,	J.	R.	(2014).	Biofuels	and	the	politics	of	land-use	change:	Tracing	the	interactions	
of	discourse	and	place	in	European	policy	making	[Article].	Environment	and	
Planning	A,	46(2),	337-352.	https://doi.org/10.1068/a4684		

Pfenninger,	S.,	Hawkes,	A.,	&	Keirstead,	J.	(2014).	Energy	systems	modeling	for	twenty-
first	century	energy	challenges	[Review].	Renewable	and	Sustainable	Energy	
Reviews,	33,	74-86.	https://doi.org/10.1016/j.rser.2014.02.003		

Plötz,	P.	(2022).	Hydrogen	technology	is	unlikely	to	play	a	major	role	in	sustainable	road	
transport	[Note].	Nature	Electronics,	5(1),	8-10.	
https://doi.org/10.1038/s41928-021-00706-6		

Popp,	J.,	Lakner,	Z.,	Harangi-Rákos,	M.,	&	Fári,	M.	(2014).	The	effect	of	bioenergy	
expansion:	Food,	energy,	and	environment	[Review].	Renewable	and	Sustainable	
Energy	Reviews,	32,	559-578.	https://doi.org/10.1016/j.rser.2014.01.056		

Popper,	K.	(1953).	Science:	Conjectures	and	Refutations.		
Price,	J.,	Mainzer,	K.,	Petrović,	S.,	Zeyringer,	M.,	&	McKenna,	R.	(2022).	The	Implications	

of	Landscape	Visual	Impact	on	Future	Highly	Renewable	Power	Systems:	A	Case	
Study	for	Great	Britain.	IEEE	Transactions	on	Power	Systems,	37(4),	3311-3320.	
https://doi.org/10.1109/TPWRS.2020.2992061		

Prigogine,	I.	(1988).	The	Rediscovery	of	Time:	Science	in	a	World	of	Limited	Predictability	
Geist	&	Natur,	Hanover,	Germany.		

Rennuit-Mortensen,	A.	W.,	Dalgas	Rasmussen,	K.,	&	Grahn,	M.	(2023).	How	replacing	
fossil	fuels	with	electrofuels	could	influence	the	demand	for	renewable	energy	
and	land	area	[Article].	Smart	Energy,	10,	Article	100107.	
https://doi.org/10.1016/j.segy.2023.100107		

Riahi,	K.,	van	Vuuren,	D.	P.,	Kriegler,	E.,	Edmonds,	J.,	O'Neill,	B.	C.,	Fujimori,	S.,	Bauer,	N.,	
Calvin,	K.,	Dellink,	R.,	Fricko,	O.,	Lutz,	W.,	Popp,	A.,	Cuaresma,	J.	C.,	Kc,	S.,	
Leimbach,	M.,	Jiang,	L.,	Kram,	T.,	Rao,	S.,	Emmerling,	J.,…Tavoni,	M.	(2017).	The	
Shared	Socioeconomic	Pathways	and	their	energy,	land	use,	and	greenhouse	gas	
emissions	implications:	An	overview	[Article].	Global	Environmental	Change,	42,	
153-168.	https://doi.org/10.1016/j.gloenvcha.2016.05.009		

Riera,	J.	A.,	Lima,	R.	M.,	&	Knio,	O.	M.	(2023).	A	review	of	hydrogen	production	and	
supply	chain	modeling	and	optimization	[Review].	International	Journal	of	
Hydrogen	Energy,	48(37),	13731-13755.	
https://doi.org/10.1016/j.ijhydene.2022.12.242		

Ringkjøb,	H.-K.,	Haugan,	P.	M.,	&	Solbrekke,	I.	M.	(2018).	A	review	of	modelling	tools	for	
energy	and	electricity	systems	with	large	shares	of	variable	renewables.	
Renewable	and	Sustainable	Energy	Reviews,	96,	440-459.	
https://doi.org/10.1016/j.rser.2018.08.002		

Rittel,	H.	W.	J.,	&	Webber,	M.	M.	(1973).	Dilemmas	in	a	general	theory	of	planning	
[Article].	Policy	Sciences,	4(2),	155-169.	https://doi.org/10.1007/BF01405730		

Rose,	P.	K.,	&	Neumann,	F.	(2020).	Hydrogen	refueling	station	networks	for	heavy-duty	
vehicles	in	future	power	systems	[Article].	Transportation	Research	Part	D:	
Transport	and	Environment,	83,	Article	102358.	
https://doi.org/10.1016/j.trd.2020.102358		

Rouberol,	B.	(2023).	haversine.py.	In	https://pypi.org/project/haversine/	
Rózsai,	M.,	Jaxa-Rozen,	M.,	Salvucci,	R.,	Sikora,	P.,	Tattini,	J.	and	Neuwahl,	F.	(2024).	JRC-

IDEES-2021:	the	Integrated	Database	of	the	European	Energy	System	–	Data	



59	
	
	

update	and	technical	documentation.	Publications	Office	of	the	European	Union.	
https://doi.org/10.2760/614599		

Ruhnau,	O.,	Bucksteeg,	M.,	Ritter,	D.,	Schmitz,	R.,	Böttger,	D.,	Koch,	M.,	Pöstges,	A.,	
Wiedmann,	M.,	&	Hirth,	L.	(2022).	Why	electricity	market	models	yield	different	
results:	Carbon	pricing	in	a	model-comparison	experiment	[Article].	Renewable	
and	Sustainable	Energy	Reviews,	153,	Article	111701.	
https://doi.org/10.1016/j.rser.2021.111701		

Samsatli,	S.,	Staffell,	I.,	&	Samsatli,	N.	J.	(2016).	Optimal	design	and	operation	of	
integrated	wind-hydrogen-electricity	networks	for	decarbonising	the	domestic	
transport	sector	in	Great	Britain	[Article].	International	Journal	of	Hydrogen	
Energy,	41(1),	447-475.	https://doi.org/10.1016/j.ijhydene.2015.10.032		

Schuitema,	G.,	&	Sintov,	N.	D.	(2017).	Should	we	quit	our	jobs?	Challenges,	barriers	and	
recommendations	for	interdisciplinary	energy	research.	Energy	Policy,	101,	246-
250.	https://doi.org/10.1016/j.enpol.2016.11.043		

Sent,	E.-M.	(2006).	Pluralism	in	Economics.	In	S.	Kellert,	H.	Longino,	&	K.	Waters	(Eds.),	
Scientific	Pluralism.	University	of	Minnesota	Press.		

Seo,	S.	K.,	Yun,	D.	Y.,	&	Lee,	C.	J.	(2020).	Design	and	optimization	of	a	hydrogen	supply	
chain	using	a	centralized	storage	model	[Article].	Applied	Energy,	262,	Article	
114452.	https://doi.org/10.1016/j.apenergy.2019.114452		

Shoman,	W.,	Yeh,	S.,	Sprei,	F.,	Plötz,	P.,	&	Speth,	D.	(2023).	Battery	electric	long-haul	
trucks	in	Europe:	Public	charging,	energy,	and	power	requirements	[Article].	
Transportation	Research	Part	D:	Transport	and	Environment,	121,	Article	103825.	
https://doi.org/10.1016/j.trd.2023.103825		

Silvast,	A.,	Laes,	E.,	Abram,	S.,	&	Bombaerts,	G.	(2020).	What	do	energy	modellers	know?	
An	ethnography	of	epistemic	values	and	knowledge	models	[Article].	Energy	
Research	and	Social	Science,	66,	Article	101495.	
https://doi.org/10.1016/j.erss.2020.101495		

Simon,	H.	(1996).	The	Sciences	of	the	Artificial	(Vol.	3).	The	MIT	Press.		
Simon,	H.	A.	(1988).	The	Science	of	Design:	Creating	the	Artificial.	Design	Issues,	4(1/2),	

67-82.	https://doi.org/10.2307/1511391		
Simon,	H.	A.	(1990).	Bounded	Rationality.	In	J.	Eatwell,	M.	Milgate,	&	P.	Newman	(Eds.),	

Utility	and	Probability	(pp.	15-18).	Palgrave	Macmillan	UK.	
https://doi.org/10.1007/978-1-349-20568-4_5		

Soler,	A.	(2022).	Sustainable	biomass	availability	in	the	EU	towards	2050	(RED	II	Annex	
IX,	Parts	A	and	B).	Concawe	Review	30(2).	https://www.concawe.eu/wp-
content/uploads/Sustainable-biomass-availability-in-the-EU-towards-2050-
RED-II-Annex-IX-Parts-A-and-B-Concawe-Review-30.2.pdf		

Sovacool,	B.	K.,	Ryan,	S.	E.,	Stern,	P.	C.,	Janda,	K.,	Rochlin,	G.,	Spreng,	D.,	Pasqualetti,	M.	J.,	
Wilhite,	H.,	&	Lutzenhiser,	L.	(2015).	Integrating	social	science	in	energy	research.	
Energy	Research	&	Social	Science,	6,	95-99.	
https://doi.org/10.1016/j.erss.2014.12.005		

Speizer,	S.,	Durga,	S.,	Blahut,	N.,	Charles,	M.,	Lehne,	J.,	Edmonds,	J.,	&	Yu,	S.	(2023).	Rapid	
implementation	of	mitigation	measures	can	facilitate	decarbonization	of	the	
global	steel	sector	in	1.5&#xb0;C-consistent	pathways.	One	Earth,	6(11),	1494-
1509.	https://doi.org/10.1016/j.oneear.2023.10.016		

Speth,	D.,	Sauter,	V.,	Plötz,	P.,	&	Signer,	T.	(2022).	Synthetic	European	road	freight	
transport	flow	data	[Data	paper].	Data	in	Brief,	40,	Article	107786.	
https://doi.org/10.1016/j.dib.2021.107786		



60	
	

Svensson,	C.,	Oliveira,	A.	A.	M.,	&	Grönstedt,	T.	(2024).	Hydrogen	fuel	cell	aircraft	for	the	
Nordic	market	[Article].	International	Journal	of	Hydrogen	Energy,	61,	650-663.	
https://doi.org/10.1016/j.ijhydene.2024.02.382		

Szimba,	E.,	Kraft,	M.,	Ihrig,	J.,	Schimke,	A.,	Schnell,	O.,	Kawabata,	Y.,	Newton,	S.,	
Breemersch,	T.,	Versteegh,	R.,	van	Meijeren,	J.,	Jin-Xue,	H.,	de	Stasio,	C.,	&	Fermi,	F.	
(2013).	ETISplus	Database	Content	and	Methodology:	ETISplus	Deliverable	D6.		

Tonelli,	D.,	Rosa,	L.,	Gabrielli,	P.,	Caldeira,	K.,	Parente,	A.,	&	Contino,	F.	(2023).	Global	land	
and	water	limits	to	electrolytic	hydrogen	production	using	wind	and	solar	
resources.	Nature	Communications,	14(1),	5532.	
https://doi.org/10.1038/s41467-023-41107-x		

Trutnevyte,	E.	(2016).	Does	cost	optimization	approximate	the	real-world	energy	
transition?	Energy,	106,	182-193.	https://doi.org/10.1016/j.energy.2016.03.038		

Tsani,	T.,	Weinand,	J.	M.,	Linßen,	J.,	&	Stolten,	D.	(2024).	Quantifying	social	factors	for	
onshore	wind	planning	–	A	systematic	review	[Review].	Renewable	and	
Sustainable	Energy	Reviews,	203,	Article	114762.	
https://doi.org/10.1016/j.rser.2024.114762		

Unruh,	G.	C.	(2000).	Understanding	carbon	lock-in	[Article].	Energy	Policy,	28(12),	817-
830.	https://doi.org/10.1016/S0301-4215(00)00070-7		

Valin,	H.,	Peters,	D.,	van	den	Berg,	M.,	Frank,	S.,	Havlik,	P.,	Forsell,	N.,	Hamelinck,	C.,	&	et.	
al.	(2015).	The	land	use	change	impact	of	biofuels	consumed	in	the	EU.	European	
Commission.		

van	den	Hove,	S.	(2007).	A	rationale	for	science–policy	interfaces.	Futures,	39(7),	807-
826.	https://doi.org/10.1016/j.futures.2006.12.004		

Walter,	V.,	Göransson,	L.,	Taljegard,	M.,	Öberg,	S.,	&	Odenberger,	M.	(2023).	Low-cost	
hydrogen	in	the	future	European	electricity	system	–	Enabled	by	flexibility	in	
time	and	space	[Article].	Applied	Energy,	330,	Article	120315.	
https://doi.org/10.1016/j.apenergy.2022.120315		

Wiese,	F.,	Hilpert,	S.,	Kaldemeyer,	C.,	&	Pleßmann,	G.	(2018).	A	qualitative	evaluation	
approach	for	energy	system	modelling	frameworks	[Review].	Energy,	
Sustainability	and	Society,	8(1),	Article	13.	https://doi.org/10.1186/s13705-018-
0154-3		

Woods,	P.,	Bustamante,	H.,	&	Aguey-Zinsou,	K.-F.	(2022).	The	hydrogen	economy	-	
Where	is	the	water?	Energy	Nexus,	7,	100123.	
https://doi.org/https://doi.org/10.1016/j.nexus.2022.100123		

World	Bank.	(2023a).	GDP	per	capita,	PPP	(current	international	$)(NY.GDP.PCAP.PP.CD)	
(https://databank.worldbank.org/reports.aspx?source=2&series=NY.GDP.PCAP.
PP.CD&country#		

World	Bank.	(2023b).	GDP,	PPP	(current	international	$)(NY.GDP.MKTP.PP.CD)	
(https://databank.worldbank.org/reports.aspx?source=2&series=NY.GDP.MKTP.
PP.CD&country#		

World	Resources	Institute.	(2023).	Aqueduct	4.0	(https://www.wri.org/data/aqueduct-
global-maps-40-data		

Yeh,	S.,	Paltsev,	S.,	Reilly,	J.,	Daniels,	D.,	&	Linares,	P.	(2024).	Designing	Resilience	for	
Multi-System	Dynamics	of	Future	Transportation.	Joint	Program	Report	Series	
Report	371.	https://globalchange.mit.edu/publication/18248		

Zhang,	T.,	Qadrdan,	M.,	Wu,	J.,	Couraud,	B.,	Stringer,	M.,	Walker,	S.,	Hawkes,	A.,	Allahham,	
A.,	Flynn,	D.,	Pudjianto,	D.,	Dodds,	P.,	&	Strbac,	G.	(2025).	A	systematic	review	of	
modelling	methods	for	studying	the	integration	of	hydrogen	into	energy	systems	



61	
	
	

[Review].	Renewable	and	Sustainable	Energy	Reviews,	208,	Article	114964.	
https://doi.org/10.1016/j.rser.2024.114964		

	





63	
	
	

Appendix	

Figure	A1,	below,	defines	the	regions	considered	in	the	Multinode	energy	systems	
optimization	model.		

	
Figure	 A1:	 Regions	 considered	 in	 the	 Multinode	 energy	 systems	 optimization	model.	 Image	 from	 Nyholm	
(2016).	






