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The ontological politics of synthetic data:
Normalities, outliers, and intersectional
hallucinations

Francis Lee1,2 , Saghi Hajisharif3 and Ericka Johnson4

Abstract
Synthetic data is increasingly used as a substitute for real data due to ethical, legal, and logistical reasons. However, the rise

of synthetic data also raises critical questions about its entanglement with the politics of classification and the reproduc-

tion of social norms and categories. This paper aims to problematize the use of synthetic data by examining how its pro-

duction is intertwined with the maintenance of certain worldviews and classifications. We argue that synthetic data, like

real data, is embedded with societal biases and power structures, leading to the reproduction of existing social inequal-

ities. Through empirical examples, we demonstrate how synthetic data tends to highlight majority elements as the “nor-
mal” and minimize minority elements, and that the slight changes to the data structures that create synthetic data will also

inevitably result in what we term “intersectional hallucinations.” These hallucinations are inherent to synthetic data and

cannot be entirely eliminated without compromising the purpose of creating synthetic datasets. We contend that deci-

sions about synthetic data involve determining which intersections are essential and which can be disregarded, a practice

which will imbue these decisions with norms and values. Our study underscores the need for critical engagement with the

mathematical and statistical choices in synthetic data production and advocates for careful consideration of the ontological

and political implications of these choices during curatorial style production of synthetic structured data.
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The ontological politics of synthetic data
Today, synthetic data is increasingly used as a substitute for
“raw” or “real” data—for instance, when there are ethical or
legal reasons to address privacy and anonymity, when data
sharing is restricted for regulatory or secrecy reasons, or
when the amount of existing data is too small or has signifi-
cant gaps.1 The use of synthetic data brings to the fore a
number of questions about how it is intertwined with the
politics of classification and valuation of people, objects,
and phenomena and what can happen to datasets during
the production of synthetic data.

We have two aims with this paper:
First, we aim to problematize the increasing use of syn-

thetic and simulated data as a means to produce knowledge
about the world. Through the concept of “intersectional hal-
lucinations” (Johnson and Hajisharif, 2024), we ask how
the production of synthetic data is entangled with the repro-
duction of particular versions of the world, and how these
versions of the world can reproduce specific classifications
and categorizations. Our argument is that synthetic data can

have crucial ontological consequences and contribute to the
reproduction of social facts and categories, such as class,
race, gender, or age (Fourcade and Healy, 2013). The
making of data—perhaps especially synthetic data—is
always already entangled with historically contingent nor-
malities, classifications, and social categorizations
(Bowker and Star, 1999; D’Ignazio and Klein, 2019;
Foucault, 2007; Fourcade and Healy, 2013; Högberg,
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2025). The promise of synthetic data does not automatically
replace or fix knowledge making practices developed in his-
torically unjust systems, as demonstrated by well-known
examples like the sexist hiring algorithms of Amazon and
the racist algorithms for assessing the risk of recidivism
(Cf. Angwin et al., 2016; Reuters, 2018; Sandvig et al.,
2016). We posit that synthetic data is just as deeply
entangled with societal injustices as “real” data, despite
claims it can be used to do the opposite—reduce bias and
balance data (Jacobsen, 2023).

Our second aim is to attend to the ontological politics of
synthetic structured data as they are instantiated in mathem-
atical and statistical assumptions, as well as the concrete
intersectional effects of synthesizing data. In this we
attend to the politics of what is produced as “normal”
when it comes to synthetic data, including the effects of
statistical and mathematical choices in simulating data.
The selection of particular data distributions to simulate
the data, the handling of outliers, and the existence of rela-
tional glitches are essential to reproducing the “normal”
with synthetic structured data.

To show this, we first explore how the statistics and
mathematics of synthetic data are always entwined with
performing particular versions of the world as normal—
sometimes producing ontological overflows that exclude
certain categories, objects, or people, and sometimes mag-
nifying other aspects of the world (Lee, 2023). We aim to
bring to the fore the ontological politics (cf. Mol, 1999,
2002) of synthetic data and highlight some of the ways in
which we can bring this critique into the various situations
and places where synthetic data is constructed and used.

Then we show the concrete effects of the ontological
politics of synthetic data as we report on our experiments
with producing synthetic data. Here we start at the assertion
that the AI techniques currently being used (often GANs
and diffusion models) can learn the “essential” aspects of
a dataset and reproduce those while modifying other
aspects in order to create a new dataset that is relevant
but synthetic. Rather than trusting this assertion, we
explore it empirically with two examples.

We find that the production of synthetic data often tends
to bring to the fore majority elements as the “normal,” and
minimize minority elements (cf. Bhanot et al., 2019; Cheng
et al., 2021: 150; Ganev et al., 2022). But more disturb-
ingly, we also find that even when one can control for
this (through the use of training methods) the synthetic
dataset will still contain intersectional hallucinations
(Johnson and Hajisharif, 2024).

We take intersectional hallucinations to be relational
glitches in synthetic structured datasets. They are an artefact
of the synthesis; a requirement of the need to be slightly dif-
ferent from the original dataset. The implications of how we
can identify and curate for these intersectional hallucina-
tions (and how we should be nudged to do this by policy
guardrails) are significant for any use of synthetic structured

data. They are an issue for any synthetic dataset because of
the complex intersections between different “features” of
the data (for early work on relations within data, see
Bowker and Star, 1999).

We use the term intersectional hallucination to remind
the reader that synthetic data (all tabular data, for that
matter) are an ontological flattening of the world which
tries to capture the relations between elements of a
dataset. Therefore, we reference discussions about
Intersectionality—a theoretical tool from black feminism
to describe and analyze complex, intersecting power
dynamics (Cho et al., 2013; Crenshaw, 1989; Monk,
2022). Additionally, we appropriate the concept of AI gen-
erated hallucinations—when results from an AI algorithm
appear unrealistic or represent non-existent phenomena.
Hallucination is often used to describe nonsensical text
answers from Large Language Models like ChatGPT or
the pictures of hands with too many fingers. While “hallu-
cination” carries baggage (not least, its tendency to anthro-
pomorphize, or humanize, AI by implying the AI itself is
hallucinating (Placani, 2024)), it also connects the relatively
hard-to-see phenomenon in structured data to more easily
understood examples more people may be familiar with.

Our assertion is that intersectional hallucinations are an
essential part of synthetic data. They are what makes it syn-
thetic. They cannot be “fixed” to identically mirror the ori-
ginal data without losing the whole point of making
synthetic data. Therefore, deciding which versions of syn-
thetic data to use involves deciding which intersections
are essential and which can be discarded.

In short, we start with a description of what synthetic
data is in the AI domain, which is followed by a discussion
of the theories we have found useful to interrogate its
nuances. Then we explore the reliance on particular ways
of doing statistics when producing synthetic data, after
which we report on a concrete example from our experi-
ments with making and examining synthetic data. Here
we detail the phenomenon of intersectional hallucinations.
Finally, we conclude with some thoughts on the implica-
tions of synthetic data use and suggestions for its regulation.
Throughout, we attend to the practices and politics of syn-
thetic data and argue that micro decisions about data distri-
butions and outliers can lead to far reaching effects in
society.

Synthetic data: Notion and critique
Synthetic structured data are datasets that claim to repro-
duce the essential aspects of an original dataset (see
Jacobsen, 2023; Mackenzie, 2017; Offenhuber, 2024).
Synthetic data is not a completely new concept. It has
been used in census data to ensure privacy for a long time
(Bouk and boyd, 2021; Gigerenzer et al., 1989), but the
AI-generated kind is currently gaining traction (Guépin
et al., 2024; Li et al., 2023).
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Our use of the term “AI” references machine learning
techniques applied to existing datasets for analysis and “dis-
covery”, but also used to generate new data—synthetic
data. Here we address the generative production of syn-
thetic data using machine learning techniques. This particu-
lar use of AI produces a particular type of data. Following
Suchman, we see it as our task to “challenge discourses that
position AI as ahistorical, mystify “its” agency and/or
deploy the term as a floating signifier” (Suchman,
2023:1). We attempt to narrow our focus, look at a specific
example of AI, and address synthetic data through a close
examination of what is happening in the datasets described
below. Doing so, we show how methods and theories from
STS can be applied to the questions this approach triggers.

Synthetic data are often presented as solving “external”
data use problems—like privacy and regulation—specific-
ally because it they are not real data (Jacobsen, 2023;
Offenhuber, 2024; Savage, 2023). By introducing noise,
for example, synthetic data can allegedly preserve privacy
and “de-risk” data (Jacobsen, 2023). They can also solve
the problem of small datasets, by amplifying real data
(Axelrod et al., 2020; Hao and Orlitsky, 2020; Rajabi and
Garibay, 2022)andand.

This use of synthetic data can also allegedly produce
the “rare, the unusual and the infinitely variable”
(Jacobsen, 2023:9; Wang et al., 2022), supposedly
helping to address known biases, and possibly some
unknown ones. If a real dataset is biased, say is missing
women or over-represents people racialized as white, syn-
thetic data can be generated to balance it out. This is, at
least in the discourse, imagined to be particularly useful
for medical data (cf. Yoon et al., 2023). We claim one
can view these assertions with trepidation. We draw
from theoretical work within Science and Technology
Studies (STS) and our argument is supported by the
results of our experiments with producing and analyzing
structured synthetic data.

Our work and this article are focusing on synthetic struc-
tured data—synthesized versions of numerical datasets.
This is in contrast to much of the work on synthetic data
which focuses on synthetic images for computer vision
(Buolamwini and Gebru, 2018; Li et al., 2023) or synthetic
texts produced through large language models (Wenger,
2024).

Theoretical concepts for troubling
synthetic data
Data is always shaped by the settings, people, and machines
that produce it. There is never such a thing as raw data (cf.
Gitelman, 2013). The politics of classifying the world—
making it into data—has caused concern in the social
sciences since the birth of sociology in the 1700s and
1800s, and in the fields of social physics and statistics.
Struggles about classifying the world were tied to debates

about the reality of l’homme moyen—the average man—
in society, and how social statistics should be interpreted
in relation to the reality of social groups (cf. Desrosières,
1998; Gigerenzer et al., 1989). The classification of the
world in categories—and the production of statistics
about society—was also implicated in the development of
questionable social reforms, with ties to the eugenic move-
ment striving for creating a society of geniuses while
culling the less desirable elements of society (MacKenzie,
1976).

In STS, there has existed a longstanding critical
engagement with data and the practices and infrastruc-
tures of classification. This work has brought to the
fore how the making of classifications—such as disease
classifications, race classifications, or gender classifica-
tions—are intertwined with politics and power struggles.
Seemingly mundane technologies like databases have
been shown to be implicated in political and epistemic
choices that have impacted what becomes included and
excluded in knowledge making practices (Bowker,
2000; Bowker and Star, 1999; Hine, 2006; Star, 1990).
We expect that the generation and use of synthetic data-
sets will become normalized and part of machine learning
pipelines. They will become part of the background infra-
structures of society’s information systems. They are
important to understand because these aspects of data—
synthetic or otherwise—produce categories of identity
and structural opportunities and discrimination, which
impact an individual’s life and health.

Algorithmic performativity
There has also been a longstanding discussion about the
performativity of models and equations. Work emerging
from the study of markets in STS has shown that models,
equations, and algorithms shape the very phenomena that
they are set to describe. The act of introducing a particular
way of describing a phenomenon with equations algorithms
or mathematics contains the possibility that people, objects,
or phenomena are performed differently based on these new
descriptions (cf. Callon, 1998; Callon and Muniesa, 2005;
D’Ignazio and Klein, 2019; MacKenzie, 2008).

The same arguments also hold true for synthetic data,
perhaps even more so. Synthetic data—just as other data
—are produced by particular actors, at particular times, at
particular places, with particular algorithms and equations,
as well as in relation to particular political and social pro-
jects. While these relations are implicated in the production
of “raw” or “real” data, they are also maintained and repro-
duced in the production of synthetic data, reflecting particu-
lar choices made by particular actors in those particular
situations. But in contrast to other data, synthetic data
adds another layer of “production:” the changes to data
made by the statistical patterns engaged in the synthesizing
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processes (see below) (Mackenzie and Spears, 2014a,
2014b).

Much of the work on fairness and bias in AI data has
begun to address representation of minority groups or ele-
ments in data. Many researchers from within the machine
learning community are aware of the diversity problems
in synthetic data and are working on metrics to address
this (Bhanot et al., 2019; Cheng et al., 2021; Mehrabi
et al., 2022; Verma and Ruben, 2018). However, their
work, while important and necessary, is not sufficient. It
tends to adopt a simplified understanding of identity as
static, and social categories as ontologically predetermined
(a critique also rightfully directed towards intersectional
theory (Monk, 2022)). By not recognizing the role of
context and power dynamics in the production of data sub-
jects, this analysis of synthetic data will not help produce
data applicable to real-world research questions (cf.
Miceli et al., 2021).

Addressing this problem requires a shift in perspective to
include more than complex mathematical definitions of
“fair” representation. Lessons from theoretical work on
intersectionality assert that static categories like class,
race, gender, age, etc. are artifacts of sociological knowl-
edge making practices, just like any other categorizing prac-
tice. The important aspect of these identity holders is not
their terminology or the elements contained in a category,
but the ways that temporal, contextual structural power
dynamics interact on/with subjects to position them in
moments (and lives) of discrimination or privilege (Cho
et al., 2013; Ciston, 2019; Washington, 2017).

Social categories like race, age, class or economic status,
geographical location, or resource access have become
important considerations when planning and executing
research and the collection and analysis of human data
(Mena et al., 2019). Yet these categories are fluid. For
example, our understanding of sex as a binary category
has been challenged by the trans community, forcing a
reconsideration of some of the categories used for analysis
and data collection in social, medical and biological
research (Restar et al., 2021). Race is another example of
a category that is constantly undergoing reconfigurations.
Critiques of these categories have led to significant
changes in the data gathering practices (Epstein, 2007;
Mapes et al., 2020).

Categories and structures
The recognition of categories in flux still often presumes a
static mapping of categories and identities onto individuals
and does not engage with intersectional insights on how
dynamical social structures shape what lives we can live
(Epstein, 2007). One tool to address this has been the devel-
opment of intersectionality theory (see Cho et al., 2013;
Collins, 2000 [1990]; Cooper, 2016; Crenshaw, 1989),
which argues that we need to understand individuals and

their identities as produced through contexts, including
social locations and power structures (Bowleg, 2008:
314). People do not “have” identities, they position them-
selves (and are positioned by others) within fluid spectrums
of power (see Washington, 2017). As Monk (2022) notes,
especially when engaged in quantitative data practices
which reproduce existing categories, this is still a simplifi-
cation. But it also reflects the data currently being used in
many research and policy contexts.

For our analysis of synthetic data we engage an intersec-
tional sensitivity which understands that people are posi-
tioned by the categories that are created to hold them,
something one of the foundational texts in STS showed
through the analysis of apartheid racial categories (cf.
Bowker and Star, 1999). This is important because demo-
graphic labels (and their resulting columns in a tabular
dataset) like class, race, sex, age are not explanatory (as
stress or prejudice would be), they are merely labels.
Intersectionality theory, with its emphasis on power dynam-
ics, would suggest columns based on dimensions of experi-
ence, like earnings, access to healthcare, etc. (Bowleg,
2008: 316), stigma, marginalization (Benjamin, 2019;
Rouhani, 2014), and, just as importantly, the access to priv-
ilege (Varley and Kaminski, 2021), rethinking the categor-
ies and what is placed in them in the production of tabular
data columns (Monk, 2022). In data collected from a recog-
nition of the generative effects of power dynamics, columns
would be categories that explore contexts rather than col-
lecting head counts.

This is not often done, however. Thus, the analyses of
intersectional subjectivities tend to follow categorization
practices that have developed over time (the usual suspects
of class, gender, race, age, ability, coloniality…). These cat-
egories are used as shorthand for diversity. However, we
emphasize that in its richest form, intersectionality (in
general and in AI data generation) is not just about gather-
ing and analyzing more and nuanced data with different cat-
egories. A true intersectional analysis would engage
discussions of how categories are made by context, see
the power structures shaping opportunities and discrimin-
ation, and explore the fluidity of the subject positions
within them (cf. Cho et al., 2013: 787; Lykke, 2011).
Still, in the below, we will start with what we have
(census data from 1990) and see what happens to the cat-
egories and their intersections as if they were static and
stable labels. Even though this is a simplified way of
using intersectionality, it is still going to show some troub-
ling elements of synthetic data and its conceits.

Thus, by basing our understanding of synthetic data on
the critical insights from the social history of statistics,
STS, and feminist theory, we want to highlight some of
the classification politics in the age of synthetic data. In par-
ticular, we are pushed to ask questions such as: Which cat-
egories—and intersections of categories—are produced
with synthetic data? What people, natures, phenomena, or
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objects are excluded? How are these choices made in simu-
lating data? In which situations and practices? And for
whose benefit—cui bono?

The synthetic data vault and the challenge
of data distribution
Our first close reading of synthetic data involves a software
package called the Synthetic Data Vault—the SDV, devel-
oped at MIT which was later spun off in a company named
DataCebo. The SDV aims to create a generally applicable
data synthesizer that can be applied to any type of data.
The aim is to make “an open source software ecosystem
for generating synthetic data” (DataCebo Blog, 2021).
The company argues that the need for synthetic data is
one of the key solutions to being able to share data freely,
in light of sharing personal information and company
secrets. Their data synthesis techniques use machine learn-
ing to create synthetic data that mimic the mathematical,
relational, and formatting properties of the original
database:

The SDV uses machine learning to analyze data. Then, it
creates fully synthetic datasets that mimic the original.
Although the synthetic data is entirely machine generated,
it maintains the original format and mathematical proper-
ties. (DataCebo Blog, 2021)

Their original approach to synthetic data, which was
published in a paper in 2016, hinged on statistical analyses
of the original database based on a number of assumptions
and techniques (Patki et al., 2016). This publication outlines
three main statistical techniques to produce synthetic data:
The Gaussian Copula, Probability Distributions, and
Covariance, which are the backbone of the tool, engaging
a number of statistical concepts and assumptions that tie
into the politics of synthetic data. These algorithmic and
machine learning tools produce particular conditions of
possibility for the generated data, which begs the question:
What kind of synthetic world is produced through the math-
ematical and machine learning techniques that are used?
This question is becoming ever more relevant in a world
that is teeming with generative AI (Jacobsen, 2023;
Offenhuber, 2024). So here we explore the production of
specific conditions of possibility through the algorithms
and statistical techniques of the SDV.

Normals and outliers: What is the right way to enact
a simulated world?
In order to simulate the mathematical and relational proper-
ties of any dataset, the team behind the SDV have employed
a number of statistical techniques to analyze the distribution
of the data in statistical space. They used “a generative

model [that] relies on knowing the distribution shapes of
each of its columns” (Patki et al. 2016, 3). That is, the
SDV attempts to mimic the statistical distribution of the ori-
ginal data. The SDV has a few different models for synthe-
sizing datasets, and the one we experiment with below is
called the CopulaGANSynthesizer, which is based on par-
ticular statistical techniques. For instance, if the original
data distribution has a Gaussian shape—the shape of a
normal distribution—the SDV will attempt to generate
data that also has a bell-curve shape.

However, since calculating the exact distribution of a
dataset is complex and time-consuming, the team behind
the original SDV package (Patki et al., 2016) included
four ready-made probability distributions that could be
used. These were the truncated Gaussian, uniform, beta,
and exponential distributions (Patki et al., 2016: 3) (see
Figure 1). Thus, the SDV package was built to avoid the
need for analyzing the original data directly because that
would take too much computational resources. But, by
default the package uses a statistical test to choose
between only two of the predefined distributions—the
Gaussian and uniform distributions.

Importantly, the assumption inscribed into the software
is that the original dataset—which is the basis for making
synthetic data—has the characteristics of one of the two
probability distributions. And more to the point, these
four pre-packaged distributions also include an assumption
about the properties and nature of the world that is
described by these datasets, entangling the machine learn-
ing algorithm and the production of synthetic data in the
history of statistics as a research field and resource for sci-
entific knowledge production (cf. MacKenzie, 1976).

Consequently, generative data modeling is inherently
political, reflecting underlying assumptions inscribed in
these distributions. Our point is that the shape of a statistical
distribution contains assumptions about how the world is
structured and functions. Assuming that the world can be
described by a Gaussian curve assumes that outliers are
rare—on the ends of the bell curve. Assuming an exponen-
tial function assumes that there is a long tail of diminishing
values. Assuming a uniform distribution assumes that there
are equal chances for each outcome. And the beta distribu-
tion is flexible and complicated. By default—and due to
computational efficiency—the mathematics of generating
data in the original SDV package depended on these four
probability distributions. Thus, by default, the complexity
of a world is reduced to four probability distributions for
computational efficiency—probably mathematically
defensible in many situations, but probably problematic
in many other situations.

Importantly, each statistical distribution included in the
SDV contains an assumption about what a “normal”
world looks like if visualized statistically. What does this
mean? Take, for instance, the scene in Michael Crichton’s
book Jurassic Park, where the mathematician Malcolm,
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played by Jeff Goldblum in the 1993 movie of the same
name, brings up a Gaussian curve to show that the dinosaurs
are indeed breeding—not only being cloned using biotech-
nology. The assumption that the mathematician brings to
the fore is that the dinosaurs’ heights in the park are nor-
mally distributed along a Gaussian curve when they breed
in the wild—while artificially cloned dinosaurs would
follow a different distribution of data, visualized with
three peaks in the book by Crichton (see Figure 2).

In fiction and in real life, distributions of data are built on
assumptions about the world—for instance, that breeding
dinosaurs would lead to a Gaussian curve. These assump-
tions are not innocent, but contain ideas that can be very
consequential in the world—not least in a world of genera-
tive data.

For instance, in economics the choice of how to model
the economy and how often it crashes is a good example
of the politics of data distributions in action. In financial cal-
culations of risk there have been two dominant models that
describe the world using different statistical distributions.
One, the Black-Scholes-Merton model (BSM) used
widely in options trading (discussed at length in
MacKenzie, 2008), understands market crashes as outliers
on a Gaussian curve—as very unusual events—thus
relying on a Gaussian curve to model market movement

(cf. Lee et al., 2019). This choice of a Gaussian data distri-
bution assumes that small changes in markets are very
common (they are in the middle of the Gaussian curve)
and that larger changes (like market crashes) are less
likely and would be at the end of the Gaussian curve.
Thus, an idea about how the world of markets works is
inscribed into the model; an ontological politics of data
and markets.

However, another competing economic model, created
by Benoit Mandelbrot, relies on a fractal representation of
data, which assumes that very large changes (market
crashes) occur more often than the Gaussian curve
assumes. One model assumes that crashes are rare, and
another assumes that crashes are normal (cf. Lee et al.,
2019).

In the words of Mandelbrot and Taleb “The traditional
Gaussian way of looking at the world begins by focusing
on the ordinary, and only later deals with exceptions or
so-called outliers as ancillaries” (Mandelbrot and Taleb,
2010: 48). Mandelbrot and Taleb describe the politics of
these different ways of modeling economics in the follow-
ing manner:

[M]any fundamental quantities follow distributions that
have “fat tails”—namely, a higher probability of extreme

Figure 1. The pre-packaged data distributions in the SDV. Gaussian distribution, uniform distribution, beta distribution, and

exponential distribution.
Image source: Wikipedia.

Figure 2. The dinosaur height distributions redrawn from Michael Crichton’s book, Jurassic Park.
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values that can have a significant impact on the total. One
can safely disregard the odds of running into someone
several miles tall, or someone who weighs several million
kilograms, but similar excessive observations can never
be ruled out in other areas of life. […] So, while weight,
height, and calorie consumption are Gaussian, wealth is
not. Nor are income, market returns, size of hedge funds,
returns in the financial markets, number of deaths in wars,
or casualties in terrorist attacks. (Mandelbrot and Taleb,
2010: 49–50)

Assumptions about data distributions—like the assump-
tions in the economic models or the SDV or the breeding of
dinosaurs—are not innocent. They are powerful statistical
assumptions that shape how the world is understood and
described using mathematics and statistics. This is an
example of the ontological politics of describing the
world through statistics. Furthermore, assuming that a
dataset is distributed in a particular way is performative to
the highest degree when that distribution is used to synthe-
size data. The mathematical assumptions about the world
fundamentally reshape the synthetic world.

Returning to the SDV, in the first iteration of the soft-
ware published by Patki et al., 2016, the SDV makes a stat-
istical test to determine if the data is more likely to be a
uniform distribution or a truncated Gaussian distribution.
For the sake of discussion, let us focus on the truncated
Gaussian distribution. The truncated Gaussian distribution
is a mathematical technique that cuts off the outliers from
a normal distribution. It is sometimes used for simulating
data while preserving privacy (Parsa, 2009). It has been
described as

a mathematically defensible way to preserve the main fea-
tures of the normal distribution while avoiding extreme
values [that] involves the truncated normal distribution, in
which the range of definition is made finite at one or both
ends of the interval. (Burkardt, 2023)

In plain language, the truncated Gaussian distribution
uses a description of the original data that is cut off at the
top and the bottom of the bell curve. Thus, the unusual
data points—outliers—are removed from the distribution
that the generative model, the SDV, is trying to replicate.
Outliers are often seen as a problem for machine learning
models as they tend to make the model “overfit”—which
often results in the predictive capacity of the model going
down.

Our questions of the ontological politics of synthetic
data relate to what types of normal worlds are enacted
with these machine learning models (Lee et al., 2019).
For instance, by truncating the normal distribution in the
SDV, rare occurrences, outliers, become excluded from
the dataset that is used to train the generative model. The
people, things, or phenomena that are unusual—outliers,

that are outside l’homme moyen, the medium man of nine-
teenth century statistics—become removed from the distri-
butions that are used to create synthetic data.

The consequence is that unusual data points will become
even more unusual for the model that is supposed to
produce the synthetic data, unless specific techniques to
include them are used (cf. Chen et al., 2024) people,
objects, or phenomena that are unusual outliers are
removed from the data-world that the model is trained on.
And importantly, the parameters that are chosen for the
model also create the conditions of possibility for the simu-
lated data. Thus, by relying on a truncated normal distribu-
tion the SDV creates particular conditions of possibility for
the generative model—and for how it creates synthetic data.

Knowing how the outliers would affect the model is a
matter of knowing what the outlier represents, and how it
would affect the model in specific cases (Grace-Martin,
2008). What might often be “mathematically defensible,”
might not be defensible in the politics of simulating the
world. In essence, truncated normal distributions might
make mathematical sense, but we need to be careful that
we do not perform a narrower world—where the performa-
tive effects of synthesizing data are exclusionary to unusual
people or things. We can pose the question: when is it math-
ematically defensible to truncate outliers? To make the
world of data narrower? Given these questions, we now
explore what happened when we used a machine learning
algorithm to produce synthetic data.

Synthetic data and intersectional
hallucinations
As detailed above, the production of synthetic data from the
SDV relies on finding statistical distributions of the data
within the columns of the original data. However, the
important aspects of a dataset—the reason one collects
data in tabular form in the first place, is to analyze the rela-
tions between the columns. In addition to being local
(Loukissas, 2022) and contextual (D’Ignazio and Klein,
2019), all data is relational. Here we attend to what
happens when synthetic data is made with a sensitivity to
the distributions—first within the columns—then between
the columns at multiple intersections.

To explore the effects of the truncated Gaussian distribu-
tion discussed above (when outliers disappear), we first
decided to test for some of the things we had read about
the tendency of ML algorithms (especially generative
adversarial networks, GANs) to over-represent majority
elements in a dataset and under-represent minority elements
(Bhanot et al., 2019; Chen et al., 2024). We were concerned
that if one started producing synthetic data with a technol-
ogy that minimized existing edge-cases, there would be the
risk that the (proportionally few) data about minoritized
groups would slowly (or quickly) disappear.
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Using a couple of different GANs, we made synthetic
versions of the 1990 US Adult Population Census Data.
One of these GANs was specifically meant to address fair-
ness (Rajabi and Garibay, 2022), but we found that the syn-
thetic data generated by that had a tendency to miss edge
cases due to mode-collapse of GAN models (see the trun-
cating discussion above) and thereby create a new dataset
that was focused on the normal. In other words, some of
the edge-cases in these initial runs did, indeed, disappear.

For example, in the original data, there were people from
40 different countries of origin. In one of the first synthetic
datasets we generated, there were only 31 countries of
origin. Nine countries which had very few emigrants to
the USA in that dataset simply disappeared. The phenom-
enon of disappearing edge cases occurred in all of the dif-
ferent categories in the data (country of origin,
educational level, professional occupation, etc). Given the
use of truncated Guassian distributions, it is expected that
this would happen and other researchers are also noting
this phenomenon (see Shumailov et al., 2024; Wenger,
2024; Xu et al., 2019).

Because we were concerned about edge-cases and
looking for them, we were able to catch it when they
went missing and develop ways to tweak the GANs to
produce synthetic datasets that still contained the edge-
cases (Johnson and Hajisharif, 2024). One can, for
example use a diffusion model (another type of AI) to
produce synthetic data in an even more carefully curated
way. Doing so, however, required that we knew what we
were looking for ahead of time and could curate the syn-
thetic data to ensure the edge-cases were represented. In
some ways, this demonstrates a point that Jacobsen (2023)
and others make about synthetic data: with careful curation,
it can be used to change representation dynamics in a dataset,
potentially adjusting for known biases (see also Dehdarirad
et al., 2024). However, it also shows that without careful cur-
ation, the use of machine learning to produce synthetic struc-
tured data can actually do the opposite—increase bias and
decrease representation of minority elements.

Disappearing edge cases were not all we found,
however. Going through the data, we noticed something
else happening: intersectional hallucinations (Johnson and
Hajisharif, 2024).

We are more than just our country of origin. Or our edu-
cational level. Or our age. Or just our gender.
Intersectionality theory has shown us that our identities
and subject positions are created through the complex inter-
sections of power structures in society (Cho et al., 2013;
Crenshaw, 1989). As detailed in our theory section, translat-
ing these into a series of columns of population data is
fraught (Bouk and boyd, 2021; Monk, 2022). But while
census data is far from perfect, it does at least give a hint
of the complexity of different subject positions—of differ-
ent data points—a complexity that is very relevant for
any analysis or use of population data. Given this,

intersectional complexity in a synthetic version of popula-
tion data is also important.

The scatter plot matrix (SPLOM) in Figure 3 is a visual-
ization of what happened to some of the intersectional rela-
tions in a synthetic dataset generated in the experiments we
were running on the 1990 Adult census data.

The lighter squares in the bottom left half of the diagram
are three-part intersections of datapoints in the real 1990 US
Adult Census Dataset. The greyer squares in the upper right
half of the diagram are the same intersections but in the
synthesized data (made with CTGAN). The bar graphs on
the diagonal show how these two datasets compare at the
single column level—for example, the data in the purple
circle compares the age distribution in the original data
with the synthetic data. This shows that distribution is
close but not identical in the two datasets, which is good.
Synthetic data must be slightly different than the original
data or else it is not synthetic (and would not assure
privacy, avoid regulation, allow portability, facilitate amp-
lification, etc.).

But look at what happens in the data at an intersectional
level: For example, in the green circles, one sees the intersec-
tion of age-income-gender in the original dataset and the syn-
thetic one. The synthetic dataset represented this intersection
fairly well. Again, it was not identical (which is good, or else
it would not be synthetic data), but pretty close. This is an
example of what we are calling intersectional fidelity.

Now look at the intersection of marital status, occupation
and gender (in the orange circles). At this intersection in the
data, there are a lot more females in the synthetic data than
in the original data, and at particular occupations (the syn-
thetic data square is pinker in the middle). When we tried to
figure out why, we saw that in the original dataset there was
one husband who was also classified as female. In the syn-
thetic dataset there were 259 husbands who were also
female. Today, and in some countries, that is perfectly
fine. But remember, this is a synthesis of the 1990 US
census data. Those extra female-husbands are an intersec-
tional hallucination.

There were also many other intersectional hallucina-
tions. For example, the synthetic data also had 333 data-
points labelled husband/wife and single. The AI had not
learned (or been told) that this is an unrealistic representa-
tion of the original data. Of these, over 100 datapoints
were never married-husbands earning under 50,000 USD
a year, an intersection that did not exist in the original
data. On the other hand, there were widowed-females-
working in tech support in the original dataset, but they
were missing in the synthetic version. These are all intersec-
tional hallucinations.

Implications
The narrow implications of these particular intersectional
fidelities and hallucinations in our dataset is that maybe
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the synthetic dataset could be used for research on
age-income-gender questions (where there was an intersec-
tional fidelity) but not if one were interested in using it for
research related to widowed females working in tech
support. And one should watch out for never-married hus-
bands appearing in the results. In other words, this particu-
lar synthetic dataset might be useful for some purposes, but
it would not be appropriate to claim it (or any other syn-
thetic dataset) could be a general-purpose dataset.

But there are wider implications than that.
For one thing, the presence of intersectional hallucina-

tions triggers the question: Where should one stop? The
fidelities and hallucinations described above are two-part
and three-part intersections. What about four-part

intersections? Or five-part? One could go on and on and
on, checking more and more complex fidelities and halluci-
nations in the synthetic data… At what point would a
complex intersectional hallucination make the synthetic
data irrelevant or misleading? And for which purposes.
Here we note that Offenhuber (2024) suggests that synthetic
data may need to be evaluated “relationally,” based on their
contexts of use, rather than on their relevance within a rep-
resentational paradigm. We agree, though note that concern
about the contexts of data (collection and use) is also rele-
vant to “real” data (cf. Asdal and Moser, 2012; Huvila et al.,
2024).

Additionally, we suggest that intersectional hallucina-
tions need to be approached with “caution” and

Figure 3. A SPLOM of three-point intersections in the original data (white) and synthetic data (grey). Circles explained in text.
Data: 1990 US adult census.
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“guardrails.” At the same time, in some discourses, the
existence of intersectional hallucinations is what makes
synthetic data useful, both for ensuring privacy and for
amplifying existing datasets prior to machine learning ana-
lysis. They are the “added noise” that protects privacy. They
are the “additional information” that a machine learning
algorithm is trying to learn. But they may also be one of
the reasons for model collapse (cf. Shumailov et al.,
2024) and we wonder about the implications of using syn-
thetic data and its inherent hallucinations as the basis for
scientific research or policy decisions. Will this not lead
to incorrect outcomes, with potentially serious conse-
quences for science and for society?

Finally, we claim that intersectional hallucinations are
especially problematic as synthetic data are added to exist-
ing datasets or deposited in data repositories without suffi-
ciently detailed meta data, readme texts or labels. Synthetic
structured data is often being generated because of a desire
to use machine learning in domains that do not necessarily
have access to sufficiently large datasets. By generating
synthetic data and adding it to an existing dataset, one
can produce enough data to “run an AI.” But these new, het-
erogeneous datasets are often currently impossible to trace
and untangle. And they are being shared. Existing datasets
are being contaminated with the intersectional hallucina-
tions of synthetic data. Over time, we may have a
problem of data validity and reliability. We suspect this
will lead to new practices of data pedigrees that are going
to disrupt many domains.

Conclusion: Lessons for a reality with
synthetic data
All data are made. Whether the data are described as raw,
cooked, objective, subjective, real, or synthetic it takes
work to make them (cf. Gitelman, 2013). Data do not just
exist in a state of nature for us to harvest. Data in a database
are painstakingly made, chosen, curated, and systematized.
In the creation of each database, choices have been made
about what to include and exclude (Bowker, 2000). Data
are performative. In this article, we have attended to yet
another such performative version of data: “synthetic” data.

The production of any version of data—raw/cooked,
objective/subjective, real/synthetic—is connected to enacting
a particular version of the world (Mol, 1999; 2002). Be it
data about predictive policing (Benbouzid, 2019;
Hälterlein, 2021), disease surveillance (Lee, 2021a; 2021b),
or valuing credit derivatives (MacKenzie and Spears,
2014a; 2014b)—data holds particular conditions of
possibility.

Above, we have demonstrated the importance of attend-
ing to mathematical assumptions. Assumptions about data
distribution, outliers, and the world have effects on how
we synthesize data. We have used these sensitivities to

tinker with synthetic data to highlight some of the potential
pitfalls with synthetic data. We identified several performa-
tive effects in using the Synthetic Data Vault. In one of our
synthetic datasets, whole countries were removed from the
world. In another synthetic data set, husbands who were
also single became very common in the dataset. These
results show how important it is to think outside of single
categories and attend to performative relations between
categories.

This means that the instantiations of synthetic data which
we encounter as analysts need to be understood both in
terms of their mathematical assumptions, as well as for
the particular intersectional hallucinations they contain.
Thus, in our call for considering the politics of data, we
want to advocate for careful consideration of the politics
of mathematical modeling—in how the world is imagined
in terms of data distributions and outliers, and categories
—but also careful consideration of the politics enacted by
caring for some intersections over others.

Any version of data contains particular conditions of
possibility for putting together a particular world. By trun-
cating a normal distribution, unusual phenomena can
become enacted as more unusual, often prompting per-
formative effects on the phenomena that they are set to
describe. By using these statistical definitions of what is
essential and important in data—the relations between
and within columns, we are also making other things invis-
ible and potentially changing them, including the relations
between the columns.

Intersectional hallucinations in synthetic data occur in
the relations between categories and structured data is
about relations. Developing a vocabulary to talk about
them in synthetic data needs to engage the statistical
terms currently employed in the synthetic data literature
and industry, but it also needs to use theoretical tools
from within STS research, feminist technoscience and crit-
ical data studies on the power of categorization, relational-
ity, and ontological politics (cf. Barad, 2007; Bowker and
Star, 1999; Crawford, 2021; Klein and D’Ignazio, 2024;
Mol, 2002; Suchman, 2007; Suchman, 2023). This will
help researchers consider the practices that produce inter-
sectional hallucinations as ontological multiplicities made
through relations.

In order to understand the ontological politics of syn-
thetic data, we need to sensitize ourselves to the various
choices, algorithms, mathematical operations, and software
that produce synthetic data. We need to attend to the
choices of what to include and exclude in simulating new
datasets—whether the operation makes mathematical
sense or not. And we need to attend to the performative
effects that data, statistics, and mathematics can have.
Especially as their enactment in particular situations, cul-
tures, or organizations can generate potentially catastrophic
consequences. But we also need to attend to the intersec-
tional fidelities and hallucinations that are occurring in the
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synthetic data—make them visible and ensure information
about them is also ported with the synthetic data as it is
released out into the world. This is essential for heteroge-
neous domains—medicine and financial markets, but also
the natural sciences and tech. And it is important for indivi-
duals whose lives might be shaped by the use of such data.
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