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Spidering the Modern Web

Securing the Next Generation of Web Sites and Browser Extensions
Eric Olsson

Department of Computer Science and Engineering

Chalmers University of Technology

Abstract

Given the range of critical and sensitive services available on the Web,
securing the web applications and browser extensions in this ecosystem is
of paramount importance. However, this goal has not been achieved. Vul-
nerabilities in web applications remain undetected, and malicious browser
extensions are still available in curated app stores.

While black-box scanning is a promising method for detecting vulner-
abilities in diverse web applications, crawling these increasingly client-side
and stateful applications is challenging. To discover vulnerabilities in mod-
ern web applications, we develop two new scanning methods that take into
account these challenges.

We first propose a novel grey-box method, Spider-Scents, for detecting
stored XSS vulnerabilities that avoids these challenges by relaxing the prob-
lem to finding unprotected outputs from the database. This method sup-
plements an otherwise black-box scanner with the ability to directly inject
payloads into the database. In our evaluation, we demonstrate that these
code smells are highly related to complete vulnerabilities while showcasing
the improved vulnerability detection and database coverage of our method.

We then propose a new black-box scanner, SpiderSapien, with the aim to
test deep states in modern web applications, by generating valid client-side
actions and form inputs that could unlock previously untested functionality.
In our evaluation, we show that SpiderSapien improves vulnerability detec-
tion and code coverage, while the LLM-powered method solves more diverse
forms.

Finally, we develop a framework to find fake reviews from the metadata
of extensions on the Chrome Web Store. We identify how reviews can be
faked, and propose five statistical methods to detect them. We demonstrate
how these methods find fake reviews, and show how this can be used to find
malicious extensions.

Keywords: Web application security, Web application scanning, Vulnerabil-
ity detection, Browser extensions.
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Introduction

I.1 The modern Web

Much of the world relies on the Web to access sensitive services critical to
their daily lives. These can range from filing taxes to voting, accessing finan-
cial services, communicating with messengers, and many more. In fact these
Internet-accessible services are used by so many people that the Internet it-
self is seen as critical infrastructure, which entire nations depend upon [4].
While the utility of these services is obvious, the security of the ecosystem
providing these services is less apparent. In particular, the security of the
burgeoning Web ecosystem is more nuanced and sensitive to misbehaving
code, either vulnerable or malicious, in any of its various components. Our
research can be divided into securing two key aspects of the modern Web:
web applications and browser extensions.

The web applications that underpin this modern Web are not fundamen-
tally different from those that existed a decade ago. Web applications for
these various services are still implemented in a dizzying variety of languages
and frameworks. These applications still need to be secured, in part by vul-
nerability scanners which can identify vulnerabilities for developers during
both their initial and continued development lifecycle. Key players in this
ecosystem still pay increasing million-dollar bounties, even for classic vul-
nerabilities such as XSS [11, 17]. Despite the relatively simple solutions for
these vulnerabilities, as web applications implement or extend their complex
business logic, there persists a substantial risk of developers inadvertently
including code escalating to a vulnerability. Furthermore, the greater diver-
sity of possible implementation choices, in decisions spanning languages and
frameworks both client- and server-side, has only made the task of vulner-
ability detection even more challenging. The prior challenges of handling
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increased client-side functionality [24] and statefulness [7], which distin-
guished an earlier version of the modern Web from its static predecessor,
also remain. While there is no unique challenge to scan the latest web appli-
cations for vulnerabilities, there is instead an increased scale of all these prior
client-side and stateful challenges.

Users can also install browser extensions to customize and extend their
browsing experience. These small applications, built with HTML and
JavaScript, can interact with and modify web pages, and are essential fea-
tures for millions of users across the world [3]. While privileged access is
necessary for crucial features of extensions, such as ad-blocking, the abil-
ity of extensions to observe, modify, and extract sensitive data from user’s
browsers has led to the proliferation of both vulnerable [10, 14, 31] and ma-
licious [9, 15, 23, 25, 30] browser extensions. This is somewhat mitigated by
the app stores offered by the various browser vendors, where they offer only
extensions that are approved and validated to varying degrees. However, se-
curing extensions and their users even in these curated environments has
proved challenging [2]. Researchers and other security professionals contin-
ually uncover examples of both vulnerable and malicious browser extensions
in extension app stores, despite their extensive security and privacy policies,
and vetting through mechanisms such as code review [18].

1.2 Research efforts

In this thesis, we focus on securing web applications and browser exten-
sions in the modern Web. To secure web applications, we develop vulnera-
bility scanners that crawl these applications to discover Cross-Site Scripting
(XSS) vulnerabilities. In the first paper [19], we investigate the relationship
of stored XSS vulnerabilities to more easily discovered code smells, by inte-
grating the database into a lightweight grey-box scanner. In the second pa-
per [20], we return to a true black-box setting and develop a scanner capable
of exploring more application functionality and its associated XSS vulner-
abilities, by improving the underlying crawler’s ability to interact with the
rich client-side interface in modern web applications. To secure browser ex-
tensions, we examine the Web Store platform, as it is the primary means of
distributing third-party extensions to users of the dominant Chrome browser.
In the third paper [21], we identify how fake reviews can be used to manip-
ulate the reputation of browser extensions on this platform, and further ex-
amine the relationship of clusters of extensions in fake review campaigns to
malicious extensions.
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1.3 Web applications

Discovering vulnerabilities in web applications has many similarities to the
core approaches to vulnerability detection in other settings. XSS detection,
as well as other detecting other injection vulnerabilities, can be seen as a
taint-tracking problem. A vulnerability detection approach needs to be able
to track this taint from attacker-controlled sources to vulnerable sinks in
the application. Different approaches can achieve this by either dynami-
cally exercising the application’s run-time interface from a black-box per-
spective [8, 13, 20, 27], statically scanning the application’s code in a white-
box setting [5], driving a fuzzer with grey-box signals such as code cover-
age [12, 29], or combining two or more of these approaches for improved re-
sults. However, modern web applications pose fundamental challenges for all
of these vulnerability detection approaches due to their dynamic workflows
spanning multiple stateful client- and server-side components. Historically,
black-box web application scanners have benefited from their design when
compared to static methods, which need to both accurately model dynamic
languages and track workflows across multiple component interfaces [26].
In contrast, dynamic analysis inherently aligns with the dynamic languages
of the Web, and does not need to separately model and connect the interfaces
across application components. Therefore, commercial black-box vulnerabil-
ity scanners, such as Arachni [1], Burp [28], and ZAP [32], have entered the
workflow of security professionals discovering vulnerabilities for tasks such
as penetration testing. However, the promise of black-box scanning for Web
vulnerabilities has been limited by the ability of these scanners to handle
modern, increasingly stateful and client-side web applications. An example
of a multi-step, stateful stored XSS unlikely to be discovered by prior scan-
ners is illustrated in Figure I.1.

1.3.1 Challenge

Black-box scanners are built with crawlers that iteratively explore an appli-
cation to discover more of its functionality, which can then be tested for secu-
rity properties, such as XSS vulnerabilities. To be able to crawl an application
and discover its entire surface, crawlers will need to be able to interact with
the application, model its functionality, and prioritize different interactions.
If any of these three core tasks is not sufficiently solved, a crawler will fail to
discover some additional application functionality, and miss all of its associ-
ated vulnerabilities. The diversity of choices made while developing appli-
cations for the modern Web makes all three of these crawling tasks harder.
These applications are implemented in myriad languages and frameworks at
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Figure I.1: State diagram of a stored XSS vulnerability. A user registers,
and their username is stored as nicename. An admin can then approve this
user. Finally, an admin will get XSS code execution from nicename when
approved users are displayed on a site usage panel.
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both the client and server. A crawler that only identifies elements by, for ex-
ample, the standard HTML types, will fail to discover all actions present on a
given page. Web applications are also increasingly stateful. These states are
presented both client- and server-side. A crawler needs to be able to model
this, in a black-box fashion that handles drastically different applications.
Failing at this can lead to problems such as wasted time or infinite scans, as
well as irreproducible vulnerability discovery. These application states also
need to be considered when prioritizing actions, the strategy for which again
needs to scale to multiple applications. Some actions only become possible
in certain states, and can disappear if an ‘incorrect’ action is selected which
leads to a necessary part of this state being removed.

1.3.2 Contributions

These challenges for black-box scanners result in the difficulty of discovering
the XSS vulnerability in Figure I.1. They can be addressed in at least the two
ways presented in this thesis, one specific to stored XSS, and another general
to vulnerability scanning.

In the first paper in this thesis [19], inspired by work in binary fuzzing,
we aim to improve the discovery of stored XSS vulnerabilities by relaxing the
requirement that a scanner must find the whole stored XSS. Detecting the
complete path from input source to output sink has inherent challenges to
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Figure 1.2: Source and sink flows corresponding to Figure I.1. On the top
left, we see how a successful black-box scanner would model the steps in
the source flow. Rather than discovering and connecting each of these
steps, Spider-Scents can use its grey-box access to the database to directly
inject a payload, and only have to observe its sink flow execution.

both discover sources and connect them with sinks. Instead, by supplement-
ing an otherwise black-box scanner with the ability to access the database
to directly inject payloads, and crawling the application to discover the pay-
load’s reflections, the scanner can avoid these challenges as illustrated in
Figure 1.2. Thereby, the grey-box Spider-Scents scanner can discover unpro-
tected outputs where database content is included in HTML without proper
sanitization. These code smells are demonstrated to be highly related to com-
plete stored XSS vulnerabilities in our evaluation. Overall, we find 85 stored
XSS vulnerabilities across 7 web applications, a notable increase over other
compared black-box scanners.

In the second paper in this thesis [20], we return to the problem of general
black-box scanning, and aim to improve it without adding additional access,
or overly targeting our method to a particular implementation language or
framework. We develop a novel method for driving scanners to test deep
states in modern web applications, by focusing the scanner on generating
valid client-side actions and form inputs. This is driven by our intuition that
these actions and inputs can unlock hidden states, which contain previously
untested application functionality. Overall, the SpiderSapien crawler finds
36 XSS in 6 web applications, vastly more than all other compared black-box
scanners, while also substantially improving the server-side code coverage of
the applications. Furthermore, we also evaluate the capabilities of the LLM-
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powered form solving component in isolation and show that this aspect of
the method also improves upon previous work.

1.4 Browser extensions

Browser extensions have become an essential feature in browsers, by en-
abling end-users to customize their browsing experience. While useful, even
for various security tasks, browser extensions can also bring additional risk
to the end-users that install these third-party code in their browsers. Besides
the original browser and web application server, the code included in these
extensions also becomes relevant to the security and privacy of a user brows-
ing a website. By design, these extensions can be highly privileged as they
need to perform sensitive actions for their core functionality. Therefore, from
early in their inception, the pressing need to analyze browser extensions
from a security perspective was recognized [16]. Prior research has found
numerous security-relevant browser extensions, including both vulnerable
and malicious examples [9, 10, 14, 15, 23, 25, 30, 31]. Vulnerable extensions,
while not including any overtly malicious functionality, nevertheless intro-
duce additional vulnerabilities for their users, possibly in particular combina-
tions including browsers, web applications, and even other extensions. These
can be exploited by malicious applications and extension developers for var-
ious goals. On the other hand, malicious extension developers directly take
advantage of the end users who are led to install the extensions they control.
In this thesis, we focus on these malicious extensions and the developers that
publish them.

Browser extensions are also similar to many other software distributed
today, in that they are primarily discovered and installed through app stores.
These are run by the various browser vendors. Extension app stores offer
the promise of reducing the risk of vulnerable or malicious extensions, by
validating and vetting approved extensions to ensure their compliance with
regards to security and privacy policies. Furthermore, these app stores can
also offer users assistance in selecting the best extensions for them, as these
platforms surface their most useful, popular, and overall well-liked examples
of browser extensions across categories.

1.4.1 Challenge

Browser extensions are similar to general web applications, but smaller in
their scale. Built with JavaScript, the analysis of these dynamic applications
to discover vulnerable or malicious code can be similar. Dynamic analy-
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sis [15, 30], static analysis [10, 14, 23, 31], and combined approaches [9] have
all been proposed. The small scale of these extensions can even make heav-
ier forms of analysis, such as information-flow control [6], more suitable to
this domain than general web applications. However, even with this smaller
scale, these analyses can still fail to detect both vulnerable and malicious code
in browser extensions. A further challenge is in the shift from discovering
vulnerabilities, to detecting malicious behaviour. Besides the general chal-
lenges of analyzing Web software, a security analyst must also contend with
malicious code that is both obfuscated against static analysis and evasive to
dynamic analysis [22]. Even from the powerful vantage point of a platform
extension reviewer, who might have additional information such as devel-
oper account details including insider information like source IPs, and more
detailed code submissions and version-tracking, this task has proven chal-
lenging by the numerous examples of published malicious extensions evad-
ing detection. Malicious code can be easily obscured by the bulk of benign
code present in an extension. Furthermore, benign extensions can be easily
copied and modified to include malicious code.

1.4.2 Contributions

In the third paper in this thesis [21], we analyze the metadata of extensions,
to discover the relationship of fake reviews to clusters of extensions shar-
ing this activity. While the content of reviews can easily be faked or even
directly copied, in metadata the activity of less-than-honest actors is harder,
or at least more expensive to obscure. We first identify how reviews can be
faked, and propose five statistical methods that can detect these techniques.
Using these detection methods, we demonstrate how these methods find fake
reviews on the Web Store. We also show that clusters of extensions with fake
reviews can be used to find malicious extensions.






Statement of contributions

Below we list the abstracts of the appended papers and outline the per-
sonal contributions for each.

A Spider-Scents: Grey-box Database-aware Web
Scanning for Stored XSS

Eric Olsson, Benjamin Eriksson, Adam Doupé, and Andrei Sabelfeld

As web applications play an ever more important role in society, so does
ensuring their security. A large threat to web application security is XSS
vulnerabilities, and in particular, stored XSS. Due to the complexity of web
applications and the difficulty of properly injecting XSS payloads into a web
application, many of these vulnerabilities still evade current state-of-the-art
scanners. We approach this problem from a new direction—by injecting XSS
payloads directly into the database we can completely bypass the difficulty
of injecting XSS payloads into a web application. We thus propose Spider-
Scents, a novel method for grey-box database-aware scanning for stored XSS,
that maps database values to the web application and automatically finds un-
protected outputs. Spider-Scents reveals code smells that expose stored XSS
vulnerabilities. We evaluate our approach on a set of 12 web applications and
compare with three state-of-the-art black-box scanners. We demonstrate im-
provement of database coverage, ranging from 79% to 100% database cover-
age across the applications compared to the range of 2% to 60% for the other
scanners. We systematize the relationship between unprotected outputs, vul-
nerabilities, and exploits in the context of stored XSS. We manually analyze
unprotected outputs reported by Spider-Scents to determine their vulnerabil-
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ity and exploitability. In total, this method finds 85 stored XSS vulnerabilities,
outperforming the union of state-of-the-art’s 32.

Statement of contributions. I was responsible for developing our method
beyond the initial idea of inserting payloads into a database and crawling for
their reflection. This included database synthesis, reverting changes, choos-
ing cells, structuring payloads, and identifying breakage. I also implemented
this method in the published Python code, and designed and ran the majority
of the evaluation of this scanner.

Appeared in: Proceedings of the 33rd USENIX Security Symposium (USENIX
Security), August 2024.

B SpiderSapien: Client-Centric Crawler and Secu-
rity Scanner

Eric Olsson, Benjamin Eriksson, Adam Doupé, and Andrei Sabelfeld

Black-box web application crawling and scanning plays an important
role for security testing of web applications. Yet state-of-the-art scanners
fall short of addressing key characteristics of a modern web application: its
extreme dynamism and interactivity on the client side. This paper identi-
fies immersive interaction as a key ingredient for scanners to deeply explore
modern web applications. We propose SpiderSapien, a client-centric crawler
and security scanner. Driven by immersive interaction, SpiderSapien incor-
porates novel methods to detect interactable elements, order Ul interactions,
and use LLMs to solve forms. In doing so, we demonstrate how to reliably
discover and test deep states of modern web applications. The evaluation
of our approach shows substantial improvements in both code coverage and
vulnerability detection over previous work, with an average increase in code
coverage of 21.5% compared to the union of the other scanners and a total
of 36 XSS vulnerabilities, across 6 of the 8 web applications, compared to
the 4 XSS others find. In addition, a separate empirical evaluation of Spider-
Sapien’s LLM-powered form solving capabilities on diverse real forms on the
open web demonstrates superiority over the previous approaches in gen-
erating desired input on the client side, solving at least 23.3% more of the
non-trivial forms compared.

Statement of contributions. I was responsible for developing and imple-
menting our LLM-based form solving method, and contributed to the client-
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side crawling aspect. I also designed and ran the novel evaluation setup of
the form solving methods on the open Web.

Appeared in: Manuscript

C FakeX: A Framework for Detecting Fake Reviews
of Browser Extensions

Eric Olsson, Benjamin Eriksson, Pablo Picazo-Sanchez, Lukas Andersson,
and Andrei Sabelfeld

Browser extensions boost user experience on the web. Similarly to smart-
phone app stores, browsers like Chrome distribute browser extensions via
their Web Store, enabling a thriving market of third-party developed exten-
sions. The Web Store incorporates a user review system to help users decide
which extensions to install. Unfortunately, the open nature of the review
system is subject to reputation manipulation. As browser vendors fight rep-
utation manipulation, attackers employ more sophisticated methods to stay
under the radar. Focusing on fake reviews, we identify several techniques at-
tackers use: fake accounts, disjoint sets of fake accounts for different exten-
sions, automation of generated reviews, and focusing on reviews rather than
ratings. We present FakeX, a framework to detect fake reviews by focusing
on inference from review metadata. FakeX employs five distinct methods,
including temporal distribution analysis, relationship clustering, and ratio-
based assessments, to unveil patterns indicative of fake reviews. Evaluation
of over 1.7 million reviews reveals the effectiveness of FakeX in identifying
hundreds of fake review campaigns. Furthermore, our investigation of these
fake reviews uncovers 86 malicious extensions, mounting attacks that range
from data-stealing to monetization, impacting over 64 million users. In ad-
dition, we collaborate with Adblock Plus and Avast to demonstrate FakeX
in action, expanding a seed list of newly detected malicious extensions to
discover a further 16 malicious extensions with millions of users, where, in
some cases, attackers tried to improve malicious code.

Statement of contributions. I was responsible for developing details of
the Horizontal Vertical Clustering (HVC) method, including tuning hyper-
parameters and selecting notable clusters. I also contributed to other data
analysis throughout this paper, and was responsible for the comparison of
the HVC to Aggregated Time Window (ATW) methods.

Appeared in: Proceedings of the 19th ACM Asia Conference on Computer and
Communications Security (ASIA CCS °24), July 2024
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Abstract

As web applications play an ever more important role in society, so does
ensuring their security. A large threat to web application security is XSS
vulnerabilities, and in particular, stored XSS. Due to the complexity of web
applications and the difficulty of properly injecting XSS payloads into a web
application, many of these vulnerabilities still evade current state-of-the-art
scanners. We approach this problem from a new direction—by injecting XSS
payloads directly into the database we can completely bypass the difficulty of
injecting XSS payloads into a web application. We thus propose Spider-Scents,
anovel method for grey-box database-aware scanning for stored XSS, that maps
database values to the web application and automatically finds unprotected
outputs. Spider-Scents reveals code smells that expose stored XSS vulnerabili-
ties. We evaluate our approach on a set of 12 web applications and compare
with three state-of-the-art black-box scanners. We demonstrate improvement
of database coverage, ranging from 79% to 100% database coverage across the
applications compared to the range of 2% to 60% for the other scanners. We
systematize the relationship between unprotected outputs, vulnerabilities, and
exploits in the context of stored XSS. We manually analyze unprotected outputs
reported by Spider-Scents to determine their vulnerability and exploitability. In
total, this method finds 85 stored XSS vulnerabilities, outperforming the union
of state-of-the-art’s 32.

A.1 Introduction

The web is a key enabler for today’s ever-more digital world. Our society
increasingly relies on web applications to support the financial, governmental,
and military infrastructure. The dynamic functionality of web applications,
coupled with the myriad of implementation technologies, makes developing a
bug-free application challenging. Furthermore, these bugs can often manifest as
security vulnerabilities. The complexity of modern systems and ever-powerful
adversaries make securing web applications a grand challenge. Even the biggest
web players such as Google and Meta still release vulnerable applications
and services, which reflects in $12 and $2 million in bug bounties in 2022
respectively [15,26].

Challenge of XSS. A particularly common class of web application secu-
rity vulnerability is Cross-Site Scripting (XSS) [28], allowing attackers to
inject JavaScript code into web pages. Astonishingly, XSS has persisted in the
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OWASP Top 10’s list of most critical security risks to web applications for the
past 20 years [48]. This remarkable persistence is reflected in bug bounties,
with HackerOne reported paying over $4.7 million for XSS vulnerabilities in
2022 alone [17]. Securing web applications against XSS is difficult because
there is no single general solution that prevents all XSS vulnerabilities [20].
Indeed, XSS vulnerabilities are context-dependent [42,44], requiring that the
correct output sanitization be used depending on the output context.

Stored XSS. Stored XSS, where the injection is stored and only later exe-
cuted [28], is particularly challenging due to the disconnect that storage brings
between the source flow, where the payload is input and stored, and the sink
flow, where the retrieved payload is executed. Current vulnerability detection
approaches [14,32] have fundamental difficulties finding stored XSS.

Insufficiency of x-box approaches. The difficulty of securing a web ap-
plication against XSS motivates the development of vulnerability detection
tools [2,7,11,33,49,54]. Web application vulnerability detection approaches
can be classified as white-box, black-box, or grey-box based on what informa-
tion is available (cf. Section A.4):

White-box approach: White-box approaches [12,19,22,24] usually stati-
cally analyze source code artifacts. Such static analysis is necessarily specific
to the structure of the analyzed artifact, such as the server-side language or
framework. Unfortunately, white-box vulnerability detection is fundamentally
limited in its applicability to web applications because it is hard for white-
box static analysis to precisely model the combined interplay of increasingly
complex and dynamic client-side, database, and server-side behavior [43]. In
addition, white-box analyses depend on the availability of artifacts, further
limiting their usage.

Black-box approach: More advantageously from a usability perspective,
black-box vulnerability detection for web applications does not typically re-
quire access to source code and instead analyzes a running web application
from the perspective of a user. Black-box scanners have been developed with
various methods to better cover the increased attack surface of modern web
applications [8], such as modeling server-side state [7], tracking data flows and
fuzzing payloads [9, 10], modeling client-side state [25,33], and combining
multiple approaches [11]. However, while coverage of the attack surface has
improved for some XSS, black-box scanners are often still unable to find even
simpler stored XSS [32].

Grey-box approach: A common solution [1,14,18,49,50] is to combine
black-box dynamic interactions of a running application, with white-box access.
How these two information sources are combined varies. Sometimes, artifacts
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Figure 1: Access to components involved in a web application that different
approaches need. Black-box approaches (B) have access to the front-end,
and sometimes (B*) need infrastructure access to perform resets in the
face of irreversible state changes. White-box approaches (W) have access
to both front- and back-end code. Our approach, shaded in grey, accesses
the front-end and database.

or non-standard interfaces only available with white-box access can be used to
guide the otherwise black-box scan of a web application [47] . More commonly,
a fully white-box static analysis of the application source code is combined with
a black-box scan for dynamic runtime information [1, 14]. Combining these
sources of information can mitigate some challenges inherent to otherwise
using one approach in isolation. However, this combination still has a white-box
component, from which its usability suffers.

While the previously described approaches constitute an exciting and active
area of research, we identify a key consideration in the design space of *-box
approaches. A core problem with finding stored XSS is that a black-box scanner
must find both the source and sink flows, and also understand the relationship
between the two, without any access to the web application’s source code.

Approach. Inspired by recent work in improving binary fuzzing [34], our
insight is to make stored XSS easier to find by relaxing the requirement that
the scanner must find the source of a stored XSS. To do so, we supplement an
otherwise black-box scanner with access to the database and allow the scanner
to inject payloads directly into the database while scanning the running web
application for sensitive sinks that output the inserted payload. This yields
the benefit that a scanner no longer needs to find both source and sink nor
understand their relation. The elegance of our approach is that it requires no
knowledge of the web application source, only the database. Figure 1 illustrates
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the unique point our approach occupies in the design space of *-box approaches.

This unique position represents a paradigm shift from the domain of appli-
cation input to that of application state, represented in the database. Challenges
(presented in Section A.3) stemming from fundamental problems with *-box
approaches do not have to be solved by our method.

Based on these insights, we develop Spider-Scents, an approach to grey-box
database-aware web scanning for stored XSS. Spider-Scents injects payloads
directly into the database and reports where database content is used in the
HTML output without proper sanitization, flagging what we call unprotected
outputs. This does not mean that all reports are stored XSS vulnerabilities, as
the web application might be sanitizing the data on input. However, relying
on input sanitization is against best practices for XSS prevention, as it is
impossible to sanitize user input for every possible HTML output context.
Indeed, the OWASP guidelines [31] postulate: “Apply Input Validation (using
"allow list" approach) combined with Output Sanitizing+Escaping on user
input/output,” confirming that input validation alone is not enough. We term
this result a code smell, an indication that something is wrong deeper within
the application [13]. Even in the best case, where there is neither bug nor
vulnerability, the application is fragile. Any new functionality added, such as
creating a REST API, risks failing to properly sanitize user input. Therefore,
even the unprotected outputs that are not currently exploitable stored XSS
should be addressed by the web developer. Light manual analysis is required
to verify a complete stored XSS vulnerability (see Section A.6.7)

Non-vulnerable unprotected outputs constitute what we call a dormant
XSS—they would be vulnerable, except that the current web application does
not allow an exploit payload. The web application’s evolution risks elevating
a dormant XSS to a complete XSS vulnerability, even for security-wary appli-
cations. Our empirical study indeed confirms a dormant XSS vulnerability on
WordPress, elevated to a complete vulnerability by a real published plugin (see
Section A.4.2).

Evaluation. We evaluate our approach across 12 web applications and compare
our results with three state-of-the-art black-box scanners. The applications
range from reference applications used in prior work to latest versions of
modern applications. Our results show that we cover (measured as how much
of the database the scanner can change, described in Section A.5.2) between
79% to 100% across all applications. In comparison, the other scanners cover
2% to 60% on average. We also find vulnerabilities that the other scanners are
unable to detect. In total, we find 85 XSS vulnerabilities compared to 32 unique
XSS for the other scanners. To further classify the impact of our findings we
manually analyze the input protections and permission models of the Spider-
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Scents discovered vulnerabilities and determine that 59 are exploitable (and
not self-XSS).

Contributions. We offer the following contributions:

* We present a novel approach for finding stored XSS vulnerabilities by inject-
ing XSS payloads directly into the database, thus simplifying the detection
of stored XSS. We present this in Section A.4.

* We implement our approach into a prototype Spider-Scents, a semi-automated
grey-box database-aware stored XSS scanner.

* We evaluate Spider-Scents and three state-of-the-art black-box scanners on
12 web applications. We present the results in Section A.5 and analyze
these in Section A.6. Spider-Scents finds 85 XSS vulnerabilities across 7
applications.

* We systematize the relationship between unprotected outputs, stored XSS vul-
nerabilities, and exploits based on input protections and permissions models.
Following this systematization, we manually analyze unprotected outputs
reported by Spider-Scents to determine their vulnerability and exploitability.
We also present this in Section A.6.

¢ For the benefit of future research in this area, we share the source code of
Spider-Scents'.

Ethical considerations and coordinated disclosure. By actively scanning
only our local clones of web applications in a controlled environment, we
strictly avoid any harm caused by scanners on the web. We handle the discov-
ered security vulnerabilities in accordance with the best practices of ethics in
security [41]. We are in the process of reporting our findings to the affected
vendors, following coordinated vulnerability disclosure for all discovered vul-
nerabilities. We report responses from vendors in Section A.6.9.

A.2 Terminology

Here we attempt to systematize the terminology around XSS vulnerability
analysis. Spider-Scents finds places in the web application where database
content is used in the HTML output without proper sanitization. We term these
unprotected outputs—output sinks where the output is not protected sufficiently
against XSS. In contrast, there are also protected outputs: output sinks that are
properly sanitized against XSS.

10Our implementation is available online at https://www.cse.chalmers.se/research/
group/security/spider-scents/
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We call a complete XSS vulnerability where user input flows to the unpro-
tected output. Furthermore, that input must itself be an unprotected input—an
input source lacking sufficient XSS protection. In contrast, there are also pro-
tected inputs: inputs protected with some combination of sanitization such as
validation, stripping, or escaping. An unprotected output can also fail to be a
complete XSS due to having no input.

If an unprotected input flows to an unprotected output, the web application
has an XSS vulnerability. However, an XSS vulnerability is not necessarily
exploitable, as this depends on the access control policy of the web application.
The core question is if the user (or role) that injects the XSS payload can get
the output on either another user or a role with greater permissions. We call
XSS vulnerabilities that are not exploitable self-XSS, which have significantly
less severity than exploitable XSS vulnerabilities.

A.3 Roadblocks for current XSS scanners

Automatically finding vulnerabilities in web applications remains a challenge
despite active research in improving vulnerability detection. Stored XSS is
especially difficult to find, as this type of vulnerability involves correctly in-
jecting input into the application, where it will be stored by the database, and
subsequently used in the web application’s output incorrectly sanitized.

Black-box approaches can explore entire web applications without access
or reliance on the underlying web application source code. It is possible for
black-box scanners to track an entire stored XSS vulnerability from initial
payload injection to vulnerable output. However, finding all such vulnerabilities
for a black-box scanner is difficult, due to several challenges inherent to stored
XSS that they must solve:

Vulnerable input validation. Web applications perform input validation (in
client-side JavaScript and also server-side code) to ensure that the input data
conforms to certain requirements. Web applications can check vulnerable
inputs for validation that the scanner must pass and also inject an XSS payload
into. As most black-box scanners use a pre-configured list of XSS payloads,
it is difficult for them to create a custom XSS payload that also bypasses the
vulnerable input validation.

Interdependent vulnerable input validation. Web applications validate all types
of inputs. Often, a web application requires the user to fill out a set of in-
puts together. Consider a user registration form that might require the desired
username, email address, zip code, and biography. All forms are required, the
server-side input validation requires that the username be unique, the email
address has a specific form, the zip code is five digits, and the biography has no
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validation and is vulnerable to stored XSS. Due to the interdependence of the
four inputs, to find the stored XSS a black-box scanner must be able to provide
a unique username (which is difficult for repeated injection attempts), correctly-
formatted email address and zip code. As the number of inputs interdependent
to vulnerable input increases, and as the input validation is application-specific,
it is more difficult for black-box scanners to generate the proper interdependent
input to inject stored XSS payloads.

Vulnerable input modification. Web applications can also escape or modify
user input. Consider a blog that accepts blog posts in markdown format that
is transformed to HTML before storing them in the database. Because the
black-box scanner has no knowledge of the server-side source code, it cannot
know about this modification. If a vulnerable input is modified before being
stored into the database, it is difficult for a scanner to create a custom XSS
payload that can survive the modification, and, therefore, it is difficult to detect.

Multi-step vulnerable input. Web applications are stateful applications that can
require a multi-step process before persisting user data. A classic example of
this is the multi-step stored XSS in WackoPicko [8], where commenting on a
picture requires first previewing the comment (which is output with sanitization)
and then approving the comment (where it is output without sanitization). To
our knowledge, the first black-box scanner that was able to automatically detect
this vulnerability was Black Widow [11], published 11 years after WackoPicko
was released. Therefore, vulnerable inputs that require multi-step interactions
are difficult for black-box scanners to detect.

Vulnerable input identification. The core of stored XSS is that the XSS payload
is stored in the database before being used as output. Even if a black-box
scanner can correctly inject an XSS payload, it must be able to find where that
input is output—otherwise, it will never detect the XSS.

A.4 Approach

Our goal is to overcome the challenges black-box scanners face (mentioned
in Section A.3) in detecting stored XSS vulnerabilities. Rather than take a
completely black-box approach, we use a novel grey-box approach that includes
knowledge of the database to help an otherwise black-box scanner find stored
XSS vulnerabilities. Our idea is that by injecting the XSS payload directly into
the database, and then scanning the web application for the payload’s output,
we can completely bypass several of the roadblocks black-box scanners face in
detecting stored XSS: vulnerable input validation, interdependent vulnerable
input validation, vulnerable input modification, and multi-step vulnerable input.
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Figure 2: Overview of Spider-Scents’ different components and their in-
teractions with both the database and web application.

‘Grey-box’. In web security, black-box has been synonymous with dynamic
testing, as white-box is to static analysis. With this view, grey-box can appear to
be defined as the combination of these two: dynamic testing and static analysis.
Recent papers [14,49] in grey-box web testing have supplied two definitions:
the previous, based on method, or based on access or visibility to the application.
Our approach is grey-box only by the second definition: we do not use static
analysis, but we have access to the database.

Besides the application data contained, metadata such as table structure
and associated relations are also assumed to be available, through the same
database connection. In practical terms, SQL databases provide programmatic
access to such metadata in the INFORMATION_SCHEMA tables [30].

A.4.1 Overview

In contrast to existing state-of-the-art scanners, our database-aware method
requires a paradigm shift from application input to state. Instead of solving
problems associated with the input domain (such as crawling, modelling, or
payload selection), we address new challenges of preparing the application state,
selecting which part to modify, and analyzing its impact on the application.

Spider-Scents is our implementation of our novel grey-box scanning ap-
proach. Figure 2 shows a diagram of our approach. First (1), we prepare the web
application for scanning. Next (2), we choose a database cell to modify, and
(3) insert an XSS payload into the cell. We then validate (4) that the modified
database did not break the application. Finally (5), we crawl the web application
looking for reflections of the injected payload. This approach iterates as long
as there remain untested database cells to modify.
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Reports

Due to Spider-Scents injecting XSS payloads directly into the database, what
it reports is not XSS vulnerabilities, but rather unprotected outputs (defined
in Section A.2). Therefore, the final step is to manually analyze the results
of Spider-Scents. As our evaluation in Section A.5 shows, many unprotected
outputs are also XSS vulnerabilities—Spider-Scents finds 133 unprotected
outputs in evaluated applications and 85 XSS vulnerabilities.

An interesting side-effect of finding so many vulnerabilities with Spider-
Scents is that we realized that the impact of the discovered XSS vulnerabilities
is critically important to contextualize the results. Specifically, we found that
some of the XSS vulnerabilities were self-XSS, defined in Section A.2 wherein
the privilege required to store the XSS payload is the same as the user that
views it. Of the 85 XSS vulnerabilities found by Spider-Scents, 26 are self-XSS
while 59 are fully-exploitable.

A.4.2 Motivating Examples

Spider-Scents’ database-aware scanning is particularly well suited to finding
stored XSS vulnerabilities due to circumventing common challenges for black-
box scanners. Here, we present examples of the types of issues that Spider-
Scents is better at finding than previous work:

1. Fully-exploitable stored XSS that other scanners do not find.
2. Dormant vulnerabilities that become exploitable.

3. Self-XSS that other scanners do not find.

Fully-exploitable stored XSS. Even though they are capable of finding a
fully-exploitable stored XSS vulnerability, other scanners often fail due to
their inability to extensively explore the input surface of the web application,
including satisfying vulnerable input and interdependent input validation. In
Section A.5, we further analyze the precise reasons why other scanners miss
fully-exploitable stored XSS that Spider-Scents finds.

In addition, beyond needing a full XSS from input to output, the XSS
vulnerability also must be exploitable. Determining the exploitability of an
XSS currently requires manual analysis, as the exploitability of a vulnerability
depends on application context such as the levels of user permissions within
the application. Other presentations of scanners have generally not provided
such analysis of their XSS results.

An example of a fully-exploitable stored XSS that other scanners fail to
find is in the CMS Made Simple bookmarks functionality, which is shown in
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echo "<td><a_href=\"editbookmark.php".$Surlext."&amp; bookmark_id=".
Sonemark ->bookmark_id."\">",Sonemark->title."</a></td>\n";

echo "<td>".S$onemark->url."</td>\n";

echo "<td><a_href=\"editbookmark.php".Surlext."&amp; bookmark_id=".
Sonemark->bookmark_id."\">";

echo SthemeObject->DisplayImage (' icons/system/edit.gif’, lang(’'edit’),
rr,rr,systemicon’);

echo "</a></td>\n";

echo "<td><a_href=\"deletebookmark.php".S$Surlext."&amp;bookmark_id=".
Sonemark ->bookmark_id."\" _onclick=\"return_confirm(’'".

cms_html_entity_decode (lang (’deleteconfirm’, S$Sonemark->title) )."
I);\II>H;
echo SthemeObject->DisplayImage (' icons/system/delete.gif’, lang(’

delete’),’’",’’, " systemicon’);
echo "</a></td>\n";

Figure 3: CMS Made Simple bookmarks functionality. A bookmark con-
tains a title and a URL. Both the title and URL are correctly escaped in
their respective first two cells in this snippet from CMSMS code, but the
title is not protected in its inclusion in the delete button.

Figure 3. In this case, it is harder to find the input form, but easy to find the
output from the database. Armed with this vulnerability, a user can perform
XSS on an admin of CMSMS. Spider-Scents reports this as an unprotected
output, and we manually confirm its exploitability.

Dormant XSS. Spider-Scents reports what it finds as unprotected outputs
rather than stored XSS vulnerabilities, as it only finds the second half of a
complete XSS workflow in unprotected outputs. Unprotected outputs do not
always have an unprotected input flowing to them. However, we believe there
is significant value in reporting unprotected outputs because they are a code
smell—the web application has not followed the best practice of “always escape
late” emphasized by both WordPress and WordPress VIP [51,52]. While not
a bug or vulnerability, an unprotected output is something that a developer
should look at and fix.

In fact, we believe that an unprotected output in isolation can be considered
a dormant XSS—it would be vulnerable, except that the current inputs for
the web application do not allow an exploit payload due to either escaping,
stripping, validation, no input possible, or some combination of these. The web
application’s evolution, either through future development or integration with
other code (plugins, for example), can elevate a dormant XSS to a full XSS.

For example, Spider-Scents found that WordPress has unprotected output
of both display_name and user_nicename from the users table. In the base
WordPress application, there are no unprotected inputs to these columns—in
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Sgnn = Swpdb->prepare( "UPDATE_Swpdb->users_SET_user_nicename_=_5%s
WHERE_user_login_=_%s_AND _user_nicename_=_%s", $new_username,
Snew_username, S$old_username );

Swpdb->query ( $gnn );

$gdn = Swpdb->prepa

re ( "UPDATE_Swpdb->users_SET_display_name_=_%s
WHERE_user_login
[
$

_=._%s_AND _,display_name_=_%s", $new_username,

old_username );
Swpdb->query ( $qgdn );

Snew_username,

Figure 4: Username-Changer WordPress plugin vulnerable code:
display name and user_nicename are not sanitized.

fact, these are not modifiable after the creation of a user. However, both are
exposed in a vulnerable version of the username-changer plugin [5] (code
shown in Listing 4), and, therefore, when this vulnerable plugin is installed this
unprotected output becomes a fully-exploitable XSS. * If WordPress followed
their own best practices of “always escape late”, this dormant XSS would not
be possible (and Spider-Scents would not report it as an unprotected output).

It is also possible that some inputs to the database are kept constant. For
example, in Hostel Management System, an application we evaluate in Sec-
tion A.5, a list of US states is hard-coded in the database. Spider-Scents finds
unprotected outputs in this list. While not directly exploitable, these unpro-
tected outputs could become a problem through extension of code, either in
future versions of the application or with plugins. In our manual analysis, we
quantify how many reports fall into this category and present them in the N/
column in Table 2.

Self-XSS. Finally, an XSS vulnerability is not necessarily exploitable. An
XSS can be unexploitable due to user permissions, such that the admin can
only perform an XSS on themself. This self-XSS is the counterpoint to fully-
exploitable XSS. An example of this is templates in MyBB. A template for the
calendar functionality in this application can be modified to include executable
JavaScript. However, only an admin user has the necessary permissions to add
or modify this template. Spider-Scents finds this vulnerability, and we manually
confirm that it is a self-XSS.

ZVulnerable version of WordPress username-changer plugin https://github.com/
evertiro/Username-Changer/blob/dd1976b05213d9895886da7f9a91515¢c52188344/
includes/functions.php#L84
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Algorithm 1 Synthesizing data in the database.
rows < 3
i1
while i < rows do
row < ||
j<0
while j < columns do
append (row,increment (i))
j—j+1
end while
insert(row)
error < breakage()
if error then
delete(row)
end if
i<—i+1
end while

A.4.3 Preparing the web application

The initial step in our approach is to prepare the web application’s database for
scanning, as shown in step (D) in Figure 2.

Database synthesis

Ideally, our method should scan an application with a full database. Steinhauser
and Tdma note the importance of this as well [47]. However, they do not attempt
to solve this and instead rely on somewhat complete configurations provided by
the applications themselves, or other publicly-available manually-assembled
data. For an e-commerce website, this means that the database already contains
products, customers, and other data. To be able to discover an XSS-vulnerable
workflow that spans multiple tables, data must exist in each table.

To address cases where data is lacking, more specifically empty database
tables, we insert a constant number of rows of benign data matching the schema
of the empty tables. We perform this simple algorithm shown in Section A.4.3
on each empty table in the database.

columns is the number of columns in the schema for the empty table and
increment (i) modifies a base value by the increment i. For example, integers
have a base value of 0, dates have ‘1970-01-01 00:00:00’, and strings have
a. By modifying a constant value, we ensure that there are records correlated
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between tables by these deterministic values, to satisfy constraints common in
web applications using normalized databases. We always insert 3 initial rows
due to different auto-increments in the applications’ database setups—we have
observed empirically that these often start at 1, but not always.

While this naive solution is implemented and works well for our evaluation,
the more general case of database synthesis is orthogonal to this work. Related
work in this specific direction can be found in Section A.7.5.

Reverting changes

We also periodically revert modifications done by Spider-Scents to the database,
the rules for which are described in Appendix A.1.1. This is to add indepen-
dence between our payload insertions, and also reduces our reliance on detect-
ing application breakage, if we automatically revert based on other rules. Some
rules we implement enforce independence across boundaries in the database;
such as tables and columns.

To revert a database edit, from newData to oldData, perform:

error <— updateRow(oldData)

if error then
removeRow(newData)
insertRow(oldData)

end if

removeRow and updateRow can identify a row based on either keys or values.
It is necessary to handle reverting changes in Spider-Scents, as built-in database
functionality such as transactions cannot be open-ended, which is necessary
to allow the simultaneous manipulation of both Spider-Scents and the web
application backend of the database.

Reverting changes also happens when breakage is detected, conditions for
which are covered in Section A.4.6.

Logging in

Finally, we also must make sure that the web application itself is in a proper
state to be scanned. Among other things, this means making sure that Spider-
Scents is logged in. We automatically grab relevant details such as cookies,
user agent, and the user URL (dashboard) at the start of each scan. Spider-
Scents uses Selenium to interact with a headless Chrome instance with a
custom extension to record this information, after having been supplied with
the necessary credentials (username, password, and login page). These client
details, which web applications often use to identify users, are then re-used
throughout the rest of the scan.
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Algorithm 2 Discovering sensitive rows.
i1
while i < rows do
row < retrieve(i)
error < delete(i)
if error then
sensitive(row)
end if
crawl()
error < insert(row)
if error then
sensitive(row)
end if
i<i+1
end while

A.4.4 Choosing a database cell

For each cell in the database, Spider-Scents checks if the cell is suitable for our
XSS payload. We ensure that the schema for the cell’s column specifies that it
is a text field with a length that can accommodate our payload, described in
Section A.4.5.

Avoiding sensitive rows

We also must consider if the web application is particularly sensitive to chang-
ing a specific cell’s value. If the application tries to revert an injected database
value, reset a table or row, or even insert a conflicting row, various problems
can occur. This can either be due to the web application not having a robust
recovery method that can handle Spider-Scents’s admittedly unexpected med-
dling in their database tables, or due to Spider-Scents losing track of the state
the database is in. In either case, we avoid such sensitive cells by first probing
the database for their existence.

For each table in the database, we discover sensitive rows as shown in
Algorithm 2, where rows is the number of rows in the table, retrieve(i) and
delete(i) perform appropriate actions on the i row in the table, insert(row)
inserts the row into the table, sensitive(row) marks that this row in the table
is sensitive to changes, and crawl() crawls the application to induce reverts,
conflicts, or resets in the database.
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Choosing a cell

How a table in a database is used by an application also matters, and, unfortu-
nately, this usage is not always fully specified in the database schema.

If a table has uniform types of rows, then it might be sufficient to modify
cells in a single row. However, this assumption only holds if, for instance, the
access control policies of the application specify that all users can see the data
in all rows.

This also assumes that each entry in the table is handled identically by the
web application code, which might not be a correct assumption. Indeed, not
all tables have only such uniformly typed entries; a counterpoint is tables that
store key-value data, where the interpretation of a value cell depends on a key
cell identifying it. Given the existence of such key-value tables and the fact
that reflection code for entries can change based on the contents of a particular
entry, we must iterate across all rows in a table.

In addition, the order of cell changes does impact which XSS-vulnerable
workflows are discovered. We implement different traversal orders, primarily
based on iterating tables in alphabetical order. From there, the scanner either
chooses cells (that satisfy payload requirements and are not sensitive) based on
the iteration of rows or columns.

A.4.5 Payload insertion

In contrast to traditional black-box approaches, Spider-Scents does not interact
with the web application in an attempt to insert data from user input to a
particular database cell. Instead, Spider-Scents inserts the payload directly into
a database cell (step ).

Once a suitable cell has been found, Spider-Scents generates a unique ID
to use for the payload. The payload we use is inspired by payloads used in
prior work [11]. This structure helps reduce false positives with dynamic XSS
detection. We use the following template, where ID is replaced with a unique
generated ID:

"' ><script>xss (ID)</script>

While other payloads, such as a general-purpose img payload, can be more
or less suitable depending on the context of the reflection, we consider the
problem of creating smaller or context-specific XSS payloads to be orthogonal
to this work. Using this payload can lead to false negatives, for example, if the
reflection happens in a textarea or title tag.
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Structured data

This is with the caveat that we do consider the presence of structured data in a
cell. Spider-Scents’ iterative modification of database cells, and searching for
these individual reflections in the web page, has the implicit assumption that
it is individual data stored in database cells in a one-to-one correspondence
from web input to database cell. This might not be true—data might be split up
into multiple cells or combined within a single cell. A payload would need to
be either split across cells in the first case or multiple payloads combined in
the second. Correlating changes across cells is considered out of scope for this
work.

However, when data is combined within a single cell, we consider this as
structured data. Spider-Scents modifies payloads to fit some common types
of structured data. If a known structure is detected by parsing cell data, the
payload will be delivered to each valid location for it. Currently, Spider-Scents
implements a customized payload for PHP serialized objects and image paths.
The support for these formats is chosen to demonstrate this approach and can
lead to false negatives due to not handling more widely-used structured data
formats, such as JSON.

A.4.6 Application breakage

After inserting a payload, the changing database values can have catastrophic
effects on the web application’s functionality, which we call breakage.

While breakage can happen when using an application through its standard
functionality, it is even more likely when Spider-Scents directly modifies the
database and possibly inserts values that the application has not defensively
coded against.

From a black-box scanner’s perspective, such internal application-specification
breaking changes are not available. However, similar behavior, when reachable
on standard interfaces, is regarded as irrecoverable state changes [7]. While
it may be intended functionality, such an irrecoverable state change overlaps
with our notion of application breakage.

Guarding against breakage is inherently a tradeoff. On the one hand, chang-
ing the website’s domain to an XSS payload in a CMS such as WordPress will
rewrite all links, including admin ones, making the application unusable. On
the other hand, new vulnerable behavior of the application might have been
discovered instead.

Entirely black-box approaches will not be able to recover from such a
breaking, irrecoverable state change. Some scanners add infrastructure access
(shown in Figure 1) to be able to reset the application when this happens [7, 10].
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Algorithm 3 Determining breakage.
i1
broken < 0
while i < length(urls) do
current < request (urlsli])
broken_url < request (urlsli))
if broken_url then
broken < broken + 1
end if
i<i+1
end while
if broken/length(urls) > threshold then return broken
end if

With our position in the database, while we are more prone to cause breakage,
we can also identify and fix it, without any additional access to the application.

Therefore, as noted by step @ in Figure 2, Spider-Scents will dynamically
scan the application looking for signs of breakage. If any are found we can
reset the exact cell we changed that caused the breakage, even in the case when
the web application is unusable.

Web application breakage across a web application is inferred by Algo-
rithm 3, where urls is a list of URLSs for distinct web pages in the application,
compare(baseline,current) compares the current status of a web page to a
baseline measurement, and threshold is a threshold specified for how many
pages can be acceptably broken in a web application.

compare(baseline, current) can be implemented to compare measurements
of a web page response based on HTTP status codes, linked content, length, or
other heuristics. The approach we take is a combination of status codes and
linked content.

A.4.7 Reflection scanning

Finally, we dynamically exercise the application with a reflection scanner (step
(®). This scanner will crawl the application and report back on all the IDs that
it finds. Here we differentiate between reflected JavaScript payloads that are
executed, i.e. unescaped, and cases where we find the IDs in text. We do not
try to find mangled or encoded payloads.

Spider-Scents uses Black Widow [11], the source code of which is avail-
able’, with minor modifications to facilitate communication between modules,

3nttps://github.com/Securingiieb/Blackiiidow
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as its reflection scanner.

A.4.8 Manual analysis

From the Spider-Scents reports we manually analyze the unprotected outputs
to determine if the payloads could be added from the web application. Once
an input element is found we supply valid data and ensure the database is
updated accordingly. Next, we add our payload and record if it is (1) rejected
due to validation, (2) escaped, or (3) sanitized. We then repeat this for all inputs
relating to the column.

A.5 Evaluation

We evaluate our approach by analyzing 12 different web applications and report
on the number of stored XSS vulnerabilities found.

We compare Spider-Scents with a combination of up-to-date academic and
open-source scanners that find stored XSS in Arachni [2], Black Widow [11],
and OWASP ZAP [54].

A.5.1 Web applications

Similar to previous works [7, 11, 33,49] we test both old applications and
new modern ones. We divide the target applications into two sets. The five
reference applications (that have known CVEs) and are used in prior work
are: SCARF [45], Hospital Management System [35], User Registration &
Login and User Management System [36], Doctor Appointment Management
System [37], and Hostel Management System [38].

For modern, complex, applications we use these seven: CMS Made Sim-
ple [46], Joomla [21], MyBB [27], OpenCart [29], Piwigo [39], PrestaShop [40],
and WordPress [53], Statistics that describe the applications chosen, their ver-
sion numbers, and their usage in evaluation by prior work is provided in the
Appendix Table 4.

Applications are largely chosen based on those evaluated by the authors of
jak [33], Black Widow [11], and Witcher [49]", as these represent the current
state-of-the-art in academic black-box web scanners. We restrict the evaluation
to those that are database-backed.

4Witcher only supports detecting SQL Injection and Command Injection, therefore we do
not compare against it.
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Note that while we have selected applications based on the prior crite-
ria, we choose the latest version of each application. Therefore, the unique
vulnerabilities found by Spider-Scents are also new.

A.5.2 Experimental setup

In this section, we present the experimental setup used for the evaluation of
Spider-Scents and comparison with other scanners.

Performance metrics

We focus our evaluation on three metrics: database coverage, vulnerabilities,
and exploitability.

Database coverage. To successfully execute a stored XSS payload the scanner
must first write the payload to the database °. By comparing a snapshot of the
database before and after each scan we can approximately measure what effect
each scanner has on the database.

These snapshots allow us to more precisely determine where the scanner
fails in storing a payload, and where Spider-Scents can benefit from directly
adding the payload to the database. In addition, we also classify the changes as
either benign or XSS payloads. If an XSS payload is added, we investigate if
the scanner can find it.

Vulnerabilities. To evaluate our method’s capability to find vulnerabilities we
also record the number of vulnerabilities reported by each scanner.

There is no clear method, neither in literature nor suggested by the scanners’
implementations, of how to differentiate between two different XSS vulner-
abilities. This means that for a given web application functionality, different
scanners can generate different amounts of reported XSS vulnerabilities. For
example, a vulnerable search bar included on every URL could generate a
reported XSS vulnerability for each URL. To level the playing field and allow
for a fair comparison we manually inspect each vulnerability and cluster them
based on their related functionality. This clustering is justified as an applica-
tion of root cause analysis, a process already well-established and valued in
software bug reports [16].

Furthermore, we only compare stored XSS results from other scanners.
Reports from compared scanners are manually confirmed to either be stored
XSS or non-stored XSS (reflected or DOM). During evaluation, Arachni finds

5 Assuming the payload is stored in the database; see Section A.6.3 for an example of a
stored XSS in the filesystem.
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4, Black Widow finds 2, and ZAP finds 4 ° non-stored XSS. Our method is
unable to find these, as it is specific to stored XSS.

Exploitability. Scanners search for XSS vulnerabilities by injecting data with
XSS payloads into the application. Afterwards, they search for this data, either
statically, or dynamically. However, due to permissions, this does not guarantee
that an attacker can abuse the discovered XSS. For example, if only the super
user can inject the payload, the vulnerability is not exploitable.

As modern applications can have complex user and group permissions
with different associated application views, it is difficult for a scanner to auto-
matically reason about the exploitability of these possible injections. In this
paper, we manually verify and report on the exploitability of each reported
vulnerability. We divide this step into two parts, i) input protections and ii)
permissions.

For input protection, we ensure that it is possible to add the XSS payload
from the application to the database. If it is not possible (protected), we further
categorize the input protection for the reported vulnerability.

No Input, when there is no usable input field allowing for writing to the
database. For example, input fields that are only available during installation or
constants, such as US states.

Escaping, when the application changes the user input, to prevent it from
being interpreted in some context, before adding it to the database. E.g. trans-
forming < to &1t; makes the symbol safe to be included in HTML context.

Stripping, when some data is removed (“stripped”) from the input. E.g.
removing <script> from the user input.

Validation, when the application refuses to add the user input to the database
if it does not satisfy some format, such as containing illegal characters.

For permissions, we consider the vulnerability exploitable if a less privi-
leged user can add a payload that is executed on a page that a user with more
privileges can access. For example, if a normal user can book an appointment
whose XSS payload is executed in the admin dashboard, then we would con-
sider this exploitable. However, if only the admin could add the payload to
such an appointment then it would be equivalent to self-XSS.

%In general, non-stored-XSS found by scanners is the difference between columns R and
S in Table 1. However, due to the false positive reports by ZAP in the Hospital Management
System (see Section A.6.2), ZAP only finds 4 non-stored-XSS in the Doctor Apt. and Hostel
applications.
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Scanner configuration

We configure other scanners to make as fair a comparison as possible. While
we focus on stored XSS, web scanners can scan for a plethora of other vulnera-
bilities, including SQL injection, command injection, and local file inclusion.

For this evaluation, we configure each scanner to only focus on finding XSS
vulnerabilities. Furthermore, to allow scanners a better chance to authenticate
and stay authenticated, we make slight modifications to the web application.
First, we ensure the index page has a link to the admin login. Secondly, we
rewrite the POST parameters server-side to match the correct user. This will
level the playing field, as scanners prefer different authentication methods.
Other scanners are configured to limit their runtime to 8 hours, similar to prior
work [11,49]

Configuration of parameters specific to Spider-Scents can be found in
Appendix A.1.1.

A.5.3 Comparison results

In addition to the most direct comparison statistic—vulnerabilities found—
we also collect a new statistic for this problem: database coverage. This is
motivated by the different approach taken by Spider-Scents.

Database coverage. Modifying data in the database is required to detect
stored XSS in database-backed applications. As such, we record the number of
unique columns in the database each scanner modifies. In the case where an
entire row is added, we give the scanner credit for all columns in the table. In
our analysis in Section A.6.4, we look more closely at the data inserted by the
scanners.

In Appendix Table 5, we present the database coverage of each scanner
and compare them to Spider-Scents. We further visualize this in Figure 5. As
is evident, Spider-Scents can affect a much greater portion of the database
compared to the other scanners. We cover between 79% to 100% while the
other scanners cover between 2% and 60% on average. This shows that black-
box scanners are still limited in how much they can affect the database, and
subsequently, how well they can detect stored XSS.

There are cases where other scanners affect columns that Spider-Scents
does not modify: For example, on CMSMS, both Arachni and ZAP affect
columns that Spider-Scents does not. In this particular case, it is the
cms_adminlog.username and the cms_users.username columns. Both these
have a max length of 25 while our payload is 30 characters. We discuss these
cases in more detail in Section A.6.1.
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Database application mappings. Our approach generates a mapping from
database tables and columns where a payload is inserted, to the URLs where
the payload is found. In Figure 6 we show such a mapping for the application
Piwigo, where the red lines indicate unprotected output and the black lines
indicate protected output.

sites.galleries_url

languages.name

admin.php?page=site_update
&site=1
admin.php?page=user list

profile.php

themes.name

Figure 6: Subset of results from scanning the Piwigo web application.
Black lines indicate protected outputs while red lines indicate unprotected
outputs.

XSS results. In this section, we compare the reported XSS vulnerabilities
by each scanner. In Table 1, we present reports by each scanner in column
R, manually confirmed stored XSS in column S, and manually verified and
de-duplicated reported vulnerabilities in column V. Note that anything we find
in column V, all black-box scanners should report as well.

Reports by other scanners are of XSS vulnerabilities. However, the Spider-
Scents scanner reports unprotected reflections, not XSS vulnerabilities (see
Section A.4.1). Therefore, column S is inapplicable, and undefined for Spider-
Scents.

Overall, our approach finds 85 stored XSS vulnerabilities that other scan-
ners should be able to find, compared to the 15, on average, that they do find.
53 of these vulnerabilities found by our approach are unique and new.

With the exception of the Piwigo vulnerability Black Widow finds, which
we discuss in Section A.6.3, we find all stored XSS the other scanners find.

Notably, classic black-box scanners still struggle to find stored XSS, as
indicated by the relatively low numbers in Table 1. There are some notable
outliers, such as ZAP reporting 26 XSS on the Hospital Management System.
However, as later clarified by manual analysis, this is a single stored payload
being mislabeled as multiple XSS vulnerabilities.
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Table 1: XSS vulnerabilities reported (and manually verified) by each scanner.
R - All XSS or unprotected outputs reported by the scanner, S - Confirmed
stored XSS, V - Verified and de-duplicated with our unique finds in parentheses.

Scanner Arachni Black Widow ZAP Spider-Scents
R S VIR S V|R S V| R S v
CMSMS o 0 0,0 O O] 0O O 18 - 8(8)
Doctor Apt. 5 2 2 1 0 0] 4 1 1 8 - 4(2)
Hospital 5 4 41 4 4 426 1 1| 33 - 3022
Hostel 13 13 13| 3 3 3/ 0 0 0] 23 - 19(6)
Joomla o 0 0,0 O O] 1 0 O 9 - 0
MyBB o 0 0,0 O OO0 O O 6 - 6 (6)
OpenCart o 0 0,0 O OO0 O O 6 - 0
Piwigo o 0 o 1 1 110 0 O 5 - 1(1)
PrestaShop | 0 0 0| 0 O 0| O O O 3 - 0
SCARF 0O 0 O0oj10 9 9]0 0 O 12 - 11()
UserLogin | 0 0 0| 0O O O] O O O 3 - 3(3)
‘WordPress 0O 0 0| 0O O 0] 0 0 O 7 - 3(3)
Total 23 19 19|19 17 17|31 2 2|133 - 85(53)

Exploitability. While scanners report on user input being executed as JavaScript,
they fall short of understanding the exploitability of the vulnerability. In this
section, we break down the vulnerabilities we find with Spider-Scents into
unprotected output, unprotected inputs, and unprotected permissions, defined
in Section A.2. We define the unprotected input as an input field where it
is possible to add a payload without it being escaped, stripped, or subject to
validation, as described in Section A.5.2.

In Table 2 we present the results from our approach and exploitability
analysis. Interestingly, we note that there is a diverse mix of input protection
methods, even within one application. For example, in CMS Made Simple,
escaping is used for the user’s first and last name, while stripping is used for the
email, and validation is used for the content alias. Nevertheless, the application
still failed to properly sanitize its output.

Moreover, complex and dynamic user roles in modern applications make
it difficult to automatically reason about the impact of XSS. For example, in
CMSMS there is a binary option for permission to modify bookmarks, that
can be assigned to any user group. Any user with this permission can abuse
an XSS to gain privileges. In contrast, MyBB has a strict separation of admin
configurations and forum moderation configurations. This means that any XSS
a scanner finds, including ours, while authenticated as an admin in MyBB, could
be regarded as self-XSS as only trusted parties control the input. Similarly
in Piwigo, the page title is vulnerable to XSS, however, only the admin can
change it. As we see in Table 2, while both MyBB and CMSMS fail to escape
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Table 2: Exploitability of reported vulnerabilities. T - Total reflections, NI - No
Input, VA - Validation, ST - Stripping, ESC - Escaping, P - Permission, EXP
- Exploitable. * A CSRF vulnerability could be abused to exploit it. ** Poor
authentication validation allows privilege escalation.

| T |[NI| VA |ST|ESC| P | EXP

CMSMS 18| 3 1 3 3 0 8
Doctor Apt. | 8 4 0 0 0 2% 2
Hospital 33 3] 0 0 0 6%* 24
Hostel 23 4] 0 0 0 4% 15
Joomla 9 5 0 4 0 0 0
MyBB 6 (|0 O 0 0 6 0
OpenCart 6 | 0] O 0 6 0 0
Piwigo 5 1 3 0 0 1 0
PrestaShop | 3 0| 3 0 0 0 0
SCARF 12 1 0 0 0 7* 4
User Login | 3 00 0 0 0 3
WordPress 7 0 0 1 3 0 3

all outputs, MyBB is less exploitable due to its stricter permissions.

In the Doctor Appointment Management System, neither output protection
nor input protection is used. Despite this, two vulnerabilities are not exploitable
because of permissions. Specifically, while users can change their own email
address, only doctors (super users in this context) can change a doctor’s name.
Still, these are not fully protected, as the application with its default settings
is also vulnerable to CSRF attacks. These vulnerabilities can be combined to
exploit the XSS. Therefore, we believe it is useful for developers to learn where
unprotected outputs are so that they can be fixed, even if they are protected by
permissions.

A.6 Analysis

In this section, we investigate our results and highlight limitations of both
black-box scanners and our approach.

A.6.1 Database coverage

While our method generally achieves higher database coverage, there are some
interesting cases where other scanners still perform better in this metric.
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In our evaluation, the portion of the database we miss and other scanners can
reach is a result of our payload’s length. Our payload length is always at least
30 characters long, making it too big for some cells. For example, on Piwigo
Black Widow can affect the oc_customer_ip.country column, which only
holds two characters. ZAP also modifies mybb_templates.version, with a
size of 20 characters. This could be enough for some XSS payloads.

In theory, we can miss finding possible vulnerabilities if changing a non-
text (numeric or date) value is necessary to trigger a vulnerability. Foreign key
constraints can also cause problems but are less common in the text fields we
focus on.

A.6.2 False positives

Black-box scanners use a variety of methods to detect injected XSS payloads,
which can result in false positives. ZAP, for example, incorrectly identified XSS
in WordPress. It statically found the injected token ; alert (1) ; in a JavaScript
context. However, the token was inside a string, which in this case it is not
possible to break out of.

Confusing multiple payloads is another problem many scanners face. In the
Hospital Management System, ZAP can successfully inject an XSS payload
into the database. However, it does not detect this as a stored XSS, and is
confused when it later scans for DOM-based XSS with the same payload,
alert (5397), which ZAP does find. This is caused in part by the number
5397 not being random but a constant, defined in the code as UNLIKELY_INT.
Therefore, for a single stored XSS vulnerability, ZAP instead reports 26 DOM-
based XSS. In this case, mistaking DOM XSS for stored XSS can impact
developers who are unable to reproduce the results when the database is reset.

Our approach can avoid many of these problems by using unique IDs for
each cell in the database and dynamically testing that each payload is executed.
As such, similarly to Black Widow, we have a low rate of this type of false
positive.

In contrast to black-box scanners, our approach does not automatically
verify that an unprotected input exists. Therefore, we might report a database
cell that cannot be changed by the web application. For example, in the Hostel
Management System, the list of US states were not escaped on output, but
were all hard-coded. We argue that when more functionality is added, either
through software updates or third-party code such as plugins, it can introduce a
vulnerability, and as such these reports are important.
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A.6.3 What we miss

In the complex setting of web applications, there might always be more un-
known vulnerabilities. In the absence of ground truth, in line with previous
work [9-11,33,47,49], our false negative comparison baseline is the stored
XSS results of other scanners.

In Piwigo our method can find a reflected value, but not XSS, for a value in
the configuration table. However, upon further manual analysis, we note that the
reason we did not find the XSS vulnerability was because of the payload chosen.
In this case, the value was reflected inside a textarea, meaning a </textarea>
tag was needed to break out and execute JavaScript.

Black Widow found one XSS on Piwigo that we missed. While we were
able to add the payload and find the correct URL, the URL was too late in the
reflection scanner’s queue and was therefore never visited. Increasing the re-
flection scanner’s timeout would solve this, at the cost of runtime performance.

We have only implemented a prototype that demonstrates the utility of our
approach. As with all scanners, the choices taken in that implementation can
lead to false negatives. False negatives can stem from missing SQL analysis
that can limit our interaction with the database, such as foreign keys and
other constraints, and triggers. Better authentication, and re-authentication,
mechanisms would also improve our approach. Replaceable components to
our method, such as the reflection-crawling and payload-selection modules, are
shown to be the cause for some of the false negatives in this section.

In addition to our evaluated comparison with the other scanners, we also
survey vulnerabilities from CVEs and previous academic papers to construct a
dataset of known vulnerabilities in our choice of evaluated web applications. In
this dataset, 33 previous reports covered 29 unique stored XSS vulnerabilities,
of which we find 26 (details in Table 6). In WordPress, we miss a vulnerability
that relies on an attacker-controlled server that returns a crafted message to a
link embedded in a post. For all evaluated methods, including ours, this type of
attack is out-of-scope. However, it should be noted that we do correctly mark
the database column as unprotected output. In CMSMS, we miss a stored XSS
vulnerability in the filename of uploaded files. Here the payload is not stored in
the database but rather in the filesystem. Extending our method from databases
to other storage mechanisms could be an avenue for future work. Finally, in
OpenCart, we miss a stored XSS in the category description because we do
not spend enough time crawling the application after database modifications,
to scan for reflections of the inserted payload. After extending the reflection
scanner’s timeout, Spider-Scents was able to find this vulnerability as well.
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A.6.4 What others miss

From the scanning results of the Doctor Appointment Management System,
we can see that ZAP fails to detect multiple XSS vulnerabilities. By analyzing
database snapshots before and after execution we note that ZAP was only able
to insert data into the tbldoctor table. While it was able to add the string
“ZAP” to the FullName column, it could not add an XSS payload. Furthermore,
ZAP misses other tables, such as tblpage and tblappointment, that our
method modifies and detects as unprotected output.

We also note cases where the compared scanners fail to find XSS due to a
lack of database coverage. For example, in MyBB, no other scanner affects the
vulnerable mybb_usergroups.namestyle column.

A.6.5 Exploitability

Both black-box scanners and our method will report on injected JavaScript
being reflected and executed. However, as we see in Table 2, not all these
executions could, in their current form, be exploitable. Interestingly, we note
that web applications are relatively equally split on using sanitization and
escaping on user input. Validation, on the other hand, is less common. Moreover,
permissions also play an important role in protecting these XSS vulnerabilities
from becoming exploitable.

A.6.6 Drop-in testing with Spider-Scents

In our evaluation, we assisted other scanners by modifying the web applications
under test, so they could evade typical login checks. While beneficial for
increasing their performance for the sake of comparison, such modifications
are not ideal.

To demonstrate the applicability of Spider-Scents, we do not modify web
applications when we run Spider-Scents. Therefore, we rely entirely on our
breakage heuristics, automatic reverting, and automatic use of captured log-in
details.

A.6.7 Manual analysis with Spider-Scents

Spider-Scents requires more manual effort to verify a vulnerability compared
to a black-box solution. However, as Spider-Scents reports the corresponding
database table and column, e.g. users.email, it is usually relatively easy to
manually find relevant input fields and test for a working XSS payload, as
described in Section A.4.8. In our evaluation, it took an author approximately
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Table 3: Runtime performance of Spider-Scents. Runtime is proportional to
the size of the database of the application, reported in both the raw number of
database cells and those that Spider-Scents can scan (satisfy payload require-
ments).

‘ Scan time ‘ Database cells ‘ Scannable

CMSMS 7:14 11844 4339
Doctor Apt. 0:08 195 87
Hospital 0:22 282 106
Hostel 0:13 205 90
Joomla 12:59 11584 4813
MyBB 4:21 15701 5321
OpenCart 1:39 31490 11553
Piwigo 1:07 1826 520
PrestaShop 32:29 44529 10745
SCARF 0:06 36 15
User Login 0:01 10 6
WordPress 1:55 385 868

15 minutes per report, on average. Preparing Spider-Scents to scan takes a
similar time to other scanners, with the small addition of database credentials.

Further automation to ease analysis is possible, such as mapping input
fields to the database, although this will require addressing general challenges
of crawling, such as exploration and input validation [11].

A.6.8 Runtime performance of Spider-Scents

In contrast to other black-box scanners, which can run indefinitely [11], our
method runs for a time proportional to the database of the application. In
our evaluation, other black-box scanners are limited to a runtime of 8 hours.
Spider-Scents almost always completed its scans within this time window,
with the exception of modern applications Joomla and PrestaShop. Reference
applications are scanned within minutes, while modern applications are scanned
in hours.

We report the scan time of Spider-Scents in evaluation in Table 3. These
times are collected on a laptop from 2021 with 8 cores and 16 gigabytes of
RAM, running both the application’s web server and the Spider-Scents scanner.
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A.6.9 Coordinated disclosure

We have reported all new vulnerabilities to the affected vendors and will sum-
marize their responses here. MyBB is planning to fix the vulnerabilities we
reported in the upcoming 1.9 version. The CMSMS developers argue that any
authenticated XSS (regardless of the specific user/group permissions) is not
considered a vulnerability. Instead, they will revise their documentation to no
longer motivate their permission model as a “security mechanism”. WordPress,
on the other hand, does consider some authenticated XSS as vulnerabilities,
depending on permission. However, their security model differs from that eval-
vated. In our model, we considered any privilege escalation as a vulnerability,
while WordPress developers consider editor and admin to be equivalent. As
such, there does not seem to be a consensus among web developers as to how
application permissions should be modelled. We are still waiting for a response
from PHPGurukul for vulnerabilities in their multiple applications. However,
these vulnerabilities have a clearer precedence with similar vulnerabilities to
ours, e.g. CVE-2023-27225.

A.6.10 Summary

As the results show, Spider-Scents performs both better in database coverage
and stored XSS vulnerability detection when compared to state-of-the-art
scanners. Based on what vulnerabilities the other scanners miss and what we
uniquely find, we believe the reason for this improved performance is because
we bypass the majority of the roadblocks that current XSS scanners face (as
defined in Section A.3). Solving these challenges directly is a substantially
harder problem [8], and will require solving fundamental challenges with
crawling [11]. In many instances, the other scanners fail to get any data into the
vulnerable database column for vulnerabilities only Spider-Scents finds, and
in other cases when they do, only benign data is added. In general, the main
problem current scanners face, which we bypass, is getting the payload into
the database.

A.7 Related Work

A.7.1 Black-box scanners

Enemy of the State [7] models server-side state in different links and requests
are identified that drive such state changes. Notably, this work recognizes
the necessity of a solution to resetting a web application. In this case, the
application is run in a VM, and the machine is reset to counteract irreversible
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state changes. Spider-Scents does not need a VM, and resets can be done in a
granular and inexpensive fashion. Furthermore, Enemy of the State’s access to
the VM subsumes this paper’s access to the database.

LigRE [9] and KameleonFuzz [10] also focus on server-side state. LigRE
improves XSS detection with taint flow inference, and KameleonFuzz adds
genetic algorithms for payload generation and modification. Similar to Enemy
of the State, these approaches require the ability to reset the web application.

jak [33] instead focuses on modelling client-side state. JavaScript APIs
are hooked to be able to model dynamic behaviour. The crawler generates a
navigation graph including this information.

CrawlJax [25] also models client-side state. Interactable candidate elements,
such as clickable ones, are interacted with to extend the crawler’s reach. A
state-flow graph models the user interface.

Black Widow [11] identifies key fundamental challenges for black-box
scanning. They mitigate them by combining navigation graphs, workflows, and
inter-state dependencies in one XSS scanner. In contrast to prior work, Black
Widow does not assume the ability to reset the web application.

A.7.2 White-box scanners

Saner [4] focuses on identifying improper sanitization to find vulnerabilities
such as XSS and SQLi. Saner is limited to analyzing PHP, and even more to
custom sanitization routines. To reduce complexities with application state —
such as the database — Saner does not interact with a live instance of the web
application, instead choosing to build a model of the sanitization process from
static analysis results.

Restler [3] does not use the entire application’s codebase, but instead only
the REST API specification. Static analysis of this specification identifies
inter-request dependencies to generate tests, which generate dynamic feedback
execution to guide further testing. Similar to Spider-Scents in both analyzing a
different artifact/interface than typical static or ‘grey-box’ analyses, Restler also
focuses on bugs. Indeed, they note that vulnerabilities in a REST specification
are unclear.

Sentinel [24] seeks to limit access to sensitive data in the database to
SQLi attacks. The authors model web applications to identify invariants for
the ‘normal’ functionality, which they use to examine queries and responses to
block malicious SQL usage.
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A.7.3 Grey-box scanners

Most prior grey-box approaches inform a white-box scan with some runtime
information from a black-box scan, to reduce the false positive rate and generate
a full exploit proof. We argue that only needing database access is more
general than source code ’. It is easier to apply our approach to a different web
application. Being almost black-box, we are agnostic to the coding language
and framework for the application’s implementation. White-box approaches
might not be able to handle obfuscated code. Obfuscated code can also be
present due to extensions, such as plugins. We also do not replace the database
or insert some proxy between the database and the application. This makes it
easy to adapt our approach to other storage mechanisms.

webfuzz [50] instruments code for coverage, and uses this feedback to fuzz
requests for detecting reflected and stored XSS. This approach is expensive -
WordPress reaches 27% coverage in 2000 minutes.

Witcher [49] identifies issues with using grey-box coverage to guide a web
application fuzzer for vulnerability discovery. A Fault Escalator is defined to
detect when the application is in some vulnerable state, and guide the fuzzer
to escalate that to a vulnerability. Together with a refined notion of coverage,
Witcher can fuzz URLs to find command and SQL injection. This approach is
limited to first-order reflected vulnerabilities and does not model application
state.

Gelato [18] detects reflected and DOM-based XSS. Taint analysis is used
to target exploration of the large state space of modern JavaScript.

Backrest [14] statically infers a model REST API, then uses coverage
and taint feedback to drive fuzzing of requests for detecting SQLi, XSS, and
command injection. While the motivations are to both improve coverage and
runtime, the runtime improvements are more evident. Notably, XSS detection,
especially stored XSS, is reduced when provided with feedback. The authors
point out the problem of following taint across the interface with storage in a
database.

Chainsaw [1] implements automated exploit generation, where potential
vulnerabilities derived from static analysis are dynamically tested, with suc-
cessful executions being concrete exploits. Symbolic execution of PHP is used
to find sources and sinks, as well as sanitizations/transformations along paths.
The database is regarded as an additional input to the application, with the
database schema consumed. Workflow-based vulnerabilities, such as stored
XSS, are found within a comparable 600 minutes.

7Static analysis can also be performed on compiled binaries or intermediate representations.
However, the same arguments against generality apply to those other artifacts.
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A.7.4 Database-aware grey-box web scanning

Similarly to Spider-Scents, Steinhauser and Tima utilize a grey-box approach
for detecting context-sensitive XSS using the database alongside a normal
black-box scanner [47]. They deal with context-sensitivity in line with Context-
Auditor [23].

Steinhauser and Tima’ s grey-box approach intercepts database and web
application communication, injecting non-XSS payloads into the application
by replacing data coming from the database.

XSS flaws are detected by black-box parsing of HTML responses from the
application matching portions of payloads in responses, to detect the payload
if the application applies some common encodings. The parser continues
with the possible XSS flaw, and payloads are iteratively modified to avoid
context encoding. Some automatic reports of XSS flaws must then be manually
analyzed to identify vulnerabilities

This approach is substantially different from that of Spider-Scents. We
achieve a different, more complete form of coverage, by iterating through the
contents of the database, instead of only modifying values as they are retrieved
by the requests from a black-box scanner. This approach (1) skips missing
database entries, with the database only populated by pre-provided configs or
manually sampled data from public demo instances. We also scale differently;
with the database modelled as additional inputs, this approach of extending
HTTP request fields can become (2) several orders of magnitude slower than
the base black-box scanner. For efficiency, all database injections are combined
per request, (3) which authors note increases breakage, without proposing a
solution. The applications under test are also (4) substantially modified to aid
the scanner. Finally, Steinhauser and Tima’s approach is implemented by (5)
extending MariaDB, which replaces the database in the tested web application.

In contrast, Spider-Scents (1) augments the database, (2) is lightweight in
our evaluation, (3) identifies and fixes application breakage, (4) works without
modifying web applications, and (5) is implemented without a heavy-weight
database replacement or proxy.

In terms of results, we share Joomla and PrestaShop. Steinhauser and
Tama verified 5 and 12 vulnerabilities in Joomla and PrestaShop, with their
reports resulting in all Joomla and some PrestaShop flaws being fixed. As
all Joomla flaws reported were fixed, the 9 we identify either are missed by
their approach or come from further development of Joomla. Unfortunately,
source code artifacts for this paper are unavailable, so we cannot do a direct
comparison.
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A.7.5 Database synthesis

SynthDB [6] is a recent work addressing the tangential problem of preparing
database-backed web applications for security testing, such as vulnerability
scanning, by synthesizing a database. In contrast to our simplistic approach,
with the singular goal of having some data in every table while correlating
inserted fields across tables, SynthDB uses concolic execution of PHP source
to collect database constraints. These constraints are solved to uncover more
program paths, while not violating ‘database integrity’. Similar to Spider-
Scents, the performance of scanners such as Burp is improved with this white-
box preprocessing step.

Our approach also uncovers a separate problem - finding a minimal database.
In the osCommerce application, there are over 3 million cells in the base ap-
plication.Our approach must have its parameters tuned to handle this volume
of cells. However, we have found this application’s scale abnormal by several
orders of magnitude; other web applications typically only have hundreds to
tens of thousands of cells.

A.8 Conclusion

Black-box vulnerability scanners are the best tools currently available for
democratizing security testing—allowing web developers with no security
background or knowledge to proactively find vulnerabilities in their web ap-
plications. However, the twisted designs and logic of web applications make
it difficult for black-box vulnerability scanners to even inject XSS payloads
into the web application. Our approach cuts this Gordian Knot of properly
supplying inputs to a web application—Dby injecting the XSS payloads directly
into the database. We believe that this approach represents a step forward in
automatic stored XSS detection, and the evaluation results show that our Spider-
Scents prototype surpasses state-of-the-art black-box vulnerability scanners,
while our manual systematization provides the necessary contextualization of
vulnerability and exploitability to these results.
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Table 4: Web applications used in the evaluation

Application Date Version GitHub Stars Lines of Code Prior Research
CMSMS 2022 2.2.16 ~ 144944

Doctor Apt. 2023 2023/1/11 ~ 65603 [49]

Hospital 2022 2022/11/8 ~ 67667 [49]

Hostel 2021 2021/9/30 ~ 9377

Joomla 2023 4.2.8 4.5k 747197 [11,33,47,50]
MyBB 2023 1.8.33 932 153055 [33]

OpenCart 2023 4.0.1.1 6.8k 186101

Piwigo 2023 13.6.0 2.6k 280906 [33]
PrestaShop 2022 1.7.8.8 7.3k 1175530 [11,47]
SCARF 2007 2007/2/27 ~ 1318 [7,11,24]
User Login 2021 V3 ~ 7036 [49]
WordPress 2023  6.1.1 17.6k 651599 [9-11,33,49,50]

A.1 Appendix

A.1.1 Spider-Scents configuration

We have implemented a variety of tunable parameters for configuring Spider-
Scents’ choice of heuristics while scanning. Some notable parameters are:

* Avoid sensitive rows or not
* Insert rows into empty tables or not
* Configure the traversal through the database (order by table, row, column,

random, reverse)

* Breakage threshold and detection type (based on status codes, response
length, link content)

* Enforce independence across boundaries (across table, row, column)

We evaluate our approach avoiding sensitive rows, inserting into empty tables,

traversing the database by tables and then columns, with breakage sensitive

to status codes and allowing up to 50% of link content to be missing, and

independence enforced across bounds.
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Table 5: The number of unique database columns affected by each scanner. For
each column in the table, we present: database columns only covered by Spider-
Scents (A \ B), columns covered by both scanners (AN B), and columns covered
by the other scanner (B \ A). The very last column presents the maximum
number of columns that allow arbitrary text values.

Crawler Arachni Black Widow ZAP MAX
A\B ANB B\A|A\B ANB B\A|A\B ANB B\A|
CMSMS 85 13 1 82 16 3 85 13 2 111
Doctor Apt. 6 10 0 14 2 0 12 4 0 16
Hospital 14 28 2 20 22 2 21 21 2 44
Hostel 15 19 0 15 19 0 7 27 0 36
Joomla 283 12 1] 281 14 1] 287 8 0 325
MyBB 194 15 5] 133 76 15| 184 25 7 264
OpenCart 282 3 0] 272 13 1] 278 7 0 326
Piwigo 37 21 1 41 17 2 32 26 2 63
PrestaShop 306 55 3] 313 48 41 329 32 2 410
SCARF 10 5 0 2 13 0 8 7 0 15
User Login 2 4 1 2 4 1 6 0 0 7
WordPress 35 9 2 22 22 5 16 28 7 53

Table 6: Known stored XSS vulnerabilities from CVEs and other publications.

Application ~ Source Description We Find
CMSMS CVE-2023-36970 File upload stored XSS~ X
Hospital tt hub.com/Ko-kn3t/CVE-2020-25271 username v
Hospital s scripting-in-hms3 weight v
Hospital ripting-in-hms3 temperature v
Hospital ripting-in-hms3 medicalpres v
Hospital ripting-in-hms3 BloodPressure v
Hospital ripting-in-hms3 BloodSugar v
Hospital ripting-in-hms2 PatientName v
Hospital ripting-in-hms2 PatientEmail 4
Hospital ripting-in-hms2 PatientGender v
Hospital s ripting-in-hms2 PatientAdd v
Hospital tps: ab.uic.edu/projects ross-site-scripting-in-hms2 PatientMedhis v
Hospital o/ .exploit-db.com/exploits/47841 doctorspecilization v/
Hostel CVE-2020-25270 guardianName v
Hostel CVE-2020-25270 guardianRelation v
Hostel CVE-2020-25270 corresAddress v
Hostel CVE-2020-25270 corresCIty 4
OpenCart https://github.com/nipunsomani/Opencart-3.x.x-Authenticated-Stored-XSS/blob/master/README.md Category description X
SCARF [ Add session v/
SCARF [L1] Comment v
SCARF [ Conference name v
SCARF [11] Edit paper v
SCARF [11] Edit session 4
SCARF [11] Delete comment v
SCARF (1] General options 4
SCARF [11] User options v
User Login  CVE-2022-43097, CVE-2020-23051, CVE-2020-24723 fname 4
User Login  CVE -43097, CVE-2020-23051 -2020-24723 lname v
WordPress  https://research.securitum.com/xss-in-wordpress-via-open-embed-auto-discovery Embed in post content X
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Abstract

Black-box web application crawling and scanning plays an important role for
security testing of web applications. Yet state-of-the-art scanners fall short
of addressing key characteristics of a modern web application: its extreme
dynamism and interactivity on the client side. This paper identifies immer-
sive interaction as a key ingredient for scanners to deeply explore modern
web applications. We propose SpiderSapien, a client-centric crawler and se-
curity scanner. Driven by immersive interaction, SpiderSapien incorporates
novel methods to detect interactable elements, order Ul interactions, and use
LLMs to solve forms. In doing so, we demonstrate how to reliably discover
and test deep states of modern web applications. The evaluation of our ap-
proach shows substantial improvements in both code coverage and vulner-
ability detection over previous work, with an average increase in code cov-
erage of 21.5% compared to the union of the other scanners and a total of 36
XSS vulnerabilities, across 6 of the 8 web applications, compared to the 4 XSS
others find. In addition, a separate empirical evaluation of SpiderSapien’s
LLM-powered form solving capabilities on diverse real forms on the open
web demonstrates superiority over the previous approaches in generating
desired input on the client side, solving at least 23.3% more of the non-trivial
forms compared.

B.1 Introduction

Black-box security scanning is an excellent fit for detecting vulnerabilities in
web applications. These scanners use a black-box crawler to interact with a
web application, iteratively discovering and security testing endpoints. Vul-
nerabilities are discovered with nothing more than a running web application
and scanner, regardless of the frameworks or languages underlying the web
application.

Black-box Scanners and the Web. Historically, as web applications have
incorporated more functionality along with its associated complexity, secu-
rity scanning techniques have been developed in short order to handle these
new features. In the 2000s, “sitemap” style black-box crawlers such as Skip-
fish [39] and w3af [36] could reliably scan the Web 1.0—websites composed
of primarily statically linked content. While supporting some basic interac-
tions with inputs in request parameters and forms, these scanners mainly
focused on following static links by parsing HTML.
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However, by the early 2010s Web 2.0 had evolved to include dynamic
stateful web applications with multi-step flows that could not be modelled
well by that first generation of scanners. New black-box scanning meth-
ods such as the Enemy of the State [12] responded by incorporating a more
complex internal state model. The additional client-side functionality of the
Web 2.0 applications also motivated the concurrent development of yet more
black-box crawlers such as CrawlJax [26] and jAk [29], which incorporated
support for either AJAX or broader JavaScript applications.

New Scale of Complexity. In the decade since this second generation of
black-box crawlers, the characterization of Web 2.0 as consisting of stateful
web applications with rich client-side functionality has remained the same.
However, the scale of this complexity, in the dynamic statefulness and inter-
active client-side functionality of these applications, has exceeded the ability
of these prior black-box scanners to handle.

While “software is eating the world” [33], we are now in an era where web
applications eat software. Software services that were once offered as desk-
top applications can now often be accessed through web interfaces, with the
same functionality. For example, Microsoft and Google deliver full produc-
tivity suites online through the widely available Microsoft 365 and Google
Docs services.

These web interfaces have the same core challenges for crawling, state-
fulness and client-side interactivity, but at a new scale due to the inherent
complexity of the functionality they now include. We refer to web appli-
cations with this scale of dynamism and client-side interactivity as modern
web applications. Scanning these modern web applications requires that the
scanner either be able to reason about multi-step stateful flows, or compose
complex structured inputs to backend services that might result from the
composition of multiple user steps in the actual application. Without this,
the deep behavior of these web applications stays hidden and untested for
vulnerabilities.

Insufficient Current Approaches. In practice, black-box scanners do not
explore a large portion of the functionality or endpoints of these web appli-
cations. Fundamentally, this is because discovering and executing a correct
sequence of client-side actions is unlikely. Scanners that avoid client-side ac-
tions and instead work directly with server-side requests are also unlikely to
succeed, as the problem then transforms to either handling multiple stateful
requests, or generating highly structured network inputs. Therefore, these
applications are unlikely to be solved by current black-box approaches.

Security scanners that could handle these modern web applications have
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primarily been focused on identifying error flows with either static analy-
sis or grey-box fuzzing. Static analysis [21, 3, 16, 20] can tailor their program
analysis to specific languages and frameworks such that some of these multi-
step stateful flows can be identified. Grey-box fuzzing [17, 34, 18] can also
incorporate additional feedback to generate complex structured inputs. Both
of these approaches generally focus on the errors present in the application,
either in a bad flow or with error signals. While this is well-motivated, as
vulnerabilities do necessarily involve some error component, we argue that
security scanning also needs to incorporate the valid flow or input, where
the intended code path is explored so as to generate deeper states in the ap-
plication.

Approach. We complement prior approaches by instead focusing on gener-
ating primarily valid application inputs and flows with the overarching goal
of finding more XSS vulnerabilities. Our approach has the aim of generating
actions in a fashion like a human would. Therefore, we focus on interacting
with the application’s client-side interface by reliably detecting interactable
elements. Rather than mainly interacting with the application through low-
level URLs, network requests, and event listeners, we develop a scanner fo-
cused on valid client-side actions.

This scanner, SpiderSapien, implements a black-box crawling approach
that can more profitably interact with complex client-side applications by
integrating three pillars of interactivity throughout the scanner: detecting in-
teractable elements, ordering Ul interactions, and using LLMs to solve forms.

In doing so, this approach can address the key challenge of interaction
strategy, and navigate the client-side interface of modern web applications
to explore the deep states that have been the elusive target of prior works [13,
14].

We note that this goal is shared with the recent black-box evolutionary
EvoCrawl and LLM task-driven YuraScanner, and discuss differences in Sec-
tion B.6. However, the motivating example of Section B.3, drawn from real
evaluated applications with their non-standard elements and form validation,
is a challenge best met by our approach.

Evaluation. First, we evaluate crawling performance on 8 open-source web
applications compared to 4 black-box scanners. These applications represent
a set of complex modern web applications that demonstrate the new func-
tionality found by this approach. Compared to the union of all compared
scanners, our new approach finds 21.5% more server-side code in the mea-
sured applications. Our approach also finds a total of 36 XSS vulnerabilities
across 6 of the 8 applications, a substantial increase over the 4 found by the
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other scanners.

We also evaluate only the form solving ability of LLMs in an open web
evaluation. Interacting with thousands of forms served on real websites from
the Tranco [30] list of top-ranked web domains, we provide evidence that
LLMs can reasonably generate valid input to forms. This novel evaluation
setting is detailed in Section B.4.3. We evaluate using our new method with
both Gemini and GPT LLMs. Among non-trivial forms, defined as those that
cannot be solved with no input, we observe that our new LLM method solves
between 47.1-54.2% of forms, while a baseline heuristic method the ZAP scan-
ner uses can only solve 40.2% of forms. After accounting for form instability
in this open web setting, we see a further improvement from 34.0-38.1% to
47.6-54.2%.

Contributions. We offer the following contributions:

+ We develop a novel method that can drive black-box scanners to test deeper
program states in modern web applications with valid client actions and
better form inputs, which we present in Section B.3.

« We implement our method into a prototype SpiderSapien, a fully black-box
crawler and XSS scanner, aided by LLMs for defined tasks.

« We evaluate our complete black-box scanning method as well as 4 others
on 8 web applications in Section B.4. SpiderSapien finds 36 XSS vulnera-
bilities in these applications.

« We design a new open web setting to evaluate form solving methods on a
diverse dataset while avoiding harm. We apply this evaluation to the LLM
form solving component in isolation in Section B.4. We show a significant
increase in this new method’s performance solving non-trivial forms.

« We analyze our findings and share insights for future works in Section B.5.

Ethics and Open Science. We discuss our ethical considerations and com-
pliance with open science policy in Section B.8.
We will open source our implementation upon publication.

B.2 Challenges

Exploring modern web applications from a black-box perspective remains an
intricate task. We identify interaction strategy as a key overarching challenge
and decompose it into three main subchallenges.

Interaction Strategy. Black-box crawlers must first interact with a web
application to discover the endpoints or functionality through an iterative
process. Stafeev and Pellegrino distinguish black-box crawlers by their al-
gorithms for navigation strategies, used to decide what page to visit and in
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what order, and page similarity methods, used to identify either different or
duplicate application states [31].

Rather than modifying only those components, we change the whole
crawling loop, as our design interacts primarily with valid client-side actions,
rather than underlying URLs, network requests, or JavaScript event listeners.
We thereby improve a scanner’s ability to interact with and find vulnerabil-
ities deep in modern web applications. Modern web applications are both
stateful server-side and client-side, and have many client-side interactions.
Furthermore, these rich client-side interactions are often multi-step, with dif-
ferent options presented depending on a prior client-side interaction. While
prior black-box scanners can theoretically discover new vulnerable applica-
tion behavior despite it being locked behind many stateful interactions, this
is unlikely.

We focus on improving the interaction strategy of our black-box crawler
to handle modern web applications. An insight gained in this paper is that the
resources typically used to determine a navigation strategy, i.e. CSS, HTML,
and JS, were not being used in such a way that the behavior of the rendered
DOM can be inferred and matched by the scanner. We identify three main
challenges in adapting a scanner’s interaction strategy—detecting interactable
elements, ordering interactions, and generating inputs for forms.

Detecting Interactable Elements. A major source of complexity for scan-
ners comes from the client-side JavaScript code in web applications. While
the client-side code produces links, buttons, text fields, and other interactable
elements that are designed for users to easily identify and interact with,
this task challenges automated scanners. Part of the challenge is the lack of
HTML semantic meaning applied to interactable elements. Instead of using
the traditional a element or button element, which convey clickable HTML
semantics, modern web applications have the ability to (and often do) use se-
mantically meaningless (in terms of interactability) label elements or cus-
tom tag names, often by their usage of frameworks.

Apart from the semantic meaning of tags, JavaScript event listeners (e.g.,
onclick), can also be used to infer if an element is interactable. In the simplest
case, a static element attribute sets the event listener. However, they can also
be set dynamically in JavaScript, making it more difficult for a scanner to
infer interactability. Furthermore, many JavaScript frameworks (e.g., jQuery)
have custom event handling and can capture all events on parent elements
or even the DOM body, which divorces the event listener from the relevant
element. From the scanner’s perspective, the individual elements will not
have any event listeners, once again hiding their interactability.
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Order of Interactions. In addition to correctly modeling which elements
can be interacted with, as well as the type of interaction, e.g. click, type
text, drag-and-drop, etc., the order of interactions also matters. For example,
a page might have a button that opens a form in a modal popup. For the
user it is clear that the form can now be interacted with, and not the covered
elements behind the form. However, a scanner simply looking at the HTML
and DOM will not recognize the difference between the now interactable
form and non-interactable elements behind it, and perform actions in the
wrong order. This will close the form prematurely, losing a chance to interact
with it in its correct state. Alternatively, trying to interact with the elements
behind the form will have no effect in their non-interactable state.

Another aspect that complicates this challenge is that a scanner could
even click on hidden buttons, as JavaScript allows such behavior. However,
the hidden button receiving the click will likely not have the intended effect
in the application. As such, scanners not only have to find all interactable
elements, but also need to determine which are currently interactable given the
client-side state. This challenge means that scanners which support client-
side actions, such as jAk [29] and Black Widow [14], which might interact
with elements in the correct order, still usually fail as they pick elements at
random without prioritizing currently interactable elements.

Form Solving. The final challenge in achieving immersive interaction is
that even after a scanner can detect all interactable elements and understand
the proper order of interactions, a scanner will still encounter complex forms
in a modern web application. A scanner must be able to provide valid inputs
in order to reach deep program states.

Some examples of the inputs for form validation (which can be either per-
formed partially or completely by the browser, client-side JavaScript code, or
server-side code) include valid emails, numbers, URLs, and addresses. While
HTML can provide semantic attributes for the browser to enforce—that could
help the scanner determine input requirements—such annotations are op-
tional. Examples include the type attribute on the input element and the
more general regex-validation attribute pattern. When validation is per-
formed client-side and these annotations supplied, black-box crawlers such
as Black Ostrich [15], can often solve their validation constraints and provide
a matching input.

However, forms are diverse in their structure and validation. Therefore,
many forms only explain the expected type of data in descriptive text for the
intended user, making it hard for scanners to infer it. A more fundamental
problem is that server-side code, invisible to the scanners, might perform
data validation on the input. This web application logic can enforce vali-
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dations that HTML semantics does not support. For example, relations be-
tween inputs, or relations between inputs and values in a database. For user
registration forms the “password” and “confirm password” combination is a
common example. Moreover, there are also inputs that need to be unique
across the application, such as “username” and “email”. Rather than present-
ing this validation as a constraining attribute of the element or in client-side
JavaScript code, the only hint of such validation is in error messages.

B.3 Method

We propose SpiderSapien, a black-box crawling approach driven by immer-
sive interaction. SpiderSapien contributes novel methods for detecting inter-
actable elements, ordering Ul interactions, and using LLMs to solve forms.
In doing so, we aim to more reliably discover and test deep states of modern
web applications.

B.3.1 Motivating Example

To exemplify the evolution in complexity of modern web applications we
present the following example application workflow. This particular exam-
ple is based on a combination of challenges seen in the popular applications
Piwigo and Kanboard. In a project-management web application, users can
create new tasks by clicking on a button (@ to generate a modal pop-up in-
cluding a form. The user can then interact with the form @), allowing them
to fill in the task details (® and submit. From the perspective of a scanner,
there are multiple challenges (as detailed in Section B.2).

Clicking on the button (Step @ in Figure B.1) is challenging because it is
not a button element but instead a label (as is the case in Piwigo, for ex-
ample), and the styling makes it visually appear to be a button. Furthermore,
this label does not have any event listeners directly on the element, as the
application relies on a global event handler instead.

After clicking, the form appears and the next challenge for the scanner
is to prioritize these now visible and interactive elements in step @. If this is
not taken into account, the scanner might try to interact with the blocked ele-
ments behind the modal, which will not trigger their event listeners. Clicking
outside the modal might also cause the form to disappear, resulting in future
interactions with this form failing as well.

Lastly, the form itself contains further data validation challenges as the
user must enter a numeric “number of hours” in step (3. This validation re-
quirement is not in the standard HTML semantics, such as type="number"
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Figure B.1: Web application flow with scanning challenges. The sce-
nario is based on a combination of two applications.

project > New task
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[) Create another task [ Duplicate to multiple projects

or cancel

or regex patterns, that would otherwise indicate that the values must be nu-
meric.

B.3.2 Client-side Crawling

In this work we build our open-source tool SpiderSapien, implementing im-
mersive interaction to drive the web application into deep program states by
reliably discovering and handling modern web application interactions. Spi-
derSapien is built on top of the open-source Black Widow [14] scanner, with a
radical overhaul of the client-side crawling to enable immersive interaction.
This is accomplished by identifying interactable elements and prioritizing
the element interactions in the scanner. We re-use the core navigation graph
and XSS detection modules from Black Widow.

Interactable Element Discovery

As discussed in Section B.2, a scanner’s ability to discover new web applica-
tion behavior (and test that behavior) depends on it being able to identify the
interactable elements on any given page. Prior scanners generally approach
this task by either: (1) using predefined lists of interactable elements, usually
based on the semantic HTML [2], or (2) identifying elements with associated
event listeners and, possibly, hooking these event listeners. While not com-
monly used in security scanners, Firefox [8] uses a third option by applying
static analysis of JavaScript to identify custom event listeners from libraries.
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However, these approaches do not generalize, either by: (1) not including
custom element types, (2) failing to properly associate an event listener to
a specific element, or (3) the web application’s implementation not being
supported by a particular framework-specific static analysis.

In this work, we use an initial list of semantic HTML input types (a,
button, form, and input), and extend this with elements that indicate their
interactability at runtime. This allows our method to handle step @ of the
motivating example by correctly identifying the label acting as a button.

We rely on the observation that application developers, JavaScript frame-
works, and web browsers all aim to provide guidance to their human users,
with various hints of how they can use the web applications. Providing these
hints is also useful for other web application accessibility clients or exten-
sions, such as screen readers. However, some of these interactability hints
cannot be generalized. For instance, a user might infer interactability based
on the color scheme. Therefore, we identify further interactable elements,
regardless of HTML type or framework, by inspecting the cursor behavior
of elements.

By dynamically checking the cursor property of an element we can
draw insight into the developer’s intended element semantic. Specifically,
we check for the pointer value to determine if an element is clickable. Ac-
cording to the CSS specification [9], this should indicate a link. However
many single-page applications and frameworks, including React, Vue, and
Angular [28], use the HTML a tag (link) to perform client-side actions by us-
ing event listeners on the tag and using fragment URLs or the javascript:
pseudo protocol. Similarly, we use the text value of the cursor to identify an
element that supports text input. This is particularly useful for complex rich-
text editor that rely on divs for user inputs. A benefit of this abstraction is
that we do not need to consider individual JavaScript events like onKeyDown.

We also prune the list of interactable elements to prioritize active ele-
ments by inspecting the visibility of an element at runtime. Elements hid-
den underneath others cannot be clicked or otherwise interacted with, either
from the perspective of a user’s browser or Selenium automation. An alter-
native approach could use JavaScript to force interactions with hidden ele-
ments. However, we argue that this can lead to unintended client-side states,
which we try to avoid in this work. Therefore, only those elements that are
currently visible and active are included in the interactable element set.

As an optimization, we also prioritize elements that are in the current
DOM (i.e., have a valid Selenium reference). This allows the scanner to
achieve a deeper crawl of the client-side, as opposed to a shallow crawl
across the entire application where elements from different URLs are se-
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Algorithm 1 Algorithm to discover interactable elements.

semanticElements < <a>, <button>, <inputs,...
cursorElements < pointer, text € element.cursor
elements « semanticElements U cursorElements
interactables « {}
for element € elements do

{x,v} « element.coordinates()

topElement « getElementBy(x,)

if element == topElement then

interactables.add(element)
end if

end for

lected. When picking an element that is not currently active, it will retrace
the previous steps. Overall interactable element discovery is described by
Algorithm 1.

Crawling Strategy

After discovering the valid interactable elements on a page, our scanner must
order its interactions with these elements. We attempt to prioritize client-
side interactions for exploration, aiming to reach deep modern web applica-
tion states. However, we also need to balance client-side exploration interac-
tions with possible exploit interactions, such as form submission and input
elements. Finally, the crawler must handle classic exploration with normal
static links.

Randomization is also important for coverage [31]. To accommodate this
our method can, with low probability, randomly pick edges. While this can
seem counterintuitive, there are cases where the scanner can get stuck con-
tinuously prioritizing a similar element without randomness.

Therefore, we design a two-phase approach to crawling. The crawler
tracks actions possible from states in the web application in a directed graph,
where edges represent actions, and nodes represent states. As we crawl to
perform a vulnerability scan, we also prioritize inputs where a payload can
be inserted. This crawling strategy allows our scanner to handle step @
of the motivating example by prioritizing the correct visible and interactive
elements in the form.

In the first phase, the scanner performs a short shallow scan, prioritizing
finding pages through links until a threshold of discovered links is met, or the
scanner cannot find any new links. After that phase, the scanner enters the
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main phase where client-side interactions and payload injections are prior-
itized. The general prioritization follows three categories (in this order): (1)
new actions, (2) active elements on the current page, and (3) input elements.

Because we prioritize active elements, the algorithm will act similarly
to a depth-first search strategy. For example, a form (“input”) that is on the
current page (“active”) and not taken before (“new”) will have a high priority.

To avoid getting stuck in one part of an application (such as an infinite
calendar module [12]), we have two mechanisms to divert the scanner. First,
if enough iterations have passed since new edges have appeared, an active
link is chosen randomly instead. With low probability (5% in the evaluation)
and if there are no new forms, we pick a random link.

Unlike scanners that separate exploration and attack, like ZAP, our method
aims to always pick the best option when presented and does not need to
terminate. A high-level description of the crawling strategy is presented in
Appendix .1.5.

Other Client-side Adaptations

While improved interactable element discovery and crawling strategy are
major components of immersive interaction, we also add a few more mi-
nor adaptations for client-side crawling. First, before submitting a form we
prompt an LLM to check if the form could change the current username or
password, to avoid breaking the application. We also use an LLM to deter-
mine the correct submit button in a form, as buttons can have wildly different
semantics including canceling the submission. We also implement new han-
dling for drag-and-drop. If a form supports file upload based on the enctype,
we simulate a drag-and-drop to all elements in the form.

B.3.3 LLM-based Input Generation

As forms are one of the main ways to provide user input to a web applica-
tion, determining a set of valid inputs that allow a form to be submitted is
critical to a web scanner. The constraint validating the content of the nu-
meric “number of hours” in step (3 of the motivating example is in custom
JavaScript code rather than a regex pattern. Previous methods cannot expect
to reliably detect a pattern while only supporting a single (or small set of)
possible implementations.

Large Language Models

Therefore, we leverage the single- or few-shot ability of Large Language
Models (LLMs) to provide reasonable form inputs. An LLM can reasonably
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infer that an input described by “number of hours”, from step ® of the mo-
tivating example, should be numeric, and in an appropriate range. We use
few-shot examples [6], and error or completion feedback in our prompting
of the LLM. We also use the function-calling ability of LLMs to parse its re-
sponse and automate interactions.

These prompting techniques are widely used to improve the performance
of LLMs across application domains. In fact, while we were inspired by the
application of LLMs to vulnerability detection, the concurrently developed
YuraScanner [32] has a form solving prompt resembling this method, includ-
ing few-shot examples and summarizing some important elements of the
form. However, among other differences (see Section B.6), SpiderSapien’s
recurrence is new for the form solving problem. Compared to the single-
shot approach of YuraScanner, this solves forms that only present validation
hints after attempted submission. This multi-shot solving approach allows
our method to solve a step (© prior to the motivating example. To create
a project in Kanboard, an alphanumeric project name must be submitted.
However, the name is checked server-side to ensure that it is unique. Other-
wise, an error message presents this uniqueness requirement. Reliably solv-
ing such validation flows requires multiple attempts with recurrence.

Implementation

The particular prompts chosen can be thought of as an initial prototype.
Not all choices have been extensively evaluated or optimized, see discus-
sion in Section B.5.7. Regardless, the performance of this method is already
equivalent—if not exceeding that—of competing methods, as seen in Sec-
tion B.4.3.

When the scanner finds a form it provides form HTML to the LLM form
solving module. The LLM is prompted to solve this form, producing a list
of (selector, value) pairs to indicate what values should be input to which
elements. The scanner then submits the form with these values. Any errors
from these input values are provided to the completion checker. If the form is
judged to be incomplete, the input and overall form errors are introduced into
the LLM prompt for it to provide new (selector, value) pairs. Once solved, the
scanner re-submits with XSS payloads and continues scanning as depicted in
Figure B.2.

The prompting of the LLM to solve a form is described by the template
in Figure 6. Besides the form HTML in the prompt, we also present all input
elements, those marked required, and those with regex patterns.
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Figure B.2: Crawler interaction with LLM form solving

/ T —— \

form HTML LLM form
solving

Form module = [(selector, value)]

Form input
automation

Crawl input errors

loop
Submit with form solved Completion
payloads checker
N ~/

Function Calling. To describe the task of form solving and easily parse
model output, we provide an API that the LLM is instructed to call. This
function is supposed to be called by the LLM to input the result of a form
solve, instructing the LLM to provide the structured output as a list of (CSS
locator, user input) pairs. This API is fully described in Appendix .1.1.

input errors,
form errors
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Input Automation. The (CSS locator, user input) pairs are read from LLM
output, and input is automatically entered into the form elements. This in-
put automation includes support for clicking on checkbox and radio types,
choosing appropriate values from select elements, uploading files, and typing
into text fields. All automation is performed based on input values chosen
by the LLM, rather than any heuristics.

Few-shot Examples. The LLM is also provided additional context about the
problem domain in the form of six simple examples of forms and the type of
function calls the LLM should generate to solve them.

Error and Completion Feedback

The form solving method also takes into account error feedback. This is nec-
essary to solve validation performed server-side, either due to requirements
such as uniqueness constraints, or developer choice. Therefore, the LLM is
repeatedly prompted to solve a form.

While inputting generated input locator/value pairs, the crawler will log
errors that occur, such as invalid element locators or invalid input values. A
new message is constructed with a simple template describing these errors
and prompting a retry. Additionally, the form HTML after attempted sub-
mission is provided in a separate prompt, asking “What error messages are
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present on this form?”. Any such errors found by this sub-prompt are also
included in the retry template.

This error feedback loop also requires a way to determine when not to
repeat solving—i.e., when the input passes validation. If the crawler has nav-
igated to a new page, this indicates a successful form solve and submission.
Otherwise, an additional sub-prompt asks “Has this form been successfully
filled? Answer ‘Yes’ or ‘No’”. If yes is not included in the LLM’s response,
the loop will continue until a retry threshold is reached. In our evaluation,
we set this threshold to 3 retries.

B.3.4 Implementation

We implement SpiderSapien as Python code extending the Black Widow
scanner [14]. We implement the LLM code in LangChain to be able to eas-
ily swap the underlying model. While we have tested this LLM form solv-
ing code with versions of Google’s Gemini, OpenAI’s GPT, and local Ollama
models, we primarily evaluate with Gemini.

B.4 Evaluation

We primarily evaluate the performance of the entire scanner, including both
improved client-side crawling and LLM form solving, in the task of exploring
a web application and discovering XSS vulnerabilities. This scanner evalua-
tion is performed on a set of local open-source web applications.

We also evaluate the effectiveness of LLM form solving in isolation on
the open web.

B.4.1 Web Application Crawl Evaluation Setup

The overall goal of this work is to better explore web applications from a
black-box perspective, by successfully navigating client-side interactions and
user input in forms. By being able to explore more states in these web appli-
cations, we also hope to find new vulnerabilities. To be able to gather rele-
vant performance metrics and analyze vulnerability, our primary evaluation
is on the crawling performance of our crawler on a set of local open-source
web applications. We compare our crawler’s performance to other relevant

black-box methods.
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Open-source Web Applications

We choose 8 open-source web applications for this evaluation: DokuWiki,
TinyFileManager, Kanboard, WordPress, osCommerce, HotCrp, Leantime,
and Piwigo. We describe these applications and include their versions in
Appendix .1.4. We limit the evaluation to applications written in PHP to
allow for uniform collection of server-side coverage. We strive to include
the latest version of modern applications. For the sake of comparison, we
select some applications used in previous works, for example, Kanboard in
EvoCrawl [19], and both osCommerce and Leantime used in YuraScanner [32].

We make slight modifications to these applications to create a level play-
ing field for all scanners, mainly with respect to authentication; details are
provided in Appendix .1.4.

Compared Black-box Methods

We evaluate our approach against both state-of-the-art black-box academic
and open-source scanners. This set of 4 scanners consists of: Arachni [1],
Black Ostrich [15], Wapiti [37], and ZAP [40]. When possible, we configure
the scanners to only detect XSS vulnerabilities. Since we modify the applica-
tions to make authentication easier we do not configure any authentication
parameters in the scanners. While there are other academic scanners focus-
ing on client-side code, such as jAk, they are no longer maintained. However,
as Black Ostrich uses the same method of hooking event registration as jAk,
the performance of Black Ostrich could shine a light on how an updated ver-
sion of jAk might perform.

Metrics

Our main metrics are the number of XSS vulnerabilities found and code cov-
erage. For vulnerabilities, we present both the reported number by each
scanner and also the number after we manually verify reports to filter out
false positives. Some scanner’s verifications of injection, including statically
searching for script tags or not using unique IDs for payloads can result in
these false positives.

In this study, we define coverage in terms of unique lines of code exe-
cuted on the server-side collected using xDebug in PHP, similar to previous
work [31, 19, 14]. However, web application scanner coverage could be mea-
sured in multiple different ways. Previous research has used metrics ranging
from links discovered [29], to unique JavaScript code retrieved [31], or even
client-side JavaScript code coverage [22]. In Section B.5.4 we discuss these
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metrics in more detail and argue why we use server-side code coverage in
this evaluation.

B.4.2 Web Application Crawl Evaluation Results

While we qualitatively observe that SpiderSapien is able to reach new pro-
gram states in the evaluated applications, the empirical measurements of
coverage still show that other scanners can find things we miss. Despite
this disconnect between the chosen metric and scanning quality, we still see
that SpiderSapien can achieve better server-side coverage in the majority of
cases. Furthermore, SpiderSapien finds far more XSS vulnerabilities than all
other scanners. In the following sections, we overview the results of the local
web application crawling evaluation in terms of coverage and vulnerabilities.

Coverage

In this section, we present the server-side code coverage from running all the
scanners on our set of open-source web applications. In Figure B.4 we plot
the comparison between our scanner and the others, with the exact numbers
presented in Appendix .1.6. The figure shows that our method outperforms
the other scanners in the majority of cases. This serves as a good indicator
that a focus on client-side crawling does achieve deeper scanning of appli-
cations, even for server-side code. However, there are some notable cases
where other scanners perform well. Two of these we look closer at are ZAP
on TinyFileManager and ZAP on DokuWiki. In the first case, ZAP triggers
more errors, like invalid CSRF tokens, which we avoid by correctly retracing
the form submissions. We discuss the differences between better coverage of
intended code versus error code in Section B.5.1. In the case of DokuWiki, our
scanner is able to break the application by correctly submitting a dangerous
form that the other scanners struggle with. We explore this problem more in
Section B.5.2

In Figure B.3, we highlight a small case study on the coverage over time
on osCommerce. Note here that the commercial scanners either quit early, in
this case ZAP and Wapiti, or quickly plateau like Arachni. While the slower
academic scanners show potential of further increasing their coverage even
after the 8-hour limit. In Section B.5.3 we discuss the potential of using web
scanners for deeper and longer scans than commonly used.

Vulnerabilities

Here we present the XSS vulnerabilities found by each of the scanners. We
include both reported vulnerabilities and verified vulnerabilities, which we
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Figure B.3: The figure presents the coverage for each scanner over the
eight hour evaluation on osCommerce.
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have manually checked. Verifying the vulnerabilities is an important step
as scanners can mistakenly report safe parts of the application as vulner-
able. Across almost all applications, our method is able to find more XSS
vulnerabilities than the other scanners. In total, we find 36 verified XSS vul-
nerabilities across all applications. Compared to 4 for the other scanners. We
see that most state-of-the-art scanners do not find many XSS vulnerabilities
in these modern applications. For the vulnerabilities other scanners do find,
our method does also find most of them.

The exception is Arachni finding two more vulnerabilities in TinyFileM-
anager. It should be noted that Arachni has a high rate of false positives in
this case, because of their imprecise method that confirms all XSS vulnera-
bilities that reuse a shared payload. After finding a stored vulnerability, all
subsequently attacked parameters will appear vulnerable. During our man-
ual verification, 3 of these were confirmed to valid. However, we could not
determine if Arachni actually found them or happened to mark all parame-
ters after the first successful stored injection.

We note that while the other scanners do cover thousands of lines of code
that we miss (see Section B.4.2), they do not find as many vulnerabilities,
in relative terms. This might indicate that scanners should focus more on
intended or high quality code coverage, which we discuss in Section B.5.1.
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Table B.1: This table presents both reported and verified XSS injections from
the scanners. As scanners might incorrectly report vulnerabilities we man-
ually verify each report. We discuss the false positives (*) in more detail in
Section B.4.2.

Scanner Arachni | Black Ostrich | SpiderSapien | Wapiti | ZAP

Type R V |R \% R v |[R VIR V
DokuWiki 0 0 0 0 0 0 0o 010 O
TinyFileManager | 10 3" | 0 0 1 1 0 0|0 O
Kanboard 0 0 |0 0 2 2 0 0|0 O
WordPress 0 0 |1 1 2 2 0 0|0 O
osCommerce 0 0 0 0 18 18 0 0|0 O
HotCrp 0 0 0 0 0 0 0O 00 O
Leantime 0 0|0 0 10 10 0 010 O
Piwigo 0 0 |o0 0 3 3 0 010 O

B.4.3 Open Web Form Solving Evaluation

We also evaluate the performance of the LLM form solving component out-
side of the crawler. Rather than construct an artificial testbed, we use real
forms gathered from the open web. Care is taken to not interfere with these
live external websites—we discuss our ethical considerations in Section B.8.1.

Setup

We evaluate the ability of the form solver in isolation. Given an initial URL
that contained a form, we load this URL in a separate Selenium script that
runs only the form solver.

(1) First, we force visibility so that the script can interact with the form.
(2) The LLM form solving method is provided with the form. (3) Solved values
are entered with the same input automation as in the full crawler. (4) Before
submitting, we turn off the network in Chrome with a custom browser ex-
tension. This is to reduce the impact of this evaluation on the open web. (5)
We attempt to submit the form. (6) If the browser tries to navigate to our
extension’s local landing page, the form was successfully submitted. Other-
wise, the attempt loops up to 3 times according to the method described in
Section B.3.3. The network is re-enabled after every submission.

This setup can test solving diverse live forms on the open web, while
reducing possible harm done to these websites by not submitting data. See
Section B.5.6 for setup limitations.
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Compared Methods

We compare to two methods. In each of these methods, we primarily alter the
second step in the form solving setup. Instead of generating input values by
prompting an LLM, we generate values by either a “No Input” method, or a
“ZAP” method. We also modify the final retry step, in that no error feedback
is provided, and the method is simply re-run.

In the “No Input” method, we provide no input. This serves as a base-
line method, in that forms that cannot be successfully submitted by simply
providing no input are non-trivial.

In the “ZAP” method, we recreate the form solving inputs generated by
the ZAP scanner [11]. This provides a baseline heuristic method to solve
forms in our evaluation. This method provides constants for most types of
inputs, but selects a value from an HTML-specified range for numbers, and
values based on the current date/time for relevant input types.

Form Choice

We make a new dataset of URLs with forms from domains on the Tranco [30]
list, as detailed in Appendix .1.2. A random selection of 2000 of these URLs
was used in this evaluation. For each method, the tested URLs and forms
varies. The amount of tested URLs and forms differs between methods due
to testing resource availability, network conditions, and generally variable
content in the websites tested.

Results

All Forms. We include the raw results of this open web form solving eval-
uation, in terms of all successfully solved forms for each method, in Table 3.
While the “No Input” and “ZAP” rows do not use the method of SpiderSapien,
all others indicate the LLM used in our method and its temperature.

However, the relative ability of each method to solve forms, and espe-
cially non-trivial forms, is unclear in this unfiltered presentation. The pri-
marily evaluated methods that produce inputs (“ZAP”, Gemini, and Gemini
Pro) only vary in effectiveness from 79.1-81.8%. In fact, the simple heuristics
of “ZAP” excel by this metric. Furthermore, the “No Input” already can solve
77.8%.

The GPT models, while having the best solving performance, could not be
extensively tested due to resource availability issues. This method’s prompt
was developed with GPT, so the performance disparity from Gemini could
be due to model change without prompt adaptation (see Section B.5.7).
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Table B.2: Success rate of select form solving methods on non-trivial forms.
All methods are provided in Appendix .1.3.

All non-trivial forms

Evaluated method URLs Forms Forms solved Solve %

ZAP 606 1020 414 40.2%
Gemini (t=1.5) 604 1024 483 47.1%
Gemini Pro (t=1.0) 535 873 402 46.1%
GPT40-Mini (t=0.5) 244 568 308 54.2%

Non-trivial forms available to GPT40-Mini

ZAP 234 356 121 34.0%
Gemini (t=0.5) 199 315 153 48.6%
Gemini Pro (t=1.0) 198 283 134 47.4%
GPT40-Mini (t=0.5) 244 568 308 54.2%

Non-trivial Forms. If we instead focus on non-trivial forms, we can see that
LLM form solving starts showing its potential. Non-trivial forms are defined
as forms that could not be solved with “No Input”. We can further normal-
ize the results to examine only those forms available to the main compared
methods. Both of these datasets are presented in Table B.2.

When examining all non-trivial forms and comparing them to the base-
line of “ZAP” solving 40.2% of these forms, Gemini models can solve 47.1%
of the forms tested. While we have a limited sample size for GPT40-Mini, we
see a further boost to 54.2% of these forms solved.

After restricting our data to forms GPT40-Mini encountered, we see “ZAP”
perform much worse. In Table 4 we also see this result when normalized to
forms Gemini could test.

Comparative Performance. Another way to compare methods is how spe-
cific forms perform with pairs of (old, new) methods. We illustrate the com-
parative performance of methods by showing what forms start passing with
a new method in Figure B.5. In this figure, we can see that methods with the
brightest colored columns (larger numbers) perform worst - they were often
improved upon by other methods. Alternatively, we can interpret methods
with the darkest rows (smaller numbers) as performing best. We see the
same results as the earlier analysis; our LLM method performs best. The
same trend is shown if we restrict the data to non-trivial forms available to
Gemini in Figure 7.

Performance Summary. While form solving performance in this open web
evaluation setting can be hard to measure, the LLM-powered form solving
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Figure B.5: Comparative performance of form solving methods for
all forms. Each cell at (X,Y) counts the forms that were not solved by
the Y method, but were solved by the X method.
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method we introduce in SpiderSapien shows promising performance. There
is a substantial improvement from 40.2% of non-trivial forms solved by the
baseline “ZAP” to 47.1% in the best Gemini model, and 54.2% in the GPT
model with the most data. If we restrict the dataset to non-trivial forms avail-
able to the most promising methods, we instead see an improvement from
either 34.0% to 48.6% and 54.2%, or 38.1% to 47.6% and 54.2%.

Limitations of this evaluation are presented in Section B.5.6. Discussion
of specific instances where this method fails compared to the baseline meth-
ods is included in Section B.5.5.

B.5 Analysis/ Discussion

B.5.1 Exploring Intended Code Paths

Our goal with this approach was to improve the exploration of what can be
seen as “intended code paths”—paths in the application that the developer ex-
pects a user to follow. This goes against the classic notion of trying to “fuzz”
the application with unintended values to find error-related code paths.

We believe that current web scanners focus too much on trying to find
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these unintended paths that they fail to explore many of the application’s
deeper functionalities, where vulnerabilities might reside. We cannot infer if
a scanner is exploring the unintended paths by total coverage. For example,
Section B.4.2 shows that ZAP has similar total coverage on TinyFileMan-
ager v.s. our approach. However, part of ZAP’s unique coverage comes from
error-handling code relating to incorrect CSRF tokens, because ZAP fuzz all
requests parameters on the network level. In contrast, our method instead
fully submits the form and avoids some unintended paths by ensuring such
tokens are valid.

We cannot claim either method of exploration is strictly superior. If any-
thing our results show the need for a combined approach or use of multiple
scanners to ensure better coverage. By manually inspecting a combination
of the coverage and state of the application after scans, it is clear that much
of the functionality in web applications is still unexplored.

B.5.2 Destroying the State

A surprising problem we face as scanners improve is their increased po-
tential to break the application. SpiderSapien performs relatively poorly on
DokuWiki, see Section B.5.1. This is not because the other scanner possesses
capabilities that our scanner lacks, but rather because our method finds and,
thanks to the LLM-module, correctly submits the site configuration form.
This creates an irrecoverable state by breaking the authentication method.
Future works could try to detect these dangerous actions. Either with an
LLM approach similar to ours or by allowing the scanner to reset the appli-
cation like Enemy-of-the-State [12], using heuristics to detect breakage [27].

B.5.3 False Negatives and Length of Scan

During the development of our scanner, we found vulnerabilities not repro-
duced in the final evaluation scan. We still report these to the developers
for ethical reasons. Our scanner still supports each interaction necessary to
find these additional vulnerabilities. We believe that the final scan did not
find them due to two practical limits, First, this can be due to the evaluation
time limit of eight hours. Currently, there is no consensus on the evaluation
time for web scanning, with times ranging from 4 [32] hours to 24 hours [19].
From Figure B.3, we can also see that SpiderSapien, in contrast to ZAP, Wapiti
and Arachni, has not plateaued or terminated. With the additional random-
ness in the scanner a longer evaluation could be valuable. The second reason
could simply be that we destroy the application before exploring all the po-
tential vulnerabilities, as discussed in Section B.5.2. To overcome these limits,
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future studies on web scanning should ideally incorporate both multiple runs
and longer evaluation times.

B.5.4 Coverage Metrics

Server-side code coverage, such as that gathered through xDebug in PHP web
applications, is the most common way to measure coverage in a web appli-
cation scanning or fuzzing session. However, other types of coverage can be
measured. For example, the recent SoK on web security crawlers [31] mea-
sures not only (1) server-side code coverage, but also (2) JavaScript source
coverage, and (3) link coverage. JavaScript source coverage is defined by col-
lecting the hashes of retrieved inline or external JS scripts.

JavaScript code coverage (4) can also be measured by retrieving the statis-
tics of total and unused bytes of JS code through the Chrome DevTools. This
has been used by Kang et al. [22], but has not yet been widely adopted by
other scanning works. Comparative evaluation is hard, as such metrics need
to be gathered by each scanner.

Therefore, we only present the coverage in the (1) metric: server-side
code coverage. Possible client-side metrics for coverage (2, 3, 4) are more
difficult to compare. Dynamically generated scripts and links will perturb
these measurements.

B.5.5 LLM Failed Form Solves

Asseenin Section B.4.3, despite the overall performance gains of this method,
“No Input” and “ZAP” both solve forms the LLM could not. When compared
to Gemini, these cases are often due to no function call being generated. Oth-
erwise, some “successful” form solves happen when dynamic form content
is not fully loaded, evading normal client-side validation.

Gemini Refusals. During the evaluation, we saw over 100 requests blocked
by the content filter, mostly tending towards forms on adult websites. We
also saw another set of at least 130 requests pass the content filter, but get
rejected by the model. Instead of generating a function call, Gemini generates
some explanation of its refusal. This also usually occurs on the same type of
website. When we examine the set of forms which passed on “No Input”, but
failed on a Gemini model, 44/78 of these did not generate a valid function call.
56/83 of the failures relative to “ZAP”, and 23/33 relative to GPT models, are
due to the same reason.

GPT Failures v.s. “No Input”. We manually examine all 14 cases when “No
Input” solves a form that GPT40-Mini could not. 6/14 cases had valid inputs
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when manually tested, and could be due to form instability. Other failures
included: not loading values while the network is blocked, not meeting our
success conditions by navigating before submit (when an input element is
changed), or a cookie consent popup preventing all interaction with the form.

GPT Failures v.s. “ZAP”. We also examine some cases when “ZAP” im-
proved upon GPT. Many of the forms and reasons from the prior comparison
to “No Input” are repeated. Some new interesting examples are highlighted:

A defunct website to download YouTube videos had a search form that
could accept a search term or a URL. The LLM understood that a URL could be
entered in this field, and provided “https://testlink.com”. However, the vali-
dation actually enforced that the text is either not a URL, or only a YouTube
URL. The default text payload “ZAP” happened to work, as it was not a URL.
Additional context on the page outside the form HTML could help an LLM
correct its input.

Another form had input descriptions clashing with validation. The asso-
ciated label specified that a country should be entered, while the input instead
is of type email.

Finally, some forms allow semantically incorrect inputs. One form that
specifies that a security code should be transcribed from a picture, yet ac-
cepted no input from “ZAP”.

B.5.6 LLM Evaluation Limitations

Measuring the performance of form solving on the open web as described
in Section B.4.3 is challenging, and there are limitations to this setup. This
setting offers a greater variety of forms to test on, beyond the limited set-
ting of the open-source web applications otherwise tested, but brings new
challenges.

Form Instability. There is inherent instability in forms presented, due to
network conditions and application changes. This results in different URLs
and forms being seen by each method in Section B.4.3. We address this by
normalizing to forms common to all compared methods in Table B.2, or by
only comparing performance changes on the same forms in Figure B.5 and
Figure 7. We observed a steady turnover in forms at URLs during evaluation;
the lifetime for these pages can be short. Moreover, forms can even load
differently, affecting what client-side validation might be present.

Evaluating a Successful Submit. The effects of a form successfully sub-
mitting vary. For example, a webpage might close a form dialog client-side.
The criteria we use to evaluate success is navigating away from the form.
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Therefore a successful form solve will not be detected, if it would normally
only result in a form dialog closing client-side without a navigation. How-
ever, we must force the form to be visible, as we do not know the client-
side steps to normally interact with the form. A full stateful crawl, such as
with SpiderSapien, could alleviate this problem, but with further potential
for harm.

FormWhisperer [23] instead judges success by intercepting a request
with injected values using a network proxy. However, this success criterion
could yield false positives with our method in this evaluation setting. The
LLM can generate non-unique data that would already be in the request, or
the request might be for input validation across the network rather than a
successful submit.

Impossible Forms. Finally, a challenge in this evaluation is impossible forms;
those that cannot be solved by any input. Some forms are also rendered im-
possible by the network-blocking setup. For example, when validation for a
client-side elements occurs with server traffic. However, this cannot be fixed
without allowing network traffic during submit, which could likely harm the
websites tested. We also observe that some forms seem broken, and cannot
successfully submit.

B.5.7 LLM Models and Prompting Choices

While we primarily evaluate on Gemini models, we developed our method on
GPT models. The performance difference we observe between these families
of models could therefore be due to the prompt not being re-engineered for
each model.

However, our evaluation across both Gemini and GPT shows that while
there may be performance differences, even the simple unoptimized prompt-
ing template used still can outperform prior methods. Future work could
optimize the prompt to a specific model, such as with prompt tuning [24].

B.6 Related Work

Static Analysis. Static analysis of application source code has been applied [10,
16, 21] to detect various vulnerabilities. Dahse et al. [10] analyze PHP to find
stateful second-order vulnerabilities by examining application dataflows. Huang
et al. [21] find file upload vulnerabilities in PHP with symbolic analysis. Fang
et al. [16] adapts dataflow analysis to use deep learning. Restler [3] ana-
lyzes only a REST API specification rather than application code. ReactApp-
Scan [20] targets React single-page applications with abstract interpretation.
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With our general approach, we can also detect and interact with React ele-
ments. While the applications in the evaluation did not use React, we were
able to successfully both add and mark notes as completed in the TodoMVC
React example [28]. In general, black-box dynamic approaches like ours in-
herently produce fewer false positives and offer precise support for dynamic
language features across languages and frameworks.

Grey-box Fuzzing. Grey-box web fuzzing [35, 17, 34] typically instruments
server-side code to provide coverage feedback to the fuzzing engine. Trickel
et al. [34] apply this to detect both SQL and command injection. This ap-
proach is limited to single-shot reflected injection vulnerabilities. While the
fuzzer can induce application changes, this approach does not reason about
states. Gauthier et al. [17] abstract web applications into REST models, and
then use a black-box fuzzer on Node.JS applications. Giiler et al. [18] add
bug oracles to provide feedback in an instrumented PHP interpreter. In con-
trast, our approach aims to instead generate structured inputs by correctly
interacting with the client-side interface.

Black-box Scanners. CrawlJax [26] infers a state flow graph, including
support for client-side user interface changes. This has since been incor-
porated into the ZAP scanner, and is therefore included in our evaluation.
Enemy of the State [12] introduces another scanner that can model server-
side state.

jAk [29] improves detection of possible interactions, such as events, net-
work APIs, and dynamic URLs and forms, through dynamic analysis of JavaScript
code. This analysis through event registration hooking, is re-used in Black
Widow.

Black Widow [14] combines navigation modeling with traversing and
tracking inter-state dependencies. In this paper we evaluate SpiderSapien
against Black Ostrich, which reuses much of Black Widow while extending
input validations support. Our approach improves the core navigation mod-
eling, crawling strategy, and form handling of the crawler increasing both
coverage and vulnerability detection rate.

EvoCrawl [19] utilizes evolutionary search to crawl modern applications.
This scanner is not included in our evaluation as the source code is unavail-
able. Their approach also improves code coverage and form submissions.
However, the discovery of interactable elements is limited to a predefined
set of element tags. Our method’s interactable element discovery could im-
prove the performance of their evolutionary crawler.

Creating Database State. SynthDB [7] prepares database-backed PHP web
applications for security testing by synthesizing a database after collecting
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constraints with concolic execution. Spider-Scents [27] find portions of XSS
vulnerabilities in web applications by inserting payloads directly into the
database. In contrast, we attempt to create application state, including the
database, with the client-side interface.

LLMs for Security Scanning. YuraScanner [32] leverages LLMs for task-
driven scanning. LLMs help to execute tasks and workflows, such that deeper
states multiple steps from the seed URL can be scanned for vulnerabilities.
Their task-driven approach with a goal-based agent is a departure from the
more typical crawler approach we assume, and can therefore have comple-
mentary results. The LLM form solving in this paper is also substantially
different. We do not simplify and abstract the webpage for LLM form input,
nor avoid the “click” actions present on the form (including checkboxes, radio
elements, and dropdown selects). Additionally, we use error and completion
feedback in our method, rather than assuming the form solver functions on
its first attempt. We also offer an evaluation of the ability for an LLM to be
easily adapted to solve forms. However, their evaluation offers further evi-
dence that inputting values to a form is included within training data for the
LLMs evaluated. Even though YuraScanner is not open-source and is sub-
ject to vetting, we hope to obtain the code and include it in the evaluation.
This would help shed light on the differences between the techniques and
the overlap of the new vulnerabilities found.

Yoon et al. [38] apply LLM agents to fetch interactable elements for task
goals in Android applications. Future extensions of web crawling could align
with the visual approach of ScreenAl [4], where a vision language model
identifies elements like search bars in a UL

Input Validation. Heuristics are the most common way for scanners to sat-
isfy input validation constraints. For example, YuraScanner [32] applies the
rules to click all checkboxes and radio elements present on a form, and select
the second entry when possible in a dropdown select. In contrast to these
heuristics, we do not restrict the LLMs interaction with input elements in a
form. Despite our shared observations of the difficult “click” action elements,
we still see acceptable performance in evaluation.

Black Ostrich [15] focuses on input validation by solving regexes with
SMT collected from ]S patterns and methods. ExpoSE [25] is a symbolic exe-
cution engine for JS that can solve regex-based input validation constraints.
FormWhisperer [23] uses symbolic analysis of HTML and JS that extracts and
solves constraints on form inputs, including between multiple form fields.
In contrast, we solve forms with more diverse input validation approaches.
However, these approaches are complementary in that regex solving could
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provide an initial input for the LLM, or vice versa.

B.7 Conclusion

Our work showcases the challenges modern web applications pose for state-
of-the-art black-box scanners. To combat these challenges and help devel-
opers secure their applications, we develop a novel method to better interact
with these applications. Our method achieves immersive interaction by im-
proving detection of interactable elements and ordering interactions with
these elements, while using an LLM-based approach to tackle the diverse in-
put validations in forms. We implement this method in our scanner Spider-
Sapien and evaluate it on 8 web applications. Our results show improvement
in both coverage and vulnerability detection, with an average increase in
coverage of 21.5% compared to the union of all scanners and a total of 36 XSS
vulnerabilities across 6 applications. Additionally, we evaluate the our LLM-
powered form solving capabilities on forms from real-world websites. Our
new method can solve at least 23.3% more of the non-trivial forms compared.
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B.8 Ethics and Open Science

B.8.1 Ethics Consideration
Responsible Disclosure of Vulnerabilities

During the development and evaluation of this scanner, we found possibly
unknown XSS vulnerabilities in six of the web applications tested. We are
handling these security vulnerabilities in accordance with the best practices
of ethics in security [5]. We are in the process of reporting our findings to
the affected vendors, following coordinated vulnerability disclosure for all
discovered vulnerabilities. We will report responses from vendors in the final

paper.

Balancing Open Science and Misuse

Risk of Scanner. As a vulnerability scanning tool, this scanner could be
misused to exploit vulnerabilities without consent of application owners.
While we believe our method can better scan modern web applications, the
basic function of this tool v.s. others. Therefore, we will open-source the
code for the scanner upon acceptance.

The LLM form-solving method could be used for unintended goals such
as fake account creation. However, the tool we release is a black-box scanner
that cannot be directly applied to such goals. This is in contrast to YuraScan-
ner [32], which also considered this harm and elected to not open-source
their scanner. Their task-driven crawler could more easily allow targeted
misuse in a way this undirected black-box scanner cannot. Furthermore, the
ability for an LLM to solve a form is not fine-tuned by any additional data
provided in this method, but rather seems to already be present in the models
tested.

Risk of Results. We will not release all the scans generated during eval-
uation, as they would precisely indicate vulnerabilities. However, we hope
that some vendors either fix the issues we notify them of, or indicate that
they don’t consider them dangerous in their threat model, so that some scans
could be included in our open science artifact.

Mitigating Experiment Cost and Risk

Local Open-Source Web Applications. We evaluate our scanner’s ability
to crawl and find vulnerabilities in a set of locally run open-source web ap-
plications. By actively scanning only our local clones of these applications
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in a controlled environment, we avoid any harm caused by scanners on the
web.

Open Web Form Solving. Measuring the form solving performance of our
method has two components with possible experimental overhead: collect-
ing a dataset of form-containing URLs, and evaluating the ability of our scan-
ner to solve these forms on live websites.

We collect the dataset of form-containing URLs with a script that limited
its interaction to avoid cost. For each domain, we perform a limited crawl
starting from its index page, and only load 30 pages on this domain with one
request to the HTML content of each. We avoid crawling pages outside of
the domain, and insert sleeps between requests. We believe these pages are
intended to be public, as they can only be linked from the index page each
domain is redirected to.

We evaluate form solving performance by loading a webpage containing
a form in a browser, but disable network traffic before attempting to submit
a form. Allowing forms to actually submit data to the website has an un-
acceptable risk of corrupting the system state of these websites. Therefore,
we disable network traffic before form submission to prevent this possible
harm. Otherwise, this interaction should be of low cost, similar to crawling
by a search engine.

B.8.2 Open Science

Source Code

We will open source our implementation upon publication.

Artifacts

We will include modifications made to web applications to facilitate our eval-
uation across scanners in the same repository. At publication, we will also
share more artifacts of this paper, such as complete Docker setups for these
web applications, to facilitate at least functionality assessment.
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Appendix

.1.1 LLM Form Solving Prompt

We provide additional details about the prompt for our LLM form solving
method here.
Figure 6 contains the complete prompting template for LLM form solving
We also provide the complete specification of our LLM function calling:
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Figure 6: Prompting template for LLM form solving

System prompt:

You are a webpage tester. Do make assumptions about what values
to plug into functions. Randomly generate realistic values to test.
Match the language and region.

Few-shot examples:

Example user prompt

Send user input to the following form. <form> ... example ... </form>

Example LLM response

[(CSS selector, input value),

. J

Required elements are ...

All input elements are:

Input to element ... must match regex ...

Send user input to the following form. <form> ... </form>

\ J

[(CSS selector, input value),

If previous form solve failed:

New user prompt

The previous input you gave me failed for
inputting input_val to css_sel, and ...

Furthermore, the previous input you gave
me failed for locating css_sel, and ...

There are errors on this form.
. Error messages ...

Generate new user input values for the previous form.

New LLM response

[(CSS selector, input value),
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functions = {

"name": "send_user_input",
"description": "Send_valid_input_to_the_website_form.",
"parameters": {

"type": "object",

"properties": {

"elements": {
"type": "array",

"description": "The_CSS_locator_and_user_input_for_the_
input_elements_of_a_website_form.",
"items": {

"type": "object",
"properties": {
"locator" : {
"type": "string",
"description": "A_CSS_locator_for_the_website_form
_element.",
1
"input" : {
"type": "string",
"description": "User_input_for_the_website_form_
element.",
1
+
"required": ["locator", "input"]
+
1
+

"required": ["elements"]

.1.2 Form Dataset

We accumulate a dataset of forms by crawling a portion of the Tranco stan-
dard list of top-ranked web domains [30], downloaded at 2024-10-21. For
each of the initial 9046 domains in the Tranco list, we do a simple crawl that
follows static HTML links from a seed URL until a threshold of 30 pages are
found, or links are exhausted.

As indicated by the Stafeev [31] SoK, we use randomized BFS naviga-
tion and URL path equality + query string key page equality. During the
crawl, we log any pages that contain a form element. Across these crawled
9046 domains, we discover 118455 unique URLs with at least one form ele-
ment. These crawls were performed on 2024-10-31. Out of the 118455 form-
containing URLs, we find 6916/9046 domains with 1-30 URLs each, averaging
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17.1 URLs.

We randomly shuffled these URLs, and selected the initial 2000 URLs to
use in this evaluation. This sample contains 1653 domains with 1-4 URLs
each, averaging 1.2 URLs.

Across the 2000 form-containing URLs selected for this evaluation, we
find 4953 forms. This evaluation was performed in November-December
2024, at which point 1994/2000 of these URLs were still live. For this evalua-
tion, we consider a form to be identical if it is in the same relative index on
the page.

During the later evaluation of form solving methods, URLs on 1649/1653
domains could be reached, with between 1-4 URLs each, averaging 1.2 URLs
per domain. 1744/1994 of these resolved URLs contained forms, with 1-279
forms per URL, averaging 2.8 forms.

.1.3 Additional Form Solving Data

We provide all form solving evaluation results on all forms in Table 3.

Table 3: Success rate of all form solving methods on all forms.

Evaluated method URLs Forms Forms solved Solve %

No Input 1974 4157 3233 77.8%
ZAP 1876 3492 2856 81.8%
Gemini (t=0.0) 1828 3308 2649 80.1%
Gemini (t=0.2) 1844 3327 2683 80.6%
Gemini (t=0.5) 1701 3017 2422 80.2%
Gemini (t=1.0) 1519 2669 2110 79.1%
Gemini (t=1.5) 1836 3243 2611 80.5%
Gemini Pro (t=0.5) 1730 3077 2430 79.0%
Gemini Pro (t=1.0) 1631 2785 2219 80.0%
GPT4-Turbo (t=0.5) 19 38 34 70.8 %
GPT4o (t=0.5) 122 181 153 84.5%
GPT40-Mini (t=0.5) 784 1793 1519 84.7%

We provide a full version of the evaluation results on non-trivial forms
in Table 4.

We also include the comparative performance of methods when restricted
to the same set of forms available to a Gemini model in Figure 7.

.1.4 Web Applications

In Table 5 we present the exact version of each web application used in the
evaluation.
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Table 4: Success rate of all form solving methods on non-trivial forms.

All Non-trivial forms

Evaluated method URLs Forms Forms solved Solve %
ZAP 606 1029 414 40.2%
Gemini (t=0.0) 599 1021 472 46.2%
Gemini (t=0.2) 604 1025 473 46.2%
Gemini (t=0.5) 549 960 451 47.0%
Gemini (t=1.0) 493 822 370 45.0%
Gemini (t=1.5) 604 1024 483 47.1%
Gemini Pro (t=0.5) 562 948 432 45.6%
Gemini Pro (t=1.0) 535 873 402 46.1%
GPT4-Turbo (t=0.5) 7 16 13 81.2%
GPT4o (t=0.5) 43 65 41 63.1%
GPT40-Mini (t=0.5) 244 568 308 54.2%
Non-trivial forms available to GPT40-Mini
ZAP 234 356 121 34.0%
Gemini (t=0.0) 226 331 151 45.6%
Gemini (t=0.2) 228 346 153 44.2%
Gemini (t=0.5) 199 315 153 48.6%
Gemini (t=1.0) 205 310 150 48.4%
Gemini (t=1.5) 221 332 150 45.2%
Gemini Pro (t=0.5) 208 302 432 45.6%
Gemini Pro (t=1.0) 198 283 134 47.4%
GPT4-Turbo (t=0.5) 7 9 6 66.7%
GPT4o (t=0.5) 43 65 41 63.1%
GPT40-Mini (t=0.5) 244 568 308 54.2%
Non-trivial forms available to Gemini (t=0.5)
ZAP 522 767 292 38.1%
Gemini (t=0.0) 539 836 387 46.3%
Gemini (t=0.2) 541 841 388 46.1%
Gemini (t=0.5) 549 960 451 47.0%
Gemini (t=1.0) 472 741 339 45.8%
Gemini (t=1.5) 545 853 386 45.3%
Gemini Pro (t=0.5) 518 759 353 46.5%
Gemini Pro (t=1.0) 512 783 369 47.1%
GPT4-Turbo (t=0.5) 7 4 7 57.1%
GPT4o (t=0.5) 38 52 30 57.7%
GPT40-Mini (t=0.5) 199 315 166 52.7%

We made code changes to each application, which we will include in our
open-source artifact upon publication. In particular, we modify the applica-
tions to help scanners automatically authenticate, either by instrumenting
the authentication function or by simulating an automatic login. This is nec-
essary as many of the other scanners we evaluate fail to correctly sign in on
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Figure 7: Comparative performance of form solving methods for non-
trivial forms available to the Gemini (t=0.5) model
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some of these modern applications. It also helps the scanners re-authenticate
even if they sign out by mistake. Avoiding sign outs is an orthogonal prob-
lem, but one that all scanners face. With these modifications we can learn
more about the crawling capabilities of the various scanners without getting
stuck on their varying support for successful authentication.

Additionally, since we are interested in detecting vulnerable code in web
applications, we deactivate hardening functionality such as Content-Security
Policy (CSP). In practice, this only affects Kanboard. We argue that it is still
important to find XSS vulnerabilities even if they are mitigated by CSP as
someone could run an instance without CSP. Furthermore, there is prece-
dence for the Kanboard developers fixing XSS vulnerabilities [19] .

.1.5 Crawling Algorithm

A more detailed overview of the crawling strategy is presented in Algo-
rithm 2.

.1.6 Coverage Results Details

In Table 6 we present the exact numbers for the coverage evaluation.
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Table 5: The table presents the versions and web applications used in the

evaluation.

Application ‘ Version ‘ Description
DokuWiki 2024-02-06b | CMS
TinyFileManager | 2.6 File Explorer
Kanboard 1.2.40 Project Manager
WordPress 6.6.2 CMS

osCommerce 4.14.63493 Ecommerce

HotCrp 9588ab0 Conference Manager
Leantime 333 Project Manager
Piwigo 14.3.0 Photo Album

Table 6: Lines of code (LoC) executed on the server. Each column represents
the comparison between SpiderSapien and another crawler. The cells contain
three numbers: unique LoC covered by SpiderSapien (A \ B), LoC covered by
both crawlers (A N B) and unique LoC covered by the other crawler (B \ A).
The numbers in bold highlight which crawler has the best coverage.

Crawler Arachni Black Ostrich Wapiti ZAP
‘ A\B ANB B\A| A\B AnB B\A| A\B ANB B\A| A\B ANB B\A|

DokuWiki 9510 7167 188 1630 15047 565 3068 13609 2975 799 15878 2113
TinyFileManager 549 934 35 481 1002 10 553 930 21 154 1329 108
Kanboard 9136 6425 151 6635 8926 82 | 11353 4208 14| 7049 8512 574
WordPress 12961 41750 2843 | 4586 50125 2474 | 35197 19514 52 | 15483 39228 1192
osCommerce 47679 22611 6029 | 11855 58435 23266 | 62447 7843 5160697 9593 467
HotCrp 26264 4284 23 | 11639 18909 910 | 26265 4283 18 | 23658 6890 300
Leantime 9063 20669 667 | 4390 25342 1308 | 8010 21722 1108 | 3797 25935 1006
Piwigo 6993 21426 3172 7032 21387 2087 | 23625 4794 6] 16485 11934 560
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Algorithm 2 Algorithm for crawling strategy.

elements « getInteractables(url)
maxInteractions <— 10 // Checked in tryInteract
while link = elements.links.pop() do
interact(link)
updateElements(getInteractables())
if doneShallow() then
break
end if
end while
while hasWork() do
tryInteractForm()
if rand() < 0.05 or nothingRecentlyNew() then
tryInteractRandomLink()
end if
tryInteractNewActivelnput()
tryInteractNewActiveElement()
tryInteractNewInput()
tryInteractNewElement()
tryRandom()
end while
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Abstract

Browser extensions boost user experience on the web. Similarly to smart-
phone app stores, browsers like Chrome distribute browser extensions via
their Web Store, enabling a thriving market of third-party developed exten-
sions. The Web Store incorporates a user review system to help users decide
which extensions to install. Unfortunately, the open nature of the review
system is subject to reputation manipulation. As browser vendors fight repu-
tation manipulation, attackers employ more sophisticated methods to stay
under the radar. Focusing on fake reviews, we identify several techniques
attackers use: fake accounts, disjoint sets of fake accounts for different exten-
sions, automation of generated reviews, and focusing on reviews rather than
ratings. We present FakeX, a framework to detect fake reviews by focusing
on inference from review metadata. FakeX employs five distinct methods,
including temporal distribution analysis, relationship clustering, and ratio-
based assessments, to unveil patterns indicative of fake reviews. Evaluation
of over 1.7 million reviews reveals the effectiveness of FakeX in identifying
hundreds of fake review campaigns. Furthermore, our investigation of these
fake reviews uncovers 86 malicious extensions, mounting attacks that range
from data-stealing to monetization, impacting over 64 million users. In ad-
dition, we collaborate with Adblock Plus and Avast to demonstrate FakeX
in action, expanding a seed list of newly detected malicious extensions to
discover a further 16 malicious extensions with millions of users, where, in
some cases, attackers tried to improve malicious code.

C.1 Introduction

Browser extensions are user-friendly applications that personalize the brows-
ing experience by introducing features and/or modifying the appearance
of web pages. Developed using standard web languages like HTML and
JavaScript, extensions empower developers to easily craft applications that
interact smoothly with the browser’s components and user interface. These
extensions have attracted millions of users globally [7], contributing to the
popularity of extension-enabled browsers such as Google Chrome.

Web browser vendors feature app stores for distributing approved exten-
sions. The foremost example is the Chrome Web Store, which distributes
extensions for the Chrome web browser as well as for other Chromium-based
browsers such as Brave and Opera.
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Table B.1: Fake review techniques vs detection methods.

Fake Review Technique Description Detection Method(s) ~Section

Disjoint Sets of Fake Accounts Disjoint sets of multiple accounts for review- ATW, HVC Sections C.3.1 and C.3.2
ing.

Fake Accounts Using a set of accounts to review multiple CoR Section C.3.3
extensions.

Spamming Large volume of reviews within a short period ~ Spam Detection Section C.3.4
of time

Written Review Dominance Only writing reviews but not rating Written Ratio Section C.4.5

The Web Store incorporates a user review system, allowing users to share
feedback on their installed extensions—uniquely identified by an ID!. This
system is crucial for promoting high-quality extensions and assisting users in
deciding which extensions to install [21]. Users can rate extensions on a 1 to
5-star scale and provide written reviews.

Unfortunately, the open nature of the Web Store’s review system has led
to the emergence of reputation manipulation. Reputation manipulation occurs
when individuals or groups artificially enhance or undermine an extension’s
reputation, often through fake reviews and ratings. The problem is exacer-
bated by security experts recommending that users read reviews to enhance
their Internet safety [43, 9, 38, 6]. This issue impacts the platform’s credibility
and may cause users to install low-quality or malicious extensions [45].

Faking reviews has become an attractive target for monetization on the
black market [31], with several websites and communities offering to sell
reviews online [42, 51, 16, 15, 52, 50]. These activities thrive despite vendors
like Google explicitly forbidding reputation manipulation [19], including
attempts at inflating reviews and ratings [18].

At the same time, detecting fake reviews is challenging, which explains
why they persist on stores like the Web Store [27]. As we will see, modern fake
reviews attempt to stay under the radar by avoiding obvious faking techniques
so they will not be flagged for anomalies, such as excessive reviews from a
single user. Motivated by these challenges, we propose two research questions:

RQ1: Can fake reviews be detected on the Chrome Web Store?

RQ2: Can methods for detecting fake reviews help discover malicious
extensions?

The text of fake reviews is often generic, making it hard to distinguish
from benign reviews. Sometimes, there is even no distinction as vague text can
be copied from legitimate reviews to reapply as fake reviews to a broad swath

Ifor example, the official Google Translate extension has the unique ID aapbdb-
domjkkjkaonfhkkikfgjllcleb. All IDs used in this study are included in Appendix C.5.
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of extensions. Furthermore, fake review authors employ various concealment
techniques to stay undetected. Indeed, we identify several techniques fake
review authors use to operate while staying under the radar: fake accounts,
disjoint sets of fake accounts for different extensions, automation of generated
reviews, and focusing on reviews rather than ratings. A key observation is
that we can still track these techniques through the temporal metadata of the
reviews and user IDs.

To investigate our research questions, we introduce FakeX, a framework
for detecting fake reviews. A principal strength of FakeX is that it does not
rely on the reviews’ content but focuses on the metadata, which includes
the timestamps associated with users’ Web Store reviews. In particular, we
focus on 1) the temporal distribution of reviews, 2) the relationship between
reviewers, and; 3) the ratios between ratings and reviews.

FakeX comprises five main methods, where three focus on the temporal
distribution of the reviews, whereas the other two use the relationships
between reviewers. In particular, FakeX offers 1) ATW, a novel method for
identifying multiple accounts who post reviews in close temporal proximity;
2) HVC, a machine learning-based approach that clusters reviews by their
timestamps, not only within the same extension but also across multiple
extensions; 3) Spam Detection, a method focused on extracting bursts of high
review activity in a short period within an extension; 4) CoR, a method that
focuses on discovering clusters of reviewers who consistently review the same
extensions, and; 5) Written Ratio, a method that use the ratio between rating
and reviews to find extensions with an exceptionally high fraction of written
reviews. Table B.1 summarizes the methods used to create fake reviews and
which of our methods detect them.

To evaluate FakeX, we download all 1,782,702 reviews of all 115,124 ex-
tensions in the Web Store as of February 9, 2023. Answering RQ1 positively,
FakeX uncovers hundreds of review campaigns sharing large numbers of
reviewers, some consisting of thousands of accounts. One method in FakeX
finds 59 clusters of 286 extensions sharing temporal patterns in their fake
reviews.

Turning to RQ2, we examine extensions with fake reviews to determine if
they are also malicious. In total, we find 86 malicious extensions, with attacks
ranging from stealing search query data from users to redirecting users to
fake surveys to win prizes. These extensions share a total of over 64 million
users. Although the number of downloads can also be manipulated [38], it is
still staggering.

In addition to our manual analysis, we collaborate with Adblock Plus
and Avast to demonstrate how FakeX can be leveraged to expand a seed
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list of malicious extensions. Using Adblock Plus’ list of 18 newly discovered
malicious extensions [36], we discover 16 new associated malicious extensions
with millions of users, where attackers sometimes tried to improve malicious
code. This practical deployment of FakeX resulted in public acknowledgments
of our findings by Avast and Adblock Plus [36, 35] and the removal of all of
these extensions from the Web Store by Google.
In summary, the paper’s contributions are the following:
+ We analyze reviews in the Web Store and identify four techniques for
fake reviews (Section C.2).

+ Based on these techniques, we propose FakeX and describe our five
novel methods to detect fake reviews (Section C.3)

+ We evaluate our methods on all reviews in the Web Store to demonstrate
how FakeX detects fake reviews (Section C.4).

« We show how clusters of extensions with fake reviews can be leveraged
to find malicious extensions (Section C.5).

We discuss limitations in Section C.6, present related work in Section C.7,
and conclude the paper in Section C.8.

We stress that although we uncover a correlation between fake reviews
and malicious extensions, the techniques used by FakeX discover fake reviews
rather than malicious extensions. Indeed, many of the extensions found
with our method and highlighted in our analysis, whose review patterns
indicate reputation manipulation, are not malicious as of February 2023 (see
Appendix C.5).

Coordinated Disclosure, Ethical Considerations, and Open-source
Artifacts.. We have reported our findings to Google, including the malicious
extensions we find with FakeX. In total, we find 86 and of these 44 have been
removed so far.

In line with the ethical principles for cybersecurity research from the
Menlo Report [41], our research does not cause any harm to users or develop-
ers. We include extension and user IDs and names to aid the reproducibility
of the results presented in this paper. We open-source the code for FakeX?.

C.2 Fake Reviews on Chrome Web Store

Reviews on Web Store. The Chrome Web Store [17] is the main repository
for Chrome browser extensions. The Web Store allows users to write reviews
and rate extensions. To submit a review, users must log in and install the

2FakeX code and sample data: https://www.cse.chalmers.se/research/group/sec
urity/fakex
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Figure B.1: Promotion and demotion examples of browser extensions. “Spam”
refers to reviews within three minutes of each other (More details in Sec-
tion C.3.4). The size of a point indicates the number of reviews. Every point
represents new review activity of the extension. For “Non-spam” and “Both”
the moving average up to that point is presented, as would be shown to real
users of the Chrome Web Store.

extension. Users can leave a review, including text and a star rating, or rate the
extension. These ratings, the number of stars given by users, are presented as
an average across all user ratings in the Web Store. We cannot know the exact
breakdown of the individual ratings nor when they were added. However,
we can access the text, username, user ID, timestamp, and rating for each
full review. Consequently, we can only know the entire rating history if all
ratings come from reviews.

Reviews abused. Reviewers can influence how the Web Store ranks ex-
tensions. It is possible both to promote (posting positive reviews and high
ratings) and demote (posting negative reviews and low ratings) extensions
[21]. Consequently, reviewers can damage extensions’ reputation and reduce
their perceived quality [14].

Fake review authors might cooperate and organize campaigns using dif-
ferent techniques to promote or demote extensions based on their reviews.
For example, they might use multiple accounts or spread reviews out in
time to avoid detection. These review campaigns aim to add as many re-
views as possible in as short a time as possible, without being detected and
removed [51, 50].

Figure B.1a includes an example of reviewers promoting an extension®

3hgjdbeiflalimgifllheflljdconlbig
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Figure B.2: Distribution of the number of browser extensions users review,
with at least one review, in the Web Store as of February 2023. On average
these users review 1.16 extensions.

by artificially increasing the rating. We identify spam reviews as reviews
within three minutes of each other (as we detail in Section C.3.4). Around
2019, a larger spam campaign took place, after which we can see that the
combined rating is higher than the non-spam one. We also include an example
of reviewers demoting another extension®. In Figure B.1b, we see a large
amount of 1-star spam-marked reviews around the 215,

Fake review techniques. We identify four techniques aimed at manipulat-
ing the reputation of extensions on the Web Store while evading detection.
We refer to these reviews produced with the goal of reputation manipulation
as fake reviews. The four techniques we focus on are fake accounts, disjoint
sets of fake accounts, spamming, and written ratio reviews. Furthermore, we
define a review campaign as a coordinated effort using multiple reviews to
manipulate the reputation of one or more extensions. For example, if someone
pays for 20 fake reviews to promote two extensions, these 20 reviews would
be part of the same campaign.

1) Disjoint Sets of Fake Accounts. A motivated attacker might use disjoint—or
partially disjoint, sets of fake accounts to write reviews. Using unique
accounts makes fake reviewers less likely to be detected [31]. For example,
five can review one extension from a set of ten accounts while the other
five review another, making it harder to track the campaign.

2) Fake Accounts. A weaker version of the previous attack is to use multiple
accounts, but not necessarily unique ones. Still, attackers might prefer

4fiilkommddbeccaoicoejoniammnalkfa
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to use a set of accounts instead of simply using one account to write
all fake reviews to avoid detection. In Figure B.2, we show how many
extensions reviewers review. We observe that the majority of reviewers,
over 91%, who review at least one extension only review one. That is, an
overwhelming majority of reviewers only review one extension.

3) Spamming. Fake review authors may use automated tools or bots to submit
many reviews without the need for human interaction. Unlike the previous
methods, this approach requires analyzing the frequency and timing of
reviews to distinguish them from legitimate user feedback.

4) Written Review Dominance. The Web Store allows users to rate extensions
(1-5 stars) or write a review and rate the extensions. Since a valid account
is needed for rating and reviewing, the attacker has no additional technical
challenge. Adding text together with a rating is more persuasive. In the
case of malicious extensions, malicious reviewers can include keywords
such as “safe” and “secure” to trick users. Full-text reviews are also what
is being provided by fake review services [50, 51, 15, 52].

Motivated by these manipulation techniques, we set out to propose a
general framework for detecting fake reviews and evaluate it on reviews from
the Web Store.

C.3 FakeX: Framework

This section presents FakeX, a framework that combines five methods to
detect fake reviews of extensions in the Web Store. Our primary goal is to
detect review campaigns (RQ1) and only then identify potentially malicious
extensions (RQ2).

Detecting Fake Reviews in the Web Store. In the following, we present
three methods to detect fake reviews of the Web Store: Aggregated Time
Window (ATW), Horizontal Vertical Clustering (HVC), and Co-Reviewer (CoR)
analysis. While all three methods attempt to detect abnormal review patterns
by detecting coordinated reviews on extensions and generating clusters of
extensions with shared behavior, they have different approaches. As we
will see, the main difference between these methods is that CoR primarily
targets clusters of reviewers reusing their accounts, while both ATW and
HVC address the case where fake review authors create new accounts or
multiple accounts are otherwise used.
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C.3.1 Aggregated Time Window (ATW)

Intuition. The ATW method aims to link reviews posted within close tem-
poral proximity. This is known in the literature as a burst and is formally
defined as short periods of intensive activity followed by long periods of
inactivity [3]. By focusing on the temporal aspect, instead of reviewer IDs
or relationships, we can detect attacks using disjoint sets of accounts, as
explained in Section C.2.

Figure B.3 presents an example with two extensions, A and B, with circles
representing the reviews they get over time. ATW will connect reviews one-to-
one within the same time bursts. This effectively creates a graph with reviews
as nodes and edges connecting them if these reviews are within the same burst.
Multiple burst connections are possible. Review 2 can connect to either review
1 or 3 in this example. We maximize the number of connections. Note that if
review 2 connects with review 3, then 1 and 4 will not be connected. ATW
does not consider internal connections such as 1 to 3. Finally, we consider
the individual and common (shared) number of reviews before clustering and
filtering those that do not meet a specified threshold. In this example, reviews
1, 2, 3, and 4 are in common, while review 5 is not. This filter is crucial to
avoid clustering all extensions with very frequently reviewed extensions.

Method. First, we connect all reviews in the same burst. At this stage, we
do not have a one-to-one constraint. Second, we filter these connections
with a threshold for the ratio of burst shared between two extensions to
the max of the two extensions’ total reviews. We remove any connection
where the extensions share less than four bursts to further remove noise.
This helps remove coincidental connections where one extension with few
reviews happens to be paired up with a frequently reviewed extension with
potentially hundreds of reviews. Given the constructed graph, we face the
issue of overlapping connections, as the algorithm connects every review to
every other in close temporal proximity. On this graph, we apply discrete
optimization to match every review with at most one other, optimizing the
total number of connections.

When implementing this algorithm, a critical detail is that no review is
connected to another review of the same extension. The lack of such con-
nections naturally makes the graph of one extension pair bipartite. Bipartite
graphs are graphs in which vertices can be divided into two separate, non-
intersecting groups. If a graph is bipartite, it also implies that the incidence
matrix of that graph is guaranteed to be unimodular [30]. This property
allows discrete optimization to be applied with low computational overhead.

Finally, after the discrete optimization ensures the reviews are connected
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Time

Figure B.3: Example of two extensions with reviews and the connections ATW
makes. The dotted line shows non-maximizing connections that discrete
optimization will remove.

one-to-one, we perform a second filtering. Similar to the first filtering, we
ensure that the connected reviews make up a significant portion of the total
reviews.

C.3.2 Horizontal Vertical Clustering: A Machine Learning Ap-
proach

Inspired by previous research comparing timeseries [39], we implement a
ML-based approach. This approach involves clustering reviews into what we
call “horizontal clusters” for reviews in the same time series of one extension
and “vertical clusters” for clustering multiple time series/extensions using the
centroids of the horizontal clusters produced before. Intuitively, a horizontal
cluster represents a burst of review activity for one extension, and a vertical
cluster represents a shared burst for multiple extensions. After this core idea,
we denote our method, Horizontal Vertical Clustering (HVC). Similar to ATW,
the focus is on temporal data, allowing us to detect attacks using disjoint sets
of accounts, as explained in Section C.2.

Specifically, we use the DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) algorithm for horizontal and vertical clustering.
DBSCAN [5] is an unsupervised clustering algorithm that groups based on an
epsilon hyperparameter, which is the local radius for expanding clusters. In
this method, epsilon is the threshold for the maximum time distance between
reviews, or centroid of review clusters, within a group. This group consists
of either reviews for a single extension or centroids of multiple extensions.
It is worth mentioning that DBSCAN has been previously used in malware
analysis [26] and clustering browser extensions for malware detection [37].

While DBSCAN performs well in its role as the clustering algorithm for
this method, we are not taking advantage of some of its unique characteristics,
such as finding arbitrarily-shaped clusters. Therefore, we believe that it can
be substituted for other algorithms.

In Table B.2, we include a real example illustrating how we use HVC to
form clusters of extension reviews horizontally and vertically. In this example,
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Table B.2: Example of a vertical cluster DBSCAN produces together with
its horizontal clusters. We use 0.0001 and 1.5e-06 as the epsilons for the
horizontal and the vertical clusters, respectively. All the reviews of this table
were written on the same day (2023-01-11) between 09:46:42 and 10:44:15.

Extension Username Time Centroid
c’ Dennis 09:46:42  10:11:33
Yuriy 09:57:52 10:11:33

William 10:08:38  10:11:33
Apxkagmit  10:23:55  10:11:33

Jamie 10:40:36  10:11:33
B¢ Dennis 09:48:46  10:13:19
Yuriy 09:59:13  10:13:19

William 10:10:18  10:13:19
Apxagmit  10:25:16  10:13:19

Jamie 10:43:03  10:13:19
Ad Dennis 09:49:59  10:14:38
Yuriy 10:00:31  10:14:38

William 10:11:53  10:14:38
Apxamgmit  10:26:32  10:14:38
Jamie 10:44:15  10:14:38

we consider a vertical cluster comprising of three extensions A®, B®, and C’.
We first create the horizontal clusters, i.e., grouping reviews written close
enough in time per extension. This forms a summary of the review activity for
a single extension. For instance, we can see that HVC clusters all the reviews
within a timestamp of over 30 minutes (i.e., 9:46:42 and 10:40:36) of the C’
extension in the same horizontal cluster (see “Horizontal Cluster” column of
Table B.2).

After that, we compute the centroid (Horizontal Centroid in the table),
which serves as the datetime value for clustering extensions vertically (see
Vertical Cluster column). Interestingly, in this example, the centroids of the
reviews for these three extensions are within a radius of less than two minutes
(0:01:32.3). We also include a graphical representation of the same example in
Figure B.4.

C.3.3 Co-Reviewer

This method identifies connections between accounts that frequently review
the same extensions, regardless of when this shared activity occurs in bursts.

>geokkpbkfpghbjdgbganjkgfhaafmhbo
Smpiihicgfapopgaahidedijlddefkedc
71gjdgmdbfhobkdbejnpnlmhnplnidkkp
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Figure B.4: Example of five reviewers of three real extensions A> B, and C7
that DBSCAN groups in the same vertical cluster (18051) using 0.0001 and
1.5e-06 as the epsilons for horizontal and vertical clustering. We mark the
centroid of every horizontal cluster with a star.

This approach helps uncover clusters of fake accounts, a technique we dis-
cuss in Section C.2, which manipulates the reputation of a common set of
extensions. The primarily targeted model of reputation manipulation for this
method is reviews campaigns, detected when accounts are reused and review
several heavily overlapping extensions.

In contrast to ATW or HVC, we preprocess the data here to filter out all
accounts with only one written review. Since many reviewers only write one
review (see Figure B.2), we also improve runtime performance by removing
them early in the process.

After this preprocessing, the algorithm iterates through each account and
the extensions they reviewed, calculating the overlap between the current
account and other accounts that reviewed the same extensions. This process
establishes the degree of overlap between accounts. We use a threshold to
form clusters of accounts with a high degree of overlap. Based on these
clusters of accounts, we finally extract the list of shared extensions they
reviewed.
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C.3.4 Spam Detection

Spam detection aims to find attackers who post as many reviews as possible
in a very short time. For example, an extension might get a legitimate review
once a day but then get ten reviews in just three minutes. Our spam detection
method aims to detect this type of attack. To achieve this task, we define the
time between two consecutive reviews in an extension as At. Then, for every
pair of consecutive reviews, we mark them as suspicious if the At is less than
a threshold, which we set to three minutes in this study. In Appendix C.3,
we look closer at the general distribution of At for all extensions and further
motivate our choice of threshold.

C.3.5 Written Ratio

This method leverages users’ choice to leave a rating or attach text to their
review. Since it takes extra effort to write text, we suppose that not all users
who leave a rating will also write a review. We detect some abnormal review
patterns by analyzing the ratio between the written reviews and ratings. An
example of this type of attack is on the extension “D365-UI-Test-Designer”.
This extension has 141 ratings, all of which include written reviews, resulting
in a written ratio of 100%. As such, this method will report extensions with a

suspiciously high fraction of written reviews.

C.4 Evaluation

We implement FakeX in Python and deploy the framework on a Windows
computer using an AMD Ryzen 5 5600X CPU and 32GB of RAM. In this section,
we present the results of FakeX together with our analysis and insights.

We crawled the Web Store as of February oth 2023. In total, we collected
the extension’s name, ID, and all written reviews of 1,782,702 reviews across
55,107 extensions (out of a total of 115,124 extensions). For every review of
an extension, we have associated metadata: user’s name, user’s ID, review
text, rating, timestamp of the initial review, and timestamp of the latest
modification.

C.4.1 Aggregated Time Window

The ATW method uncovers 59 clusters with three or more extensions, with an
exceptionally high number of temporally shared reviews. For this evaluation,
we use a burst length of 60 minutes. In Table B.3, we present the number of

8]fcoehhlodiaehjepemaogbgadfoipog
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Burst (min) Clusters Extensions

1 14 29
2 35 81
3 47 124
4 55 156
5 69 189
10 85 243
15 92 282
20 115 329
30 133 387
45 154 458
60 176 520

Table B.3: Number of ATW clusters and included extensions for different
bursts.

Table B.4: Visualization of extensions with temporally shared reviews. The
second and third columns represent the time and author of each review of
Ninja Cut Unblocked, and the same goes for columns four and five, respec-
tively, for X-Trial Racing Unblocked.

Ninja Cut Unblocked X-Trial Racing Unblocked

Date Time Reviewer Time Reviewer Delta
05/01 15:47:21 Caden 15:49:37 Patricia 2m 16s
16/01 10:32:32 Tracey 10:33:46 Monika 1m 14s
17/01 15:53:06 Lea 15:54:21 Ahsan 1m 15s
23/01 15:23:44 Hobart 15:24:36 Hobart 52s
24/01 19:02:13 Claire 19:03:34 Bernadette 1m 21s
02/02 17:35:35 Mason 17:36:58 Mason 1m 23s
07/02 15:14:24 Aroni 15:15:36 Aroni 1m 12s

clusters, including small clusters with only two extensions and extensions for
different burst lengths. As we allow for a larger burst length, reviews farther
apart in time can be clustered, and as such, the number of clusters increases.
Using an excessive burst length will result in less precise results, including
false positives.

To help visualize the context of temporally shared reviews, Table B.4
shows the timestamp and the username from each review of two separate ex-
tensions’. Note that while some shared reviewers exist in this example, ATW
would still cluster the extensions even if the reviewers were entirely different.
In this example, the two extensions share all their reviews temporally, with
less than 3 minutes between every correlated review.

%iehblepfbknonbbncbidbaggofaomjop, ebllbagoalbkholngmhdlbegfjhapdpk
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Figure B.5: Cluster size (X-axis) of ATW instances based on different burst
thresholds (Y-axis). Cluster size is in terms of extensions included.

To better understand the impact of burst length on the number and size
of ATW clusters, we plot the sizes of clusters for different burst lengths in
Figure B.5. The highest density of clusters is always around 2-4 included
extensions regardless of burst length. However, as the burst length increases,
the largest clusters increase, as expected. This is shown in the figure by
the increasing number of cluster size outliers. Increasing the burst period
naturally lowers accuracy, though this is not a problem in the shown bursts.
We can see in Appendix C.3 that the review density for extensions in this
dataset should, on average, be far more than our max burst length of one
hour. Because of the low density of reviews, i.e., long time between reviews
on average, the probability that reviews are written in short succession across
multiple extensions is very low.

In Appendix C.2, we include two examples of real extensions that ATW
detects and clusters together.

C.4.2 Horizontal Vertical Clustering

The HVC method, configured with a horizontal epsilon of 0.005 and a ver-
tical epsilon of 5e-06, generates 69,618 vertical clusters. As mentioned in
Section C.3.2, these vertical clusters can be interpreted as a shared burst of
review activity for multiple extensions. This shared burst could be part, one
execution, of a larger review campaign. Therefore, these clusters can be
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repeated—some extensions will be repeatedly grouped together.

Of these 69,618 vertical clusters, 30,344 are unique (not repeated). Of the
55,107 extensions, 11,226 (20.4%) are in these clusters. The unique clusters
have an average membership of 2.09 extensions, with 6,241 clusters including
more than two extensions. Of those clusters with more than two extensions,
they have an average membership of 3.44.

Manually analyzing these 30,444 unique clusters, or even only the 6,241
clusters with more than two extensions, is infeasible. However, knowledge
of some extensions being repeatedly grouped together can inform which
extensions we select for analysis from these clusters. One simple way to
select extensions is to pick those that most frequently occur. This can be
interpreted as these extensions being most frequently manipulated in review
campaigns.

Another way, which we ended up using, is to select maximal clusters—
those that are not subsets of other clusters. The intuition here is that this
filters out the noise of popular extensions being included in the clusters which
otherwise describe a review campaign’s single execution. Both extension or
cluster selection mechanisms yield similar results, with the maximal cluster
selection having slightly better quality in our opinion. Selecting maximal
clusters with lengths greater than 2 yields 5,585 extensions, comprising 10.1%
of the extensions in the entire dataset.

Even with smaller time epsilons, some interesting patterns of relationships
between reviews that indicate fake reviews are evident in these clusters. In
particular, we see in Table B.5 that clusters often rediscover the relationship
of extensions sharing a common developer (we share the extension IDs in
Appendix C.5). These relationships can be found even when the extensions
have a different scale in the number of reviews or have many reviews. This
ability is unique to HVC among our methods (see Section C.6.2). At the
same time, HVC is liable to false positives due to coincidental reviews of
popular extensions—in this example, a popular grammar and spelling checker
plugin, unlikely to have been part of the review campaign with some obscure
extensions by the same developer, is included in a cluster.

C.4.3 Co-Reviewer Analysis

The Co-Reviewer analysis results in a total of 275 clusters. As we see in
Table 12 (see Appendix C.1), only 9% of reviewers post more than one re-
view, making the natural occurrence of these larger clusters of co-reviewing
accounts uncommon.

This method produces clusters of extensions and reviewers similar to
ATW. We can see the clusters generated by this method in Figure B.6. The
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Table B.5: A selection of HVC clusters that re-discover relationships that
indicate fake reviews, namely a shared developer. These fake reviews are
correlated even when extensions have many reviews and different scales of
the number of reviews. With horizontal and vertical epsilons of 1e-06 and
5e-06.

Cluster Extension name Dev Reviews
1 Grammar and Spelling checker...  Ginger 667
1 YT Thumbnail Downloader Sagor 26
1 Ultimate Auto History Cleaner Sagor 20
2 Share Google Contacts with... GAPPS 84
2 Share Google Contacts Plugin GAPPS 48
3 Aliexpress Search by image ganes 227
3 Aliexpress Seller Check ganes 183
4 SelectorsHub Sanjay 903
4 SelectorsHub Pro Sanjay 5
5 SelectorsHub Sanjay 903
5 TestCase Studio Sanjay 87
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Figure B.6: Clusters generated by ATW. Every point represents a cluster of a
given number of extensions and reviewers.
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Table B.6: High scoring CoR cluster with 76 reviewers and five extensions.
The table also includes the number of reviewers from the cluster that reviewed
the extension and the ratio of all reviewers included in the cluster.

Extension name Reviews from cluster ~ Ratio
Search by Image on Aliexpress 73 96.05%
Just vpn 71 93.42%
Search by Image on Alibaba 70 92.11%
Product search by image 69 90.79%
Boomtubes 35 46.05%

graph shows that the average cluster size is still very low, like the ATW
results, but there are substantially more instances of large clusters. There
are also generally more reviewers and extensions in the clusters of CoR. We
hypothesize this is due to it being a more common attack that is also easier
to detect. In the visualization, we also include the number of reviewers in
clusters—notice that there are many reviewers in many clusters, emphasizing
that this is a widely used attack technique. There is one extreme case of
the massive outlier cluster in terms of included reviewers, that is a cluster
containing 2,322 reviewers. This case results from these 2,322 reviewers
mainly co-reviewing three extensions relating to the “Sui” cryptocurrency.

As expected, CoR analysis results reveal some overlap with the ATW
method, as coordinated reputation manipulation on the same accounts across
extensions creates patterns that both CoR and ATW discover in their clusters.
ATW clusters occur when reviewers manipulate reputation simultaneously,
creating a temporal correlation between their accounts.

In Table B.6, we present a high-ranking cluster with 76 reviewers and five
extensions. One of the reviewers in this cluster is “Mark”, who reviewed all
of the top four extensions in the table in only three minutes, which we regard
as extremely fast and suspicious. Interestingly, the fifth extension in the table,
“Boomtubes”, was also reviewed by Mark three weeks later and has a much
lower ratio than the other extensions. This could indicate that this cluster is
comprised of two separate review campaigns, using slightly different sets of
reviewers.

C.4.4 Spam Detection

The spam detection method uncovers 86,894 reviews, about 4.9% of all reviews,
which are within three minutes of each other. In Table B.7, the top ten
extensions containing spam reviews are shown, where the method is run
with the threshold of three minutes, meaning that every time the extension
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Table B.7: Reviews detected as spam when executed with a threshold of three
minutes. The ratio column shows the ratio between spam reviews and total
reviews.

Rank Name Spam Reviews Ratio Rating
1 Ethos Sui Wallet 10,250 80% 5.0
2 Sui Wallet 4,095 79% 5.0
3 Swash 3,790 76% 4.8
4 Price Tracker... 3,752 68% 4.7
5 Glass wallet ... 3,713 55% 5.0
6 Fewcha Move Wallet 2,491 49% 5.0
7 Adobe Acrobat: PDF ... 2,317 14% 4.3
8 FlipShope - Price Tracker ... 1,961  45% 4.6
9 Morphis Wallet 1,832 75% 5.0
10 Bitfinity Wallet 1,672 74% 4.9

receives a review within three minutes after the last review was submitted,
the spam count is increased by one. These numbers are incredibly high, a
view supported by the vast top density. Also, notice that in the top ten, there
are almost exclusively crypto-related extensions and price trackers, besides
Adobe Acrobat. Adobe has a high number of spam reviews but a lower ratio
compared to the others. Still, it is quite high compared to other popular
extensions on the Web Store, e.g., NordVPN (1%), MetaMask!! (0.5%), and
Skype!? (0.5%).

In Appendix C.4, we include a visual example of how spammed reviews
look on the Web Store, including the timestamp of the reviews. We also
highlight the rating distribution between spam reviews. The vast majority of
spam reviews leave a rating of 5.

C.4.5 Written Ratio

Figure B.7 depicts the distribution of written ratios, illustrating how unlikely
extensions are to have these high ratios, especially considering how many
reviews they have. The x-axis indicates the number of reviews the extension
has to have strictly above to be included in the subset. For example, the first
distribution includes all extensions. A big spike at the top indicates that many
extensions have close to a 100% ratio. This is mainly due to extensions with
few reviews, explaining the spikes at 33%, 50%, 66%, and 100% when including
all extensions. However, as in the other distributions, the distribution quickly
moves to the bottom for extensions with more reviews. The data reveal that

0fjoaledfpmneenckfbpdfhkmimnjocfa
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130



C. FakeX: A Framework for Detecting Fake Reviews of Browser Extensions

I

I
Q'\‘I/'bb‘GJQGJ QQQQQ
\\‘1,‘1'936(1?36%0

Ratio

Minimum Number of Reviews

Figure B.7: Relationship between thresholds (on number of reviews) and
written ratios.

extensions with a 100% written review ratio are highly improbable to occur
naturally, especially in the subsets of extensions with above 25 reviews.

Table B.8 presents the total ratings, written reviews, and written ratio for
the top 10 scoring extensions. Every single one of the selected extensions has
a written ratio of 100%. The “Percentile” column shows at what percentile
the specific extensions rank if we exclude all extensions with strictly fewer
reviews and compare the written reviews between the remaining extensions.
For example, the top row means that no extension exists with the same number
of reviews or more with the same written ratio, 100%.

Many cases in Table B.8 present other types of suspicious behavior or
other indications of being fake reviews. For example, in both “D365-UI-Test-
Designer” and “DigiNovo screen sharing for A1 shop” all reviews contain the
exact same review text, ‘I like it!”. Many of the other ones show other signs of
fake reviews, for example, a large number of reviews in a short time period.

Consider the distribution data shown in Figure B.7—while extensions
with only a few reviews can, and do, have high written ratios, extensions
with many reviews should not consist of solely written reviews. Given this
distribution, the near-100% written reviews of the extensions with 100s of
reviews in Table B.8 should be exceptionally rare. Every single extension in
Table B.8 is at least in the top sub-one percent of their respective threshold in
Figure B.7.
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Table B.8: Top 10 scoring extensions by the Written Ratio method with their
total ratings, written ratio, and percentile.

Name Ratings Written Ratio  Percentile
Opened or Not - Free Email... 705 100% 100.00%
TwitterScan - Find NFT Gems... 384 100% 99.96%
D365-Ul-Test-Designer 141 100% 99.96%
DigiNovo screen sharing for... 136 100% 99.94%
AliExpress Search By Image... 126 100% 99.93%
Cashback beruby 116 100% 99.91%
RippleHouse 103 100% 99.87%
Jetstream 103 100% 99.87%
BROSH for LinkedIn and Gmail 102 100% 99.87%
Marucast Desktop Capture 99 100% 99.86%

C.5 Malicious Extensions

In this section, we explore the relationships between extensions with fake
reviews and their maliciousness. We both present qualitative examples and
a more quantitative case-study of the clusters generated by ATW. While we
would want to analyze the maliciousness of all extensions, generating this
ground truth is prohibitively slow and labor intensive.

C.5.1 Security Analysis

To evaluate the correlation between fake reviews and malicious extensions we
first need a ground truth of malicious and benign extensions. While there are
a plethora of malicious actions extensions can perform, we limit our analysis
to the following attacks.

1) Query stealing [9]. This attack steals users’ search queries from popular
engines, either by presenting a search bar in a new tab or injecting code
into search engines. A common pattern is that the attacker’s search form
will lead to a third-party server, which in turn redirects the user to the real
search engine.

2) History stealing [9]. This attack focuses on tracking every URL a user visits.
For example, by injecting code that fetches data from a third-party server
on every URL.

3) Affiliate fraud [25]. In this attack, attackers try to make money when users
shop online. If a user buys something on, for example, Amazon.com, a ma-
licious extension might use cookie stuffing to give the extension developer
a commission on any purchase.

4) Survey scams [8]. Survey scams force or trick users into completing online
surveys in order to use a service. The surveys usually collect personal data
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Table B.9: ATW cluster containing “New Tab” extensions. A connected review
is a review that happened within the same burst as another in the cluster.

Extension Name Total Reviews Connected Reviews

SimpleTab 11 11
TopTab 10 8
NWTab 10 7
Handy Tab 9 6
Summer Tab 10 6
Amazing Tab 10 6
ToDoTab 10 6
Charming Tab 11 6
AmTab 10 5

while tricking the user into paying for a “prize” and stealing their credit
card number.

We choose these attacks because they were explored in previous works
and are relatively straightforward to detect. More specific attacks, like stealing
information from social media sites, are difficult to detect as they might require
valid accounts.

We manually analyze extensions by inspecting their source code and exe-
cuting them to ensure malicious behavior exists. This task is labor-intensive,
averaging over 10 minutes per extension. Since we are analyzing clusters, in
most cases, the first extension takes longer to review. We can then generate a
code signature to identify other extensions exhibiting similar characteristics.
In total, we manually analyzed 299 extensions for malicious behavior.

C.5.2 Case-study of ATW clusters

To better understand the relationship between fake reviews and maliciousness,
we perform a security analysis of the 286 extensions in the 59 clusters found
by ATW. We detect 12 suspicious clusters (ratio of malicious extensions above
80% in Table B.10). After a manual analysis, we find a cluster composed of
“New Tab” extensions (see Table B.9), which are notoriously malicious and
often involve query stealing [9]. This confirms that ATW detects malicious
extensions.

In Table B.10, we report on the clusters with three or more extensions
that ATW finds using bursts of 60 minutes. Interestingly, we note that many
clusters are either strictly benign or strictly malicious. This indicates that
review campaigns for malicious extensions do not mix with review campaigns
for benign extensions. Furthermore, this supports ATW’s ability to find
meaningful clusters of related extensions.
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Table B.10: Number of clusters and percentage of malicious extensions in the
clusters. From ATW using 60-minute bursts.

Maliciousness

#Total

0% 0%-25% 25%-50% 50%-75% 75%-100% 100%
#Clusters 39 2 1 4 2 11 59
#Extensions 180 17 3 19 22 45 286

C.5.3 New Tab Clusters

We further explore the extensions marked by all methods to find new mali-
cious ones. We focus on a particular breed of extensions known for malicious
behavior, the “New Tab” extensions [9]. These hijack the browser’s home tab,
replacing it with an alternative that modifies its functionality and appearance.
In many cases, they also maliciously steal the users’ search queries by redi-
recting traffic to their servers before redirecting them back to a real search
engine.

Currently, there are 111 extensions flagged by all our methods. Among
them, 13 are classified as “New Tab” extensions and, consequently, subjected
to a thorough manual inspection. Astoundingly, each of these 13 turns out to
be a query stealer. This discovery led to a further exploration of the clusters
these culprits were associated with, according to the ATW and CoR methods.
Following an exhaustive analysis of these clusters, the tally of malicious query
stealers swells to 26. Interestingly, these extensions are dispersed across four
distinct clusters, with the largest cluster harboring 16 of the 26 extensions.

C.5.4 Large Malicious Cluster

We look closer at the largest ATW cluster, composed of 18 extensions, of
which 17 are malicious. All the malicious extensions use the same attack,
namely malicious surveys. These are web pages that look like genuine surveys
but trick the user into expensive subscriptions or malicious file downloads.
For extensions, they also act as “human validation” needed before exposing
malicious behavior.

Using FakeX, we find the game extension “Bloons Tower Defense Un-
blocked”!® that was flagged by all methods except Spam Detection. We manu-

ally verify that the extension presents users with a survey from stallmobiles.

which is part of a malware list [44]. However, the extension uses one level of
redirection by first loading the http://gameunblocked.pl/bloonstdgame-

13 monljmeefnongjlfefogaoldojpchhpg
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newtab web page, which redirects to stallmobiles. com, making static code
analysis harder. Interestingly, the only extension in this cluster that is not
malicious had the same code structure, but no URL.

C.5.5 Expanding from Known Malicious Extensions

Finally, we demonstrate that FakeX can be used to expand a list of known
malicious extensions. We collaborate with Adblock Plus and Avast on this
particular deployment of FakeX. Utilizing a list of newly discovered 18 popular
yet malicious extensions from Adblock Plus [36], we compare it against the
results from ATW and CoR.

Interestingly, at least one of our methods flagged 16 of the 18 extensions.
On delving into the clusters in CoR and ATW, we find that the union of clus-
ters having at least one of these 16 extensions comprises 40 extensions. We
present this list to Adblock Plus for further analysis. Based on this, Adblock
Plus finds and confirms by Avast that 16 more extensions contain similar
malicious code [36]. Furthermore, 8 of these used an improved version of
the malicious code, compatible with the new manifest v3 [35]. Adblock Plus
publicly acknowledged [36, 35] our contribution to discovering the additional
16 malicious extensions, and Google subsequently removed all of these exten-
sions from the Web Store.

C.6 Discussion

In this section, we compare our methods, exploring their implications and
relevance in the broader context. Additionally, we address the limitations
inherent in our study, providing transparency about potential constraints and
avenues for future research.

C.6.1 ATW and CoR

The main difference between ATW and CoR is that CoR primarily detects
accounts with many reviews. In contrast, ATW often detects new accounts
with only one singular review and strong temporal connections within clusters
of unique accounts.

Since both ATW and CoR create clusters, we want to explore if overlaps
in these clusters can help us find new malicious extensions. Since we already
generated the ground truth for the ATW clusters, we search for CoR clusters
that overlap with the ATW clusters. We present one such cluster in Table B.11.
If only ATW were used, only three malicious extensions would be found.
However, combining ATW and CoR allows us to find three new extensions,
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Table B.11: A cluster of malicious extensions found by CoR compared with a
subset found by ATW.

Extension ATW  Malicious
Film Links Now | Default Search v
Autumn Tab v v
Primary Tab v v
Tasks Area v
Black Tab v v
Age Calculator v

which manual analysis confirms to also be malicious. This shows the power
of combining the methods to find more malicious extensions.

C.6.2 Comparing ATW and HVC

Since both ATW and HVC base their clustering on temporal data, a comparison
of the two methods is valuable. The methods are not directly comparable
as ATW combines reviews from multiple time windows while HVC only
considers two time radii.

In Table B.9, ATW detects a cluster of nine extensions with fake reviews.
However, it does miss the “NiceTab StartPage” 1 extension that HVC finds in a
cluster together with “Charming Tab” 1°. ATW misses this extension because
compared to the other nine in the cluster, this one had multiple reviews
before the shared review campaign. Since ATW only clusters extensions
with a significant overlap in reviews, it is not included. In general, ATW has
difficulty clustering extensions that already had many reviews before getting
fake reviews in the course of a review campaign. Reducing the threshold for
the needed overlap could decrease the number of false negatives and allow
ATW to cluster all ten of these extensions. However, it might also increase
the false positive rate and possibly add unrelated extensions to this cluster.

On the other hand, HVC does not cluster the other nine as a separate
cluster. This is because other popular extensions, like NordVPN ¢, also got
reviews within only 20 minutes of the other new tabs. A general pattern we
note is that ATW is often more precise in its clustering, with the downside of
occasionally missing some extensions HVC finds in its clusters.
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Goals of ATW and HVC - FP vs FN

While we do not have labeled fake review data to train a model on, we can
still compare these two methods for detecting fake reviews based on related
metrics. One metric can be malware labeling performance—which extensions
containing malware are flagged by each method?

An obstacle is the lack of labeled data. A relatively independent labeling is
that used by the Chrome browser—extensions can be labeled “malware”, which
will affect their ability to be loaded into the browser. Conversely, Chrome
also has a notion of “good” extensions. The Chrome browser can allow some
extensions in ESB (Enhanced Safe Browsing), which can be interpreted as
being “safe” extensions. Using these labels provided by Chrome, we label
“true positives” as being on the malware list, and “true negatives” as being
on the ESB allowlist. False positives by this metric are extensions flagged by
ATW or HVC that are not included in the Chrome malware list. Similarly,
false negatives are extensions flagged by ATW or HVC that are considered
safe by Chrome—on the ESB allowlist.

Metrics based on this labeling are conservative—we can establish some
floor on false positives and false negatives. These Chrome-provided labels
still do not cover the entirety of our dataset of extensions with reviews.
Furthermore, these metrics are not an accurate description of performance.

This is plotted in Figure B.8. The trends of ATW and HVC illustrate
our previous observation of ATW having more accurate clusters—it has low
false positives. When scanning for malware, a low false-positive rate can be
valuable. ATW provides this low false-positive solution, while HVC can be
used for better recall.

C.6.3 Focus on metadata

In this work, we solely focus on metadata to detect fake reviews of browser
extensions in the Chrome Web Store. While content can also be used to detect
fake reviews (see Section C.7), we argue that detection mechanisms reliant
on content are more easily eluded. Content can be faked easily and cheaply —
fake review authors can copy existing review text, or generate them with a
variety of methods. Metadata can also be faked, including with the fake review
techniques discussed in Section C.2. However, timestamps and user relations
are harder and more expensive to fake, in that obscuring these temporal and
user connections requires more time and user profiles to conduct a review
campaign.

This metadata is not unique to the Chrome Web Store, and the fake
review detection techniques we propose should be applicable to other online
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Figure B.8: Performance of ATW and HVC according to Chrome malware
labels, with each data point being a different parametrization of the respective
methods. In general, ATW provides a low false-positive solution, while HVC
offers low false-negatives.

marketplaces. However, the timestamps utilized by the ATW, HVC, and Spam
Detection methods are not always readily available - we note that the Yelp
[23] and Amazon [34] datasets only have coarse date precision for their review
timestamps.

C.7 Related Work

Browser extensions. Researchers explore methods for detecting malicious
extensions, ranging from scrutinizing downloads [38] and dynamically an-
alyzing extension behavior, including information sent to external parties
[9], to examining the sequences of API calls of common malicious actions
[1]. Furthermore, studies have explored trends and values, detecting anoma-
lous ratings [37], and monitoring extension executions to identify content
modifications, such as injecting advertisements [2]. Static analysis to detect
malicious JavaScript code could also be repurposed to detect malicious ex-
tensions [11]. Conversely, extensions have also served as vectors for attacks,
i.e., exploiting some vulnerabilities in the extensions’ source code, enabling
activities like user tracking [49, 47, 48], acquiring sensitive information such
as user history [6, 12], and facilitating remote code execution [46, 12]. Static
analysis has been employed to discover such vulnerabilities [53, 13].
Pantelaios et al. [37] analyze anomalous extension ratings, code changes,
and keyword pattern matching. However, their methods are limited to ex-
tensions with at least 50 reviews. FakeX focuses on the time component
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rather than the content of the reviews, and therefore, has no limitation on
the number of reviews.

Despite the significant progress in browser extension security [24, 43, 9,
25], the orthogonal focus on user reviews and reputation manipulation in the
Web Store, as highlighted in our research, represents a promising and fruitful
direction that complements the prior studies.

Fake reviews. Fake review detection has been studied in other marketplaces,
where users can also post reviews of products. However, prior methods in
this area are often supervised and require ground truth labeling. This is not
available for our application to extensions in the Web Store. Furthermore, the
labeled datasets used in prior works can lead to biased results and methods.
For example, datasets derived from Yelp business reviews are commonly
used [4, 33, 22]. These methods assume that the user-submitted reviews Yelp
does not label as “Trustful” are fake. This can introduce a bias towards learning
the techniques Yelp uses internally for its filtering. Other approaches [10, 20]
solicit fake reviews through Amazon Turk. This could also introduce a bias
towards detecting fake reviews produced with a specific generating system.
Unsupervised methods, such as FakeX, avoid being biased in this fashion.

Despite these difficulties with either applying previous fake-review de-
tection approaches to the browser extension ecosystem, or evaluating their
performance, these works are still useful to compare to the methods of FakeX.
Fake review detection approaches can be grouped by the data used. Some
methods use reviewer networks [40, 22, 28], similar to the CoR analysis in this
paper. Methods using timestamps [29] have some similarities to ATW, HVC,
and Spam detection in this paper. The Written Ratio method uses review
text (in its presence/absence), similar to [33, 20]. Finally, some methods also
combine multiple features [10, 4, 32] as FakeX does. Despite these surface
similarities, FakeX offers a novel unsupervised framework for detecting fake
reviews with methods that are suited to finding malware in browser exten-
sions, primarily using temporal review graph features. We expand on this by
comparing it to the mostly closely related works below.

Rathore et al. [40] obtain partial ground-truth information about fraud
reviewer IDs by soliciting fake reviews for applications on the Google Play
Store, using Fiverr, a platform that connects freelancers to people or businesses
looking to hire. While a partial ground truth would be valuable to informing
both our method and evaluation, soliciting fake reviews could lead to bias in
the data. Furthermore, buying fake reviews will not provide useful temporal
data, necessary for the central ATW and HVC methods of FakeX.

Li et al. [28] also use partial ground-truth, assuming fake review labels
from the review-hosting site Dianping have high recall. This enables a Positive
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and Unlabeled (PU) learning approach, where the reviewer graph with ‘fake
reviewer’ labels is iteratively extended from an initial set, using the association
of shared IPs. The Web Store does not offer either fake review labels or user
IP addresses.

He et al. [22] form a ground truth about Amazon product reviews by
monitoring Facebook groups that act as marketplaces for buying and selling
fake reviews. From these groups, they identify which products buy fake
reviews and train a model on the review network to detect these. Given the
absence of evidence linking concrete buyer-seller networks, such as Facebook
groups, to fake reviews in the Web Store, investigating such a relationship
emerges as a potential avenue for future research. Unlike the focus of this
paper, FakeX employs CoR analysis to identify highly clustered fake reviewer
networks, while ATW or HVC can uncover more nuanced relationships that
exploit disjoint sets of fake accounts.

The method proposed by Liu et al. [29] is perhaps the closest to our appli-
cation of ATW and HVC, in that they utilize review timestamp metadata to
identify anomalous review activity. The authors crawl Amazon China for re-
view records, then apply different time windows to bucket review activity for
a particular product. The authors use an unsupervised clustering algorithm
(isolation forest) to identify products whose review activity is anomalous.
When applying this simple bucketing approach, we were unable to recre-
ate the interesting fake-review and malware clusters produced by FakeX. A
potential issue with applying their method to extension data is the larger
timespan considered. Simple bucketing will yield a list of buckets from the
dataset start time to end time, most of which will be empty. Comparing these
high-dimensional points is challenging. In contrast, FakeX’s HVC performs
horizontal clustering to ease the somewhat analogous vertical clustering task.

Barbado et al. [4] propose a Fake Review Framework (F3), which combines
reviewer and review text features, and apply this to the Yelp dataset. Reviewer
features are mainly about the reviewer’s activity, though this does include
direct relationships such as friend networks. In contrast to this work, FakeX
utilizes indirect relationships by reviewing the same extension through related
reviews (ATW, HVC, Spam Detection, Written Ratio) or accounts (CoR).

Mukherjee et al. [32] also combine reviewer and review text features. They
use expert labels of Amazon fake reviewer groups to hand-craft a set of spam
indicator features containing reviewer behavior, relationships, and content
similarity. The ‘spamicity’ of reviewers and groups is then iteratively refined
with these features. This method does seem applicable to the Web Store
setting, but the base features will likely have to be adjusted when transposed
from the original setting. We did not re-implement this method to evaluate,
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as the source code is unavailable.

Other solutions are based on the links of the reviewers, reviews, products,
and merchants [10], or the sentiment analysis of the reviews [33, 20]. FakeX
does not use these additional features. While the knowledge graph proposed
by Fang et al. [10] can contain the review graph features used in this paper,
this method is inapplicable without both a more complete understanding of
the fake review ecosystem for browser extensions, and labeled data to train
models to both use the knowledge graph and evaluate its complex construction.
The integration of additional features into the analysis of browser extensions
is a promising avenue for future research.

C.8 Conclusion

We propose FakeX, a framework for detecting fake reviews in browser exten-
sions. FakeX leverages five methods, ATW, HVC, CoR, Written Ratio, and
Spam Detection, to identify extensions with fake reviews. Our evaluation
unveils hundreds of review campaigns used on the Web Store, as well as,
different attack techniques used in the campaigns. In particular, we find
59 clusters across 286 extensions with fake reviews sharing temporal pat-
terns. This positively answers our first research question, whether reputation
manipulation exists on the Web Store.

While fake reviews do not necessarily imply malicious intent, they put
extensions with fake reviews into the spotlight and motivate further scrutiny
for security risks. This leads to the positive answer to our second research
question on leveraging our methods to detect malicious extensions. Using
FakeX we find a total of 86 extensions with a total of 64 million users. After
reporting to Google, 44 of these extensions were removed. Finally, we collabo-
rate with Adblock Plus and Avast to demonstrate FakeX in action, expanding
a seed list of newly detected malicious extensions to discover a further 16
malicious extensions with millions of users, where in some cases attackers
tried to improve malicious code.
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C.1 Browser Extensions Reviewers

In Table 12, we include the overall number of extensions with reviews (first
row), reviewers (second row), and reviews (third row). We further break
down both the reviewers and the reviews they post by the type of reviewer.
Reviewers are either Single, if they have posted only one review, or Multi, if
they have posted multiple.
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Table 12: Reviews distribution as of February 2023

Reviewers
Metric Single Multi Total

Total Extensions 55,107
Total Reviewers 1402687 (91.29%) 133,819 (8.71%) 1536506
Total Reviews 1402687 (78.68%) 380,015 (21.32%) 1782702

C.2 Aggregated Time Window Examples

Figure 9 depicts visual examples of high-scoring clusters. Notice the similari-
ties in amount of reviews, which are closely related in quantity. They also
share a temporal pattern of when the reviews were submitted, which is why
ATW clustered them.

www.1688.com Data Scraper - Product, Sales Telegram Search Engine - TG Group Link Search
Yk 27 @ | Productivity | 2,000+ users Yk Wk K 62 @ | Social § Communication | 3,000+ users

Taobao Tmall Data Scraper - Sales,Product M Gmail Checker - Multi Account Gmail Notifier
YAk KKK 28 O | Productivity | 920 users @ Featured
Tokopedia.com Data Scraper - Product, Sales F A KKK 58 @ | Productivity | 2000+ users
Tdkdk 22 O | Produstivity | 840 users Telegram Web - Use TG on Windows/Mac
Shopee Data Scraper - Product, Sales Ak FHk 0 O | Social & Communication | 1,000+ users
AR APk 27 © | Productivity | 2,000+ users Send from Gmail - Share a Link Via Email

Lazada Data Scraper - Product, Sales @ Featured
WA AWk 25 @ | Productivity | 1,000+ users Yk ko 57 © | Productivity | 665 users

Amazon Data Scraper - Price, Product, Sales 7\4\/ GMerge - Gmail Merge Mail

Y e e e e 55 D | Social & Communication | 836 users

Yk i W Kk 41 ) | Productivity | 2,000+ users
& Telegram Sender - Telegram bulk message send

ok k kK 70 @ | Social & Communication | 9,000+ users
Feeel Schedule Email by Gmail

Yk ok 59 @ | Social & Communication | 245 users

Entrar for Gmail

A KKK 69 © | Accessibility | 1,000+ users

Figure 9: Visual example of two clusters found by the ATW method.

Figure 10 compares reviews of two extensions from the Gmail cluster.
Notice that they got reviews at the same time between extensions. In this
case, it also happens to be the same reviewers, resulting in this particular
pattern being clustered by CoR as well.

C.3 Review time distribution

In Figure 11 we see how reviews are distributed in time. Interestingly, the
data seem to follow a log-normal distribution (the x-axis is in a logarithmic
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. Sep 30,2022 Yo e Y v l Sep 30,2022 Y Je e de
Loved it Kudos to the team who designed the extension and help customers with
Was this review helpful? () Yes () No  Reply | Mark as spam or abuse usability
Was this review helpful? (O Yes () No  Reply | Mark as spam or abuse
PY Sep20,2022 R W KK
& nctional [} Sep 30,2022 Jede e ek
Was this review helpful? () Yes () No  Reply | Mark as spam or abuse o functional
Was this review helpful? (O Yes (O No  Reply | Mark as spam or abuse
° Sep 30,2022 v kR
@ Amazing! ! ® Sep 30,2022 Je ¥ ¥ v
Was this review helpful? (Q Yes (O No  Reply | Mark as spam or abuse ® Very convenient tool!ll
Was this review helpful? (O Yes (O No  Reply | Mark as spam or abuse
‘ Sep 28,2022 e v Yo Sk
Amazinglll Really helpful~ ‘ Sep 28,2022 ke ek
Was this review helpful? () Yes (O No  Reply | Mark as spam or abuse Powerful extention!
Was this review helpful? (O Yes (O No  Reply | Mark as spam or abuse
Sep 28,2022 Y ek
‘ gasy 1o use ‘ Sep 28,2022 Y Je v ok de
Was this review helpful? (O Yes (O No  Reply | Mark as spam or abuse Powerful
Was this review helpful? () Yes () No  Reply | Mark as spam or abuse

Figure 10: Temporally shared reviews between extensions, clustered by both
ATW and CoR. Last names are removed from reviewers for ethical reasons.

scale) where the average At is over 19.5 days. Also notice the spike at 1,
which only contains reviews with a second or less time delta, which is the
most extreme case of spam. We even observe 14 cases of sub-millisecond
deltas; since the Web Store has only millisecond accuracy, these have the
same recorded timestamp. Approximately, 95% of the reviews have a At of
more than three minutes, making three minutes a reasonable threshold to
find abnormally fast reviewing activity.
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Figure 11: Data distribution of the difference in time between reviews (deltas)
in an extension.

C.4 Spam detection rating

Figure 12 shows how spammed reviews look on the Web Store, including the
timestamp of the reviews. Note that there are only a few seconds between
each review, except for two reviews in the same second.

. Hidden username  Nov9,2022 ¢ % % % K 2022-11-09 16:38:29
Good Wallet!

Hidden username ~ Nov 9,2022 sy de v 2022-11-09 16:38:07

Good project!

Hidden username  Nov 9, 2022 ve Y v % 2022-11-09 16:37:57

Good wallet

Hidden username  Nov 9,2022 v v v %% 2022-11-09 16:37:26

so amazing wallet, easy to use , i looking foward mainet

Hidden username  Nov 9,2022 ¢ Y9 % 2022-11-09 16:36:55

OTNUYHBI Kolwenek!

Hidden username  Nov 9, 2022 ¢ J¢ v J¢ % 2022-11-09 16:36:55

@eetete D

good wallet

Figure 12: Spammed reviews with timestamps on the extension Ethos Sui
Wallet.

Figure 13 presents the distribution of ratings within spam reviews, i.e.,
reviews made in less than three minutes of each other. The graph shows that
a large majority of the spam reviews are five star reviews, indicating these
reviews are mainly used to promote extensions.
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Figure 13: Rating distribution of spam marked reviews, using a threshold of
three minutes.

C.5 Extension IDs for examples named in tables

In Table 13, we present all the extensions used in tables throughout the paper
together with their IDs, and if we consider them malware.
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Table 13: Extension IDs for examples named in tables.

Table Extension name Extension ID Malware
Table B.5 YT Thumbnail Downloader akfikgmhbajiaekdbgchbmhkceclncda No
Aliexpress Search by image jkcacbjiofjgbnaknoojjboeiinempoa No
Grammar and Spelling checker by Ginger kdfieneakcjfaiglcfegkidlkmlijjnh No
SelectorsHub Pro kodoloplfbnhlfcepehlafnbojbfgglb No
TestCase Studio loopjjegnlcenhgfehekecpanpmielcj No
Ultimate Auto History Cleaner nfnjemoofkhppjhjcehbddolbalmibkg No
Aliexpress Seller Check mibmplgflabdmnnoncnedjfdpidjblnk No
SelectorsHub ndgimibanhlabgdgjcpbbndiehljcpfh No
Share Google Contacts with Shared Contacts nhmihkokjnmeaagjihlamgohjfmapehj No
Share Google Contacts Plugin nllecbomigehlngfclbgjeghfmfajfgp No
Table B.6  Just vpn apmomfapnjopaiiidbockbmbkklcfgni Yes
Search by Image on Aliexpress chdmkeeecofpljchimdkliaknhaibkgm Yes
Boomtubes igjenkfpfgfhoaagnmbbidjfbobmkohe No
Product search by image inbbmabopknohmlmilkhjdidlmbhhofd Yes
Search by Image on Alibaba pamfkmlimebecnfjoikmacloehbkhhoj Yes
Table B.7  Flipshope: Price Tracker and much more adikhbfjdbjkhelbdnffogkobkekkkej No
Swash cmndjbecilbocjfkibfbithngkdmjgog No
Fewcha Move Wallet ebfidpplhabeedpnhjnobghokpiioolj No
Adobe Acrobat: PDF edit, convert, sign tools efaidnbmnnnibpcajpcglclefindmkaj No
Morphis Wallet heefohaffomkkkphnlpohglngmbcclhi No
Price Tracker - Auto Buy, Price History hegbjcdehgihjohghnmdpebepnoalode No
Bitfinity Wallet jnldfbidonfeldmalbflbmlebbipcnle No
Glass wallet | Sui wallet loinekcabhlmhjjbocijdoimmejangoa No
Ethos Sui Wallet mcbigmyjiafegjnnogedioegffbooigli No
Sui Wallet opcgpfmipidbgpenhmajoajpbobppdil No
Table B.8 BROSH for LinkedIn and Gmail bhjeblnbniahjoghbengookdjdjjllde No
RippleHouse dbjdhpndplhpppleinigdfnbibilkmod No
Opened or Not - Free Email Tracker dmchdoholidpalbigibegkkifklkenil No
TwitterScan - Find NFT Gems & Trending Tokens dmlbdfmbofhfnkneodciekpgaacbgdfo No
Jetstream ijancdlmlahmfgcimhocmpibadokedfc No
Marucast Desktop Capture fjfnbddkahphhfhpmgknhgfbbnbbajkh No
D365-Ul-Test-Designer Ifcoehhlodiaehjepemaogbgadfoipog No
AliExpress Search By Image | Rovalty lijlkcihmpnnaijedioieaafmghjdnca No
Cashback beruby lldknhffmfbndpbknmcckoelpidapidf No
DigiNovo screen sharing for A1 shop pmpmejbonomjlbhphkkbeeeecpnknkpn No
Table B.9 NWTab abcmjdhbopfnfkdonmkadfdghgipdeic Yes
Amazing Tab agpoehmhgoieigdbjhgphpagmloehamn Yes
SimpleTab ajjhojeehlipcemlodoncklkdoficgdi Yes
Summer Tab dclbdlgnlaodfbjghpdjiodbnlicgalo Yes
AmTab jalfhdofagnilegabknbiollkndbebei Yes
ToDoTab jgealhbknfjhffedciigejkicpdnmhli Yes
Charming Tab kbnpeiabjlfcakokkpbcgalbgiljoddf Yes
Handy Tab kfnpaphhpnngikfmnofpkakbaekbafil Yes
TopTab oilcbojeghcfkidelemjbnbmaplfegbj Yes
Table B.11  Black Tab coadpnfaiboiicgpgeggcpkkgpbbcele Yes
Age Calculator gbaakcccffklmhhjhfamehdfcieojmbb No
Film Links Now | Default Search hfgpkllpjcfpakbldlighhmkgkajjndk No
Primary Tab mkakgkpinfpfapnliafpjkeccjphjgjf Yes
Autumn Tab omcgiabgadgmpcplhdlniiddjbcocaah Yes
Tasks Area | Task Management Tool pahcgdhpimolppohfdgenfjeglelonab No
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