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A B S T R A C T

This paper addresses the challenge of resolving value conflicts in the public governance of artificial intelligence 
(AI). While existing AI ethics and regulatory frameworks emphasize a range of normative criteria—such as ac-
curacy, transparency, fairness, and accountability—many of these values are in tension and, in some cases, 
incommensurable. I propose a procedural justice framework that distinguishes between conflicts among deriv-
ative trustworthiness criteria and those involving fundamental democratic values. For the former, I apply 
analytical tools such as the Dominance Principle, Supervaluationism, and Maximality to eliminate clearly inferior 
alternatives. For the latter, I argue that justifiable decision-making requires procedurally fair deliberation 
grounded in widely endorsed principles such as publicity, inclusion, relevance, and appeal. I demonstrate the 
applicability of this framework through an indepth analysis of an AI-based decision support system used by the 
Swedish Public Employment Service (PES), showing how institutional decision-makers can navigate complex 
trade-offs between efficiency, explainability, and legality. The framework provides public institutions with a 
structured method for addressing normative conflicts in AI implementation, moving beyond technical optimi-
zation toward democratically legitimate governance.

1. Introduction

In recent years, there has been a significant debate surrounding the 
use of artificial intelligence (AI) in public decision-making. Examples 
include its application in areas like social welfare, medicine, criminal 
justice, and employment services (see e.g., Eubanks, 2018, Kaur et al., 
2022, Berman et al., 2024). It is increasingly agreed that AI in public 
decision-making should be trustworthy (Reinhardt, 2023; Zanotti et al., 
2023). This trustworthiness encompasses aspects such as accuracy, 
robustness, transparency, accountability, and fairness (Kaur et al., 2022; 
Reinhardt, 2023; Zanotti et al., 2023). These principles are not only 
integral to the ethical guidelines adopted by the private sector but also 
to legislation, like the European Union’s AI act. The preamble was the 
suggestion from EU’s High-Level Expert Group on AI, which published 
the ‘Ethics Guidelines for Trustworthy Artificial Intelligence’ (HLEG, 
2019). This document has since become a foundational reference in 
studies exploring the practical implementation of trustworthiness in AI. 
Similarly, the EU AI Act, which came into force in August 2024, repre-
sents a legally binding framework for AI governance (European Parlia-
ment and Council, 2024).

Despite broad agreement on the need for trustworthy AI, debates 
persist over how to prioritize competing values. Conflicts frequently arise 
between accuracy and transparency, particularly in high-performing AI 
models like neural networks, which often trade interpretability for 
predictive accuracy (see e.g., Berman et al. 2024). This lack of trans-
parency makes it difficult for public officials and affected individuals to 
understand or challenge decisions. While future solutions—such as 
explainable AI (XAI) or hybrid decision-making models—may help 
bridge this gap, they remain underdeveloped or impractical in public- 
sector decision-making due to their complexity, limited technical 
expertise, and institutional constraints. A similar challenge emerges in 
AI-driven legal decision-making in cases of e.g., racial bias (Angwin 
et al., 2022). The COMPAS algorithm, used in sentencing, illustrates a 
fundamental fairness conflict: ensuring equal treatment would require 
identical false positive and false negative rates across racial groups, 
while prioritizing predictive accuracy could justify different rates if they 
reflect real disparities in historical data. This trade-off is not just tech-
nical but deeply normative, as resolving it inevitably privileges one 
ethical principle over another (see e.g., Loi et al., 2023). Despite 
extensive discussion, there is still no clear framework for recognizing, 
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analyzing, and balancing these conflicts in trustworthy AI (see e.g., 
Petersen, 2021; Reinhardt, 2023; Ryberg & Petersen, 2022).

This paper aims to utilize philosophical theorizing to understand 
conflicts in AI usage, discerning when such conflicts arise and how to 
address them. I propose a framework for analyzing what constitutes 
truly trustworthy AI. Trustworthiness in AI extends beyond embedding 
the right values; it also involves recognizing value conflicts and 
responding appropriately. I argue that there are fundamental values or 
principles essential for trustworthy AI in public decision-making, but 
their interpretation and content may vary based on the specific context of 
application. Additionally, when unsolvable clashes between values or 
principles occur, they should be resolved through pure procedural jus-
tice procedures. Thus, rather than assuming that AI systems must meet 
all trustworthiness conditions simultaneously, this paper argues that AI 
governance is a balancing act in which decision-makers must system-
atically weigh competing values. This structured prioritization ensures 
that AI implementations remain justifiable within democratic in-
stitutions rather than being assessed through a rigid pass/fail evalua-
tion. To demonstrate the practical applicability of the framework, I will 
utilize an empirical case where an AI system is used in the Swedish 
Public Employment Service to determine whether applicants should get 
access to some of their services such as educational programs etcetera.

The structure of the paper is as follows: I begin by constructing a 
framework for identifying and addressing genuine conflicts concerning 
AI in public decision-making. I then apply this framework to the case of 
the Swedish Public Employment Agency (PES) to demonstrate its prac-
tical use and to provide concrete examples. Following this, I discuss the 
implications of the findings, leading to a conclusion and outlook on 
future research and application possibilities.

2. Theory

In this section, I develop a framework for analyzing and resolving 
value conflicts in trustworthy AI governance. I begin by identifying 
types of value conflicts that arise in AI systems, distinguishing between 
conflicts among non-fundamental (derivative) values and those 
involving fundamental values. I then present approaches for resolving 
each type of conflict: analytical methods for non-fundamental conflicts 
and procedural justice mechanisms for fundamental ones. The frame-
work integrates these elements into a practical decision-making struc-
ture that public institutions can implement across various contexts and 
decision levels.

2.1. Identifying and resolving nonfundamental value conflicts

There is a broad spectrum of values and principles associated with 
“trustworthy AI.” These encompass performance, calibration, inter-
pretability, explainability, intelligibility, fairness, legality, and 
accountability, among others (Kaur et al., 2022, Reinhardt, 2023, 
Zanotti et al., 2023, Berman et al. 2024).

Performance is assessed through the accuracy of the AI system in 
making judgments or decisions at all levels, the enhancement of human 
decision-makers accuracy due to the AI system, and the communication 
of the system’s performance to stakeholders. Calibration addresses the 
confidence estimates to stakeholders and the accuracy of these esti-
mates, ensuring they are well-calibrated with the system’s actual per-
formance. The combined principles of interpretability and explainability 
concern themselves with whether the AI system’s decision-making logic 
can, in principle, be understood by stakeholders and whether the ex-
planations provided are faithful to the actual decision-making process. 
Lastly, intelligibility and availability focus on making the decision- 
making logic accessible and comprehensible to various stakeholders, 
ensuring that explanations are not just theoretically available but 
practically understandable as well.

Equal and fair treatment should according to many people in the 
debate, at minimum, include what is referred to in the debate on fair and 

equitable AI as “predictive fairness.” Predictive fairness refers to the 
ethical ideal that algorithmic systems making probability predictions 
about individuals should distribute errors and accuracy equally across 
different demographic groups (Loi et al., 2023). Legality, accountability, 
appeal, and human oversight pertain to the system built around the AI or 
can be seen as part of the socio-technical AI system. Trustworthy AI must 
abide by the law, ensure that someone is accountable for decisions made 
as a result of the AI system, provide a mechanism for appealing de-
cisions, and include a human agent “in the loop” to oversee these 
processes.

That these conditions clash has been demonstrated in case studies 
(Berman et al., 2024), proven mathematically in the context of predic-
tive fairness (Loi et al., 2023), and is theoretically defensible based on 
the literature on incommensurability, which suggests that incommen-
surability is pervasive (Raz, 1986, Anderson, 1995; Daniels, 2007). For 
example, it is widely recognized that accuracy and transparency can 
conflict in AI systems (Kaur et al., 2022). Increasing transparency may 
require simplifying or disclosing aspects of an algorithm, which can 
reduce its predictive accuracy. Conversely, optimizing for accuracy 
often involves complex, opaque models that hinder transparency and 
interpretability. Another example is the tension between transparency 
and security, where enhancing AI transparency by disclosing system 
operations directly conflicts with security goals aimed at preventing 
adversarial attacks.

With this being said, value conflicts in trustworthy AI governance 
arise in two primary forms. First, conflicts occur within AI trust condi-
tions, and second, conflicts arise between AI trust conditions and values 
external to them or more fundamental than them. The framework out-
lined in this paper addresses both types of conflicts. In determining 
clashes between values or principles, it is crucial to first precisely define 
concepts and understand the core values underpinning these principles 
(cf. Ryberg & Petersen, 2022). By examining (i) precise definitions of 
trustworthy AI and (ii) fundamental values, we may uncover previously 
unnoticed conflicts or discover that apparent conflicts are not morally 
significant. Thus, the first two steps in our framework for handling 
conflicts are, first, to examine whether a conflict exists by clearly 
defining our core terms, and second, to determine whether the conflict is 
genuine by identifying the more fundamental values underlying it. 
Concerning (ii), if underlying values justify the principles of trustworthy 
AI, resolving conflicts may not compromise these values.

Fundamental or external norms and values play a crucial role in how 
we act when the conditions of trustworthy AI are in conflict. To develop 
a framework that public agencies can follow—one that is neither too 
rigid nor too lenient—it is useful to consider what Rawls famously refers 
to as a “realistic utopia” (Rawls, 1999). This approach involves setting 
aspirational yet feasible goals by identifying both the ideals a society 
should strive for and the practical constraints within which these goals 
must be pursued. This implies that the fundamental values underpinning 
the framework should be those that most people share or would endorse 
upon reflection, as well as those that decision-makers in the state are 
obligated to uphold. The core principles of the democratic state—such as 
constitutional commitments and deeply ingrained bureaucratic 
norms—serve as a foundation. Examples include prioritizing the 
worst-off, ensuring transparency, promoting efficiency, upholding le-
gality, and maintaining accountability.

Thus, within the context of trustworthy AI, some values can be 
considered foundational, while others may be more contingent or 
context-dependent. Identifying core values and ensuring their protec-
tion is crucial for developing an AI governance framework that is both 
principled and practical. Furthermore, some conditions of trustworthy 
AI reflect core or fundamental values. For example, according to most 
theories of rule legitimacy, governance must be transparent—at least in 
the sense that high-stakes decisions must be justified to the public. 
Additionally, when such decisions have the potential to harm in-
dividuals or groups, there must be mechanisms for appeal. This suggests 
that certain conditions of trustworthy AI, such as these norms or values, 
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cannot be reduced to more fundamental principles.
When derivative or non-fundamental values clash, we can use 

analytical methods or principles to resolve these conflicts while pre-
serving the underlying fundamental values they serve. Analytical prin-
ciples can help eliminate clearly suboptimal options, narrowing the field 
of consideration to those alternatives that best respect our underlying 
commitments. The principles we are going to discuss here are the 
Dominance Principle, Supervaluationism, and the Maximality Principle 
well known from philosophical discussions on value incommensura-
bility and decision theory (Andersson, 2017; Chang, 2002; Fine, 1975; 
Herlitz, 2019; Sen, 1997).

To reduce complexity and improve decision efficiency, we first apply 
the Dominance Principle, eliminating AI systems clearly inferior to 
others—specifically, those performing worse on at least one dimension 
of trustworthiness without compensating improvements elsewhere 
(Savage 1951, Sen, 1970, Broome, 1991). This step simplifies decision- 
making by focusing only on non-dominated alternatives, ensuring that 
we do not expend effort comparing options that are objectively subop-
timal. For instance, if one AI system consistently shows higher accuracy 
without compromising fairness compared to another, the inferior system 
can be excluded.

Next, building upon our earlier emphasis on precise definitions, we 
apply supervaluationism when nondeterminacy arises from vague 
evaluative criteria such as “fairness” or “transparency” (Andersson, 
2017; Fine, 1975). This formal approach systematically implements the 
definitional clarity we identified as crucial in step (i), ensuring that 
decision-making remains coherent by considering all admissible pre-
cisifications (sharpenings) of vague concepts. This approach prevents 
arbitrary or inconsistent evaluations while maintaining flexibility in 
ethical reasoning. An AI system can be rationally eliminated if it per-
forms worse across all plausible interpretations.

Lastly, Sen’s conception of rationality based on “maximality” rather 
than optimization helps eliminate remaining clearly suboptimal AI 
systems in nondeterminate contexts. Since full comparability among AI 
systems is often impossible due to value incommensurability, max-
imality provides a rational decision rule that avoids the need for a 
complete ranking. According to Sen, a rational choice needs only be no 
worse than any alternative, rather than demonstrably optimal. This al-
lows for structured decision-making even when optimization is infea-
sible. Thus, even without complete rankings, AI systems determinately 
inferior to at least one alternative can still be eliminated. For example, if 
AI system C consistently demonstrates poorer explainability compared 
to AI system B, it can be rationally excluded, even if neither AI system A 
nor B can be definitively ranked. Applying maximality at this stage en-
sures that only defensible, non-dominated choices remain, preserving 
ethical pluralism while maintaining decision feasibility. See Table 1 for 

an overview.

2.2. Resolving fundamental value conflicts

When derivative values clash, we can use non-derivative values or 
principles to adjudicate the conflict. However, when non-derivative 
values clash, we face a case of value incommensurability. According to a 
widely accepted definition of value incommensurability, two items, x 
and y, are incommensurable if it is not determinately true that x is better 
than y, y is better than x, or that x and y are equally good (e.g., Herlitz, 
2024). This condition arises when the inability of a normative frame-
work to fully determine a ranking of values prevents an at least as good as 
relation from holding determinately between all pairs of items (Broome, 
2022; Chang, 2022). This challenge is not unique to AI governance-
—incommensurability is a pervasive phenomenon across ethical do-
mains (Raz 1986; Anderson 1993; Daniels 2008), and independent 
criteria often fail to determine a single best alternative (Broome 2004; 
Chang, 2002; Rabinowicz, 2008).

Value incommensurability is thus a core challenge in trustworthy AI, 
where principles such as transparency, fairness, accountability, robust-
ness, privacy, and human oversight lack a clear ranking or definitive 
method for resolving trade-offs. This complexity increases when 
considering broader external and fundamental values beyond AI-specific 
criteria. While elimination methods help maintain rigor in decision- 
making by removing irrational alternatives, they have inherent limita-
tions as a complete solution as Herlitz (2019, 2020) and Herlitz and 
Sadek (2021) argue. This initial elimination alone cannot satisfy the 
deeper justificatory demands in high-stakes decisions, and this is espe-
cially true according to us, when involving trustworthy AI in public 
decision making. Even after irrational options have been excluded, 
multiple eligible alternatives often remain, requiring more substantial 
justification than random selection can provide. As emphasized by 
Herlitz and Sadek, arbitrary selection fails to address genuine dis-
agreements and the need for justifications acceptable to stakeholders 
affected by significant decisions. Andreou (2016) also emphasizes that 
random selection among non-rankable options can lead to suboptimal 
outcomes over a sequence of decisions, reinforcing the inadequacy of 
purely arbitrary solutions.

To address these challenges, Herlitz and Sadek propose a hybrid 
procedural approach combining deliberative and aggregative mecha-
nisms. This model starts with deliberation, allowing stakeholders to 
articulate and engage with various perspectives, thereby generating 
substantive reasons to support specific alternatives. Following deliber-
ation, aggregative methods such as voting finalize the choice. This 
hybrid approach recognizes stakeholders not merely as preference- 
holders but as reasoning participants whose viewpoints deserve mean-
ingful engagement. This emphasis on procedures aligns with Rawls’s 
concept of pure procedural justice (1971: 73–78), which asserts that a 
just outcome depends primarily on the fairness of the process leading to 
it. Thus, the focus shifts from outcomes themselves to the quality of the 
procedures that produce them. Since justice and trustworthiness are 
closely related, adopting a just procedure in AI development is likely to 
yield trustworthy AI systems, provided technical aspects function 
correctly. Many contemporary philosophers and political theorists 
advocate procedural solutions as the preferred means of addressing 
genuine value conflicts (Anderson, 1999; Andersson & Herlitz, 2022; 
Chang, 2002; Daniels & Sabin, 2002; Nussbaum, 2011; Pettit, 2012; 
Tyler, 2006). Herlitz (2024) further argues that the inherent non- 
determinacy of value conflicts, rather than being problematic, actually 
underscores the necessity of procedural solutions. Given the broad 
applicability of procedural approaches across diverse public institutions, 
this paper focuses on exploring these solutions.

Herlitz and Sadek don’t provide a detailed view on what conditions 
the deliberation should fulfill, but many accounts of procedural justice 
can serve as frameworks to mediate between differing values or 
normative principles. Despite the broad spectrum of procedural justice 

Table 1 
Decision-making principles for narrowing AI system alternatives in cases of 
value conflict and nondeterminacy.

Principle Description Example Application

Dominance 
Principle

Eliminate AI systems clearly 
inferior to others, 
specifically those worse on 
one dimension without 
improvement elsewhere.

An AI system consistently 
shows lower accuracy 
without compensating 
fairness improvements 
compared to another.

Supervaluationism Clarifies vague evaluative 
criteria by eliminating 
options worse across all 
plausible precisifications.

Eliminating AI algorithms 
consistently less 
transparent across all 
plausible definitions of 
transparency.

Sen’s Maximality 
Criterion

Eliminates clearly 
suboptimal AI systems that 
are determinately inferior 
to at least one alternative, 
without requiring a full 
ranking.

Excluding an AI system that 
consistently demonstrates 
poorer explainability 
compared to another 
system, even if full 
rankings are unclear.
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theories, there is a notable similarity in their core content, albeit with 
divergent perspectives on what precisely procedural justice entails. I am 
going to pick the most uncontroversial criteria here, with the greatest 
overlap between theories and institutional practices, such that the 
framework becomes as feasible as possible while still theoretically 
grounded.

First is the publicity condition, as highlighted by Daniels and Sabin 
(2002), Pettit (2012), Fraser (2009), and Nussbaum (2011), among 
others. This principal mandates that any process leading to a decision 
must ensure that the decisions themselves, along with their rationales, 
are accessible to the public. Such transparency guarantees that all 
stakeholders, including the general public, have the opportunity to 
examine the decisions and the logic behind them.

Second is the relevance condition (see, e.g., Habermas, 1985; Daniels 
& Sabin, 2002; Brandstedt & Brülde, 2019). The reasons and rationales 
guiding decision-making processes must be pertinent and grounded in 
evidence, principles, and justifications that all parties have reasons to 
accept (see, e.g., Habermas, 1985, on the universalization principle; 
Scanlon, 2000, on the principle of reasonable rejection). When it comes 
to normative principles and values, reasons should be formulated in 
alignment with reasonable normative theories or ethical considerations, 
which is what should be understood as “relevant reasons” (see, e.g., 
Brandstedt & Brülde, 2019). Typically, this involves providing reasons 
that e.g., promote the common good rather than merely advancing 
self-interest (Pettit, 2012). Stakeholders may also adjust the weighting 
of already considered reasons based on their lived experiences (e.g., 
Herlitz, 2024). For example, if a group has experienced oppression, their 
testimony might shift the emphasis toward their needs, even if they are 
not introducing a fundamentally new argument. Instead, their contri-
bution adds context and urgency to existing considerations, influencing 
the prioritization of certain values or principles.

Third, the inclusion condition, as articulated by Anderson (1999), 
Fraser (2008), Allen (2004), Pettit (2012) on participatory inclusive-
ness, and Srinivasan (2021), emphasizes the critical importance of 
engaging all stakeholders in the deliberation process. This principle aims 
to ensure that the decision-making process is not only transparent and 
relevant but also representative. Identifying who precisely constitutes 
‘all stakeholders’ is a nuanced endeavor. Ideally, it encompasses not just 
those directly impacted by the decision but also individuals and groups 
whose interests might be indirectly affected. Moreover, the inclusion 
condition mandates a proactive approach to identifying and engaging 
marginalized or traditionally excluded groups. When it comes to public 
institutions and public decision-making, we need to strike a balance 
among those who are directly affected by these institutions, i.e., the 
recipients; those who contribute to them but are not directly affected; 
and those who are employed by the institutions.

Fourth is the condition of fair terms of cooperation and a cooperative 
spirit (cf., e.g., Habermas 1985 on the ideal speech situation, Anderson, 
1999 on equal opportunity and the empowerment of individuals, Pettit, 
2012 on non-domination, Fraser 2008 on participatory parity, Nuss-
baum, 2011, Brandstedt & Brülde, 2019, Srinivasan, 2021). This coop-
erative spirit is characterized by mutual respect, reciprocity, and a 
willingness to seek common ground. It also entails a commitment to 
advocate for equitable terms and to adhere to them, provided others do 
likewise. Furthermore, for the conditions to be fair, we probably need to 
support individuals who are less accustomed to the type of reasoning 
described here, where one cannot merely argue for something because 
one believes it to be true or because it is personally beneficial. We will 
likely also need to educate people about AI: its capabilities and limita-
tions, the alternatives available within different AI technologies such as 
classic rule-based AI or machine learning, and the advantages and dis-
advantages of these technologies.

Fifth and sixth are the principles of appeal and revision, and regulation 
and enforcement. As emphasized by Allen (2004), Nussbaum (2011), 
Tyler (2006), and Pettit (2012) among others: There must exist a robust 
mechanism for challenge and dispute resolution concerning the 

decisions made. This framework should facilitate the revising and 
appealing of decisions in the wake of new evidence or compelling ar-
guments. Such a criterion is crucial for ensuring that the decision- 
making process remains dynamic, adaptable, and responsive to 
evolving insights and circumstances, thereby allowing for necessary 
corrections and adjustments over time. As our values change, this also 
allows public institutions to change with them.

There must also be some form of regulation or enforcement mecha-
nism to ensure the aforementioned criteria are met. This involves 
oversight by a body or mechanism capable of holding the decision- 
making process accountable to its standards, ensuring that the process 
remains fair, transparent, and consistent with the stated principles. This 
creates a framework of mutual expectations and accountability that 
enhances the overall fairness and effectiveness of the negotiation pro-
cess. Incidentally, utilizing these norms has the greatest chance of suc-
cess in terms of legitimacy and fairness perceptions among the public 
(see e.g., Tyler, 2006, de Fine Licht and de Fine Licht 2020). For an 
overview of the principles, see Table 2 below.

2.3. Framework for decision-making in public AI governance

Building upon the theoretical foundations established in previous 
sections, I propose a structured framework for public institutions to 
navigate the complex value trade-offs inherent in trustworthy AI 
governance. (See Table 3 for an overview.) This framework combines 
analytical approaches for identifying and resolving non-fundamental 
conflicts with procedural mechanisms for addressing fundamental 
value incommensurabilities. It is designed to be both normatively robust 
and practically applicable within public administration contexts.

The framework consists of three distinct phases, each with specific 
steps for implementation. Phase 1 focuses on conflict identification and 
classification. In Step 1 of this initial phase, institutions must define and 
clarify values by precisely articulating the relevant trustworthy AI 
principles such as performance, calibration, explainability, and fairness. 
Each principle should be operationalized with concrete metrics and 
evaluation criteria, and the specific manifestation of potential conflicts 
in the given context must be thoroughly documented. Moving to Step 2, 
institutions determine the conflict type by analyzing whether conflicts 
occur within trustworthy AI conditions (such as accuracy versus 
explainability), between trustworthy AI conditions and external values 

Table 2 
Procedural Justice Principles for Resolving AI-Related Fundamental Value 
Conflicts.

No. Principle Description

1 Publicity Condition Ensures decision-making processes and 
outcomes are open and transparent to all 
stakeholders, fostering trust through 
openness.

2 Relevance Condition Decisions are based on relevant and 
universally acceptable reasons and evidence, 
aligning with the common good over 
individual self-interests.

3 Inclusion Condition Highlights the need for inclusivity and 
participatory engagement in the decision- 
making process, especially for marginalized 
and excluded groups.

4 Fair Terms of Cooperation 
and Cooperative Spirit

Promotes a collaborative environment with 
mutual respect and reciprocity, advocating 
for equitable engagement terms and 
educating participants about AI.

5 Principles of Appeal and 
Revision

Establishes mechanisms for challenging, 
revising, and appealing decisions, ensuring 
adaptability and responsiveness to new 
insights.

6 Regulation and 
Enforcement

Requires regulatory oversight to maintain 
fairness, transparency, and accountability in 
decision-making, implementing checks and 
balances for adherence to justice principles.
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(such as transparency versus security), or between derivative or 
fundamental values. This step also involves identifying the underlying 
fundamental values at stake in each conflict.

Phase 2 addresses the resolution of non-fundamental conflicts. During 
Step 3 of this phase, institutions apply elimination principles to narrow 
down the range of acceptable AI systems. The Dominance Principle 
eliminates AI systems clearly inferior on at least one dimension without 
compensating improvements elsewhere. Supervaluationism eliminates 
options that perform worse across all plausible precisifications of vague 
concepts. The Maximality Criterion eliminates any AI system determi-
nately inferior to at least one alternative. Proceeding to Step 4, technical 
optimization explores solutions that might mitigate apparent trade-offs. 
Institutions investigate whether systems can be modified to better satisfy 
multiple values simultaneously and document unavoidable fundamental 
conflicts that remain after technical optimization attempts.

Phase 3 focuses on the procedural resolution of fundamental conflicts 
that could not be resolved through earlier phases. Step 5 implements 
structured deliberation applying the principles of procedural justice. 
Publicity ensures transparency of the decision-making process and ra-
tionales by publishing detailed documentation of the AI system, its 
intended use, and potential impacts; disclosing evaluation criteria, 
trade-offs, and decision frameworks; and making deliberation processes 
accessible to stakeholders and the public. The relevance principle en-
sures focus on evidence and reasons acceptable to all reasonable 
stakeholders by requiring that arguments reference commonly accepted 
values or constitutional principles, prioritizing evidence-based 
reasoning over purely self-interested claims, and structuring delibera-
tion around impact assessments and risk evaluations. The inclusion 
principle ensures participation of all affected stakeholders by identifying 
and engaging both directly and indirectly affected groups, implementing 
mechanisms to include traditionally marginalized voices, and balancing 
representation among system users, contributors, and administrators. 
Fair cooperation establishes equitable deliberative conditions by 
providing education about AI technologies and their implications, sup-
porting stakeholders less familiar with technical or deliberative 
reasoning, and ensuring balanced speaking opportunities and influence.

In Step 6, following structured deliberation, decision aggregation 
and implementation applies appropriate voting or preference aggrega-
tion mechanisms, documents the decision with clear rationales for 
chosen trade-offs, and develops implementation plans with specified 
monitoring and evaluation processes. Step 7 establishes appeal and 
revision mechanisms for challenging AI-related decisions, creates reg-
ular review cycles to incorporate new evidence or changing values, and 
documents how feedback is incorporated into system improvements. 
Finally, Step 8 develops regulation and enforcement systems that 
determine oversight bodies responsible for monitoring compliance, 
establish clear enforcement mechanisms and consequences, and imple-
ment auditing protocols and accountability structures.

This framework adapts to various public sector contexts through 
three implementation modes. The Strategic Mode is designed for high- 
level policy decisions about AI adoption and governance, emphasizing 
extensive stakeholder engagement and thorough value analysis. It 
typically involves elected officials, senior administrators, and public 
consultation, resulting in policy frameworks and governance structures. 
The Tactical Mode addresses organizational decisions about specific AI 
systems, focusing on applying the framework within existing policy 
constraints. Typically led by department heads and program managers, 
this mode results in procurement specifications and operational guide-
lines. The Operational Mode handles day-to-day administration of AI 
systems, addressing emergent conflicts and routine trade-offs. Imple-
mented by frontline managers and technical staff, this mode results in 
system adjustments and procedural adaptations.

The framework’s staged approach allows public administrators to 
address value conflicts systematically while maintaining trustworthiness 
through procedural justice. By combining rational elimination criteria 
with inclusive deliberative processes, it offers a practical path through 

the complex landscape of value incommensurability in AI governance, 
aligning with both democratic principles and administrative pragma-
tism. Each phase should also include documentation requirements to 
ensure transparency and accountability, creating an “audit trail” of de-
cisions that can be reviewed by oversight bodies, stakeholders, and the 
public. This documentation supports organizational learning and helps 
build institutional knowledge about effective AI governance over time.

Finally, for the governance body or auditors to “know” or effectively 
apply the philosophically grounded principles in Tables 1 and 2, insti-
tutional learning mechanisms must be established. This includes (1) 
formal integration of the principles into training programs, evaluation 
guidelines, and governance protocols; (2) iterative procedural applica-
tion, where repeated involvement in structured decision-making fosters 
internalization of normative reasoning; and (3) reflexive auditing, 
wherein principles serve as criteria in post-decision evaluations, sup-
porting learning through systematic reflection. Together, these mecha-
nisms enable decision-makers not only to reference but also to 
practically apply and refine their understanding of abstract normative 
principles in concrete contexts. To support this, the ethical audit trail 
should explicitly document the governance team’s articulation of core 
values deemed foundational—those not subject to compromise—as well 
as any value conflicts encountered and the justification for their reso-
lution. This enhances procedural transparency and facilitates learning 
across governance cycles. (See Table 3.)

Table 3 
Three-Phase Framework for Resolving Value Conflicts in Public AI Governance.

Phase Step Description

1: Conflict 
Identification and 
Classification

Step 1: Define and 
Clarify Values

Identify and articulate 
relevant trustworthy AI 
principles, operationalize with 
metrics and evaluation 
criteria, document potential 
conflicts

Step 2: Determine 
Conflict Type

Analyze conflicts within 
trustworthy AI conditions, 
between AI conditions and 
external values, or between 
fundamental and derivative 
values

2: Resolution of Non- 
Fundamental 
Conflicts

Step 3: Apply 
Elimination Principles

Apply structured decision- 
making principles to eliminate 
clearly inferior AI systems

Step 4: Technical 
Optimization

Explore system modifications 
to mitigate trade-offs between 
values, optimize AI solutions, 
document unresolved 
fundamental conflicts

3: Procedural 
Resolution of 
Fundamental 
Conflicts

Step 5: Structured 
Deliberation

Follow procedural justice 
principles: Publicity, 
Relevance, Inclusion, Fair 
Cooperation

Step 6: Decision 
Aggregation and 
Implementation

Select decision-making 
mechanisms, document 
rationale behind trade-offs, 
include monitoring and 
evaluation processes

Step 7: Appeal and 
Revision Mechanisms

Include mechanisms for 
challenging decisions, 
conducting periodic reviews 
integrating feedback to refine 
AI systems

Regulation and 
Enforcement

Establish oversight bodies, 
define enforcement 
mechanisms, implement 
auditing protocols, create 
accountability structures
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3. Application of the framework: the Swedish public 
employment service

3.1. Background

The Swedish Public Employment Service (PES) implemented an AI- 
driven decision support system, known as the BÄR tool, as part of its 
“Prepare and Match” initiative. This system was designed to classify 
jobseekers and determine appropriate support levels based on their 
proximity to the job market.

As mandated by the government, the PES deployed this statistical 
profiling tool with the dual aims of enhancing consistency in labor 
market assessments and improving resource allocation efficiency. The 
system uses a neural network trained on historical data to estimate 
employment probabilities, categorizing jobseekers into three groups: 
those too near the job market (requiring minimal support), those suit-
able for the Prepare and Match program, and those too far from the job 
market (requiring more intensive support). While caseworkers formally 
make the final decisions, they are instructed to primarily adhere to the 
automated recommendations, with limited discretion to override the 
system.

This implementation represents a compelling case study not pri-
marily for evaluating technical trustworthiness (for technical details, see 
Berman et al., 2024), but rather for analyzing how value conflicts 
emerge and evolve within public sector AI governance. The PES case 
exemplifies the tension between competing normative commitments 
faced by democratic institutions when implementing AI systems. Unlike 
traditional evaluations that assess AI systems against a fixed set of 
criteria, my analysis focuses on the dynamic interplay between values 
such as efficiency, transparency, professional discretion, and democratic 
participation. These tensions manifest at multiple governance levels—-
from strategic decisions about system design to operational choices in 
individual cases—illustrating the need for a structured approach to 
value conflict resolution that extends beyond technical optimization. 
For an overview, see Table 5 below.

3.2. Application

In Phase 1 we identify and classify value conflict where the first step 
is to define and clarify values. The relevant values in this case include 
the trustworthy AI Principles performance (accuracy in predicting 
employment outcomes), calibration (reliability of confidence estimates), 
explainability (understanding of decision logic), intelligibility 
(comprehensibility of explanations), and fairness (consistent treatment 
across demographic groups).

The core governmental values as outlined in ‘The State’s Core Values 
- Common Principles for Good Administration’ (Statskontoret, 2019) 
encompass six principles of particular importance. Since these values 
partially overlap, we focus on their unique aspects while acknowledging 
shared elements.

Democracy emphasizes that authorities operate on behalf of citizens 
and actively promote democratic values throughout society 
(Statskontoret, 2019: 8, 10), defined by basic freedoms of opinion, 
expression, and religion. Legality requires that public authorities’ ac-
tivities have solid backing within the legal framework (Statskontoret 
2019: 12). Decisions concerning individuals must be motivated with 
clear reference to applicable rules, as evidenced by cases where the 
Supreme Administrative Court of Sweden has annulled decisions 
exceeding legal mandates. Decision-makers must provide justifications 
in either contrastive or non-contrastive forms. Objectivity requires au-
thorities and employees to act factually and impartially, ensuring de-
cisions are based on merits rather than personal preferences or biases, 
while promoting consistent treatment across similar cases.

Free formation of opinion protects employees’ rights to freedom of 
speech, information, assembly, and religion, with whistleblower pro-
tections against reprisals (Statskontoret 2019: 22). It ensures public 

access to examine authorities’ actions and fosters transparency. Respect 
mandates public sector employees to serve with deep regard for in-
dividuals, fulfilling requirements for non-discrimination and personal 
integrity (Statskontoret 2019: 27). This extends to GDPR compliance, 
ensuring personal data is handled transparently and lawfully (Stat-
skontoret 2019: 28f). Efficiency and service requires authorities to 
operate cost-effectively with minimal processing times while maintain-
ing quality (Statskontoret 2019: 30). Authorities must be accessible, 
provide clear information, make expedient decisions, and use plain 
language (klarspråk) in communications (Statskontoret 2019: 33). See 
Table 4 for an overview.

There was also a PES-Specific Value from government directive to 
PES (Arbetsförmedlingen, 2023) that stated that focus on those furthest 
from the labor market (supporting the worst-off) should be of priority.

In Step 2, Phase 1, we should determine the conflict type, and here 
we find multiple conflicts of which we will discuss. First, there are 
conflicts within Trustworthy AI conditions, such as Performance vs. 
Explainability: The neural network (68 % accuracy) outperformed a 
more interpretable linear regressor (66 % accuracy), presenting a trade- 
off between prediction quality and explainability. Now, even though the 
advantage of the neural network seems small, there is still a trade-off to 
be made, and for this, we need a separate criterion to decide what to do. 
Furthermore, 2 % might also be seen as substantial since there are 
hundreds of thousands of decisions being made each year utilizing this 
system. Hence, even a small increase in accuracy could lead to signifi-
cant impact for many individuals.

There is also a conflict within fairness, as mathematical impossibility 
theorems show that different fairness metrics cannot be simultaneously 
satisfied when base rates differ across groups (Kleinberg et al., 2016; Loi 
et al., 2023). Since reemployment rates vary—e.g., immigrants, people 
with disabilities, and low-income residents face lower prospects than 
native-born, non-disabled individuals in affluent areas—it is impossible 
to meet all fairness criteria at once (Kleinberg et al., 2016, Loi et al., 
2023). This creates a trade-off between fairness definitions, such as 
equal false positive and false negative rates, requiring a choice between 
them.

Second, there are conflicts between Trustworthy AI Conditions and 
Core Governmental Values where efficiency (AI accuracy) stands against 
legality (decision justification): The neural network improved efficiency 
but its “black box” nature complicated legal requirements for justified 
decisions. There is also a conflict between Performance vs. Democracy: 
Higher accuracy came at the cost of limited transparency, potentially 

Table 4 
A description of The Governmental Core Values in a non-hierarchical order.

No. Principle Description

1 Democracy Authorities work on behalf of the citizens, and their 
employees are tasked with remembering that and 
promoting democratic values.

2 Legality The activities of the authorities must be supported by 
the legal system, employees should be familiar with 
and follow the rules applicable to their authority’s 
operations, and they must justify their decisions with 
the ground in specific rules, and they must justify their 
decisions in the individual case.

3 Objectivity Authorities and their employees must act factually, 
impartially, and consistently.

4 Free Formation of 
Opinion

Employees have rights to freedom of speech, 
information, assembly, demonstration, association, 
religion, and protection against investigation and 
reprisals. The principle of public access means 
everyone has the right to scrutinize the authorities and 
their employees critically.

5 Respect Employees should serve with respect for the 
individual, fulfilling requirements for non- 
discrimination and consideration of personal integrity, 
and act with humanity.

6 Efficiency and 
Service

Authorities should strive to provide good treatment, be 
accessible, and serve the citizens efficiently.
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undermining respect for individual autonomy, which in turn is a dem-
ocratic virtue. These conflicts are fundamental rather than merely 
apparent because they are all part of the core of what is required from 
Swedish institutions, requiring structured resolution approaches.

A third conflict arises between efficiency and legality or democracy. 
While the most efficient way to make decisions is to use an AI system, 
this creates a trade-off between caseworkers’ ability to understand the 
basis of a given decision and the need for the process to be efficient and 
expedient. Utilizing AI systems in complex cases significantly speeds up 
decision-making, but these systems vary in their degree of opacity. As a 
result, it becomes more difficult for caseworkers to provide a genuine 
justification for the decisions made.

Moving to Phase 2, Step 3, we attempt to find a resolution of non- 
fundamental conflicts through applying elimination principles. Ac-
cording to the framework, we should first utilize the Dominance Prin-
ciple. When comparing available AI systems, neither the neural network 
nor the linear regressor was strictly dominated, as each excelled on 
different dimensions (accuracy vs. explainability). Both systems signif-
icantly outperformed the random baseline (57 %) and traditional case-
worker methods for predicting long-term unemployment (10 % 
accuracy).

For the efficiency vs. legality conflict, neither approach was strictly 
dominated either. The neural network provided greater efficiency but 
created challenges for legal justification, while more transparent ap-
proaches better satisfied legal requirements but potentially at the cost of 
efficiency. Similarly, when examining the performance vs. democracy 
tension, no clear dominance emerged, as increased performance came 
with decreased transparency and potential impacts on respect for indi-
vidual autonomy.

Applying Supervaluationism, we analyzed different interpretations 
of “transparency.” The neural network with LIME explanations satisfied 
minimal transparency requirements, though not ideal transparency. 
Under all precisifications of “accuracy,” the neural network performed 
better than the linear regressor. However, when considering different 
precisifications of “legal justification,” the linear regressor consistently 
performed better across all interpretations, as its decision-making pro-
cess was inherently more explainable to caseworkers and citizens. 
Similarly, under varying interpretations of democratic values, more 
transparent models consistently aligned better with democratic princi-
ples of accountability and citizen understanding.

According to the Maximality Criterion, when considering solely ac-
curacy vs. explainability, neither system was determinately inferior to 
the other across these dimensions. However, when expanding the 
analysis to include the fundamental values of legality and democracy, 
the neural network appeared determinately inferior to the linear re-
gressor on these dimensions without sufficient compensating advan-
tages in accuracy (the 2 % difference). This suggests that when 
considering the full range of governmental values, the linear regressor 
might be preferred according to Sen’s maximality principle, though the 
decision is not clear-cut given the conflicting prioritizations of various 
criteria.

The fairness conflicts presented a different challenge. Due to the 
mathematical impossibility theorems, no system could satisfy all fair-
ness criteria simultaneously when base rates differ across groups. 
Applying our elimination principles revealed that different fairness 
definitions created a situation where no approach dominated others 
across all fairness metrics, no approach was consistently better under all 
precisifications of “fairness,” and no approach was determinately infe-
rior to all others. This confirmed that fairness conflicts would require 
procedural resolution.

This takes us to Step 4 Phase 2 and technical optimization. PES 
attempted technical optimization through using LIME to provide post- 
hoc explanations for the neural network’s decisions and also exper-
imenting with alternative models, including a linear regressor (66 % 
accuracy) and a more sophisticated combination of a decision tree and 6 
linear regressors (74 % accuracy). However, LIME explanations proved 

unstable and potentially misleading, as different explanations could be 
generated for the same prediction. The special treatment of unemploy-
ment duration (always listed first in explanations) further complicated 
matters, as its importance varies between cases. The simplest alternative 
model tested by PES achieved 66 % accuracy compared to the neural 
network’s 68 %, while a more sophisticated interpretable model ach-
ieved 74 % accuracy, suggesting that simpler models could potentially 
fulfill stated goals of consistency and accuracy equally well or better 
than the more opaque neural network model.

However, given the recognized potential of neural networks to 
outperform linear regressors—a capability demonstrated in various 
contexts—and the Swedish government’s directive for agencies to adopt 
AI solutions (Sweden, 2021), there is a question about whether linear 
regressors and simple decision trees can be strictly classified as AI. 
Therefore, even if advanced linear regressors prove more accurate than 
current neural networks, as found in one of the PES’s own studies, there 
could still be compelling reasons to implement the less accurate neural 
network over the more accurate linear regressor.

Moving to Phase 3, we implement procedural resolution of funda-
mental conflicts that remain after technical optimization, such as ten-
sions between different types of predictive fairness and conflicts 
between efficiency and transparency. At this stage, the Swedish PES 
must shift from analytical approaches to deliberative ones to address 
value conflicts that cannot be resolved through elimination or technical 
means alone.

At the strategic level, PES leadership should establish a formal AI 
Governance Committee with explicit responsibility for developing 
foundational policies governing AI use across employment services. This 
committee should include diverse stakeholder representation from 
multiple perspectives: jobseeker representatives reflecting different de-
mographic groups (youth, older workers, immigrants, those with dis-
abilities); caseworkers with varying levels of experience and from 
different regional offices; labor market experts from academia and in-
dustry; technical specialists with expertise in AI ethics and explainable 
AI; legal advisors specializing in administrative law and privacy; rep-
resentatives from labor unions and employer organizations; and experts 
on public administration ethics. This diverse composition ensures that 
all relevant perspectives are represented in strategic deliberations.

The committee would implement a structured deliberation process 
featuring regular full-committee meetings with published agendas, 
working group sessions on specific issues like fairness metrics and 
transparency standards, public hearings to gather broader input, and an 
online consultation platform for continuous stakeholder input. All de-
liberations would be thoroughly documented with minutes published on 
e.g., the PES website, ensuring transparency and accountability 
throughout the process. Clear publicity mechanisms would support this 
work, including publication of all committee documentation, annual 
reports on AI governance decisions and their implementation, an 
interactive website explaining the AI system’s purpose and limitations, 
and regular press briefings on major decisions and policy changes. These 
mechanisms ensure that the publicity condition of procedural justice is 
satisfied, making the decision-making process visible and accessible to 
all stakeholders.

The committee would tackle fundamental questions such as whether 
the PES should prioritize a system with slightly higher accuracy (neural 
network) or one with better explainability (interpretable model), how 
accuracy should be balanced across different demographic groups, and 
what level of confidence should trigger human review of AI recom-
mendations. These deliberations must be governed by the procedural 
justice principles outlined earlier. For example, applying the relevance 
condition would require all arguments to reference core governmental 
values like democracy and legality, not merely efficiency or cost- 
effectiveness. The committee would document how different values 
were weighed in reaching its conclusions, creating a transparent ratio-
nale that could be scrutinized by oversight bodies.

At the tactical level, department heads would translate strategic 
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principles into practical implementations through cross-functional 
implementation teams comprising IT specialists, service managers, 
legal advisors, and caseworker representatives. These teams would 
maintain regular consultation with the AI Governance Committee to 
ensure alignment with strategic principles and hold quarterly review 
meetings to assess implementation challenges. Through this process, 
they would develop specific operational guidelines addressing when 
caseworkers can override AI recommendations, what explanation re-
quirements should be satisfied for different stakeholder groups, and how 
performance metrics should balance accuracy, fairness, and explain-
ability dimensions.

The tactical implementation would also establish robust feedback 
mechanisms including monthly reviews of cases where caseworkers 
overrode AI recommendations, quarterly analysis of demographic pat-
terns in AI recommendations and outcomes, structured channels for 
caseworkers to report concerns about the AI system, and regular surveys 
of jobseekers regarding their experience with and understanding of AI- 
assisted decisions. These feedback loops ensure that implementation 
challenges inform ongoing policy refinement, creating a learning orga-
nization that continuously improves its AI governance.

For the “Prepare and Match” program specifically, tactical imple-
mentations would address questions such as what specific circumstances 
justify overriding BÄR recommendations, how explanations should be 
tailored for jobseekers with different backgrounds and needs, and what 
metrics should be used to evaluate both the AI system and the human-AI 
collaboration. This middle layer of implementation bridges theoretical 
principles and practical constraints, turning abstract values into 
actionable protocols that guide day-to-day operations.

At the operational level, frontline caseworkers would apply the 
framework through comprehensive decision-making protocols that 
provide step-by-step guidance for incorporating AI recommendations 
into decisions, specific criteria for when to seek additional human re-
view, standardized documentation templates that capture both AI inputs 
and human reasoning, and regular case review sessions where difficult 
cases are discussed collegially. These protocols would be complemented 
by clear appeal and revision processes that create pathways for job-
seekers to contest AI-influenced decisions, designate appeal reviewers 
who are not the original decision-makers, standardize review processes 
examining both AI recommendations and caseworker judgments, and 
establish feedback loops to improve both the AI system and operational 
guidelines based on appeal outcomes.

Continuous training and support would be essential to this opera-
tional implementation, including regular training on understanding AI 
capabilities and limitations, peer support networks for discussing com-
plex cases, decision support tools that help caseworkers understand the 
factors driving AI recommendations, and refresher sessions on core 
governmental values and how they apply to AI-assisted decision-mak-
ing. Regular monitoring and evaluation through audits of decision 
quality and consistency, analysis of patterns in human overrides, 
tracking of jobseeker outcomes, and documentation of caseworker ex-
periences would complete the operational framework, ensuring 
continuous improvement and accountability.

In the specific case of BÄR, implementation would include training 
caseworkers to critically evaluate its recommendations, particularly for 
demographic groups where accuracy is lower (e.g., young jobseekers). It 
would also involve developing standardized processes for incorporating 
jobseeker input about their own employment prospects, drawing lessons 
from the successful Danish PES model which found that “the jobseeker’s 
own assessment about their expected duration of unemployment was the 
most predictive factor” (Styrelsen for Arbejdsmarked og Rekruttering, 
2020).

Yet, none of these procedural mechanisms were implemented when 
BÄR was initially deployed. This oversight is understandable given that 
the system was implemented several years ago when knowledge about 
AI governance was less developed. However, implementing this proce-
dural framework is essential for the future if the PES is to achieve 

trustworthy AI that aligns with Swedish governmental values of de-
mocracy, legality, objectivity, respect, and efficiency. By combining 
rigorous technical evaluation with inclusive deliberative processes, the 
PES can develop an approach to AI that balances competing values while 
maintaining trustworthiness through procedural justice (Table 5).

4. Discussion

This paper has argued that trustworthy AI in public decision-making 
cannot be adequately secured by merely aligning technical systems with 
predefined normative criteria as it is often portrayed (see e.g., Kaur 
et al., 2022; Reinhardt, 2023; Zanotti et al., 2023). Rather, trustworthy 
AI governance must confront and resolve value conflicts—particularly 
those that are fundamental and incommensurable—through structured, 
procedurally just mechanisms. This suggests that public institutions 
should approach AI implementation with the expectation that such 
conflicts will arise, rather than treating them as anomalies or failures. 
Importantly, my framework shifts the conversation from whether AI 
systems can simultaneously satisfy all trustworthiness conditions (they 
often cannot) to how institutions can make justified trade-offs through 
just processes. This reconceptualization aligns with democratic gover-
nance principles where the legitimacy of decisions depends not only on 
outcomes but on the procedural justice that produces them (cf. Tyler, 
2006, de Fine Licht and de Fine Licht 2020).

Recent research in digital government has emphasized the need for 
more integrated and operationalizable models of AI governance. Straub 
et al. (2023) propose a conceptual typology for AI in government based 
on dimensions like operational fitness, epistemic alignment, and 
normative divergence, aiming to unify fragmented approaches from 
technical and social science disciplines. Similarly, Gomes Rêgo et al. 
(2025) highlight how public organizations are internalizing ethical 
principles through training, standard-setting, and multi-level gover-
nance structures that support institutional learning. Their empirical 
analysis shows that organizations with structured training and gover-
nance practices are significantly more advanced in implementing ethical 
AI. The procedural justice framework developed in this paper comple-
ments these efforts by providing a normative mechanism for resolving 
the tensions they identify—particularly normative divergence—through 
structured deliberation and feedback-enabled decision processes. While 
existing frameworks focus on conceptual integration and institutional 
capacity, my framework offers a complementary strategy for addressing 
the ethical and legitimacy challenges that arise in practice when 
fundamental values conflict.

Empirical studies further underscore that citizens’ acceptance of AI 
in public services is closely tied to procedural features such as trans-
parency, appeals mechanisms, and the level of human involvement 
(Haesevoets et al., 2024; Horvath et al., 2023). Citizens tend to prefer 
systems in which AI plays an advisory rather than decisive role, and 
acceptance increases when systems are accompanied by features that 
support perceived fairness and legitimacy. The procedural justice 
framework presented here directly addresses these concerns by 
embedding principles like publicity, inclusion, and appeal into AI 
governance design. In doing so, it operationalizes procedural legitimacy 
in a way that aligns with public expectations and enhances institutional 
trust. By linking normative theory with these empirical findings, the 
framework helps clarify how AI systems in public administration can be 
rendered both reasonable, effective, and publicly acceptable.

The framework’s application across strategic, tactical, and opera-
tional levels further reveals the importance of coherent governance 
structures for trustworthy AI. When these levels operate in isolation, 
fundamental disconnects emerge—as evidenced in the PES case by the 
gap between efficiency goals at the strategic level and the lack of 
appropriate discretionary authority at the operational level. Successful 
AI implementation requires alignment across governance levels, with 
clear mechanisms for feedback and adaptation. The analysis offered in 
this paper suggests that institutional learning should be a central 
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component of public AI governance. The documentation requirements 
within this framework create what I have termed an “ethical audit trail” 
that enables institutions to learn from implementation experiences (cf. 
Horvath et al., 2023). This iterative approach acknowledges that initial 
implementations will rarely achieve perfect balance among competing 
values, but can evolve toward greater trustworthiness through struc-
tured reflection and adaptation.

The framework has significant implications for emerging AI regula-
tion efforts. Rather than prescribing rigid standards that all AI systems 
must simultaneously satisfy (European Parliament and Council, 2024), 
regulations might more productively establish procedural requirements 
for how public institutions navigate value conflicts. The European 
Union’s AI Act, while establishing important baseline requirements, 
could be complemented by procedural governance frameworks that 
guide implementation within specific contexts. Rather than contra-
dicting the EU AI Act’s requirements, the approach presented in this 
paper offers a complementary implementation methodology that rec-
ognizes contextual implementation challenges through its risk-based 
approach and proportionality principles.

For instance, where the EU AI Act mandates transparency, the 
framework doesn’t suggest abandoning this requirement, but rather 
provides a deliberative process for determining what level and form of 
transparency is appropriate in specific contexts, particularly when 
transparency might conflict with other mandated requirements like ac-
curacy or robustness. This approach also aligns with the EU AI Act’s 
emphasis on human oversight and accountability, providing concrete 
mechanisms for implementing these principles in practice. Additionally, 
the documentation requirements in my proposed framework directly 
support the compliance documentation mandated by the EU AI Act, 
creating an ethical audit trail that demonstrates both regulatory 
compliance and the reasoned basis for implementation choices.

The proposed framework moreover suggests that AI implementation 
differs significantly from traditional IT projects in several key respects. 
While conventional IT projects certainly involve trade-offs (Straub et al., 
2023), the value conflicts in AI implementation are uniquely challenging 
due to their: (1) normative complexity—involving fundamental ethical 
and social values rather than merely technical or business consider-
ations; (2) opacity—the ‘black box’ nature of many AI systems makes 
value trade-offs less visible and harder to assess; and (3) scalability of 
impact—automated decision systems can affect thousands or millions of 
individuals, amplifying the consequences of value prioritization choices. 
These distinctive characteristics demand a more structured and delib-
erative approach than conventional IT project management methodol-
ogies typically provide.

The aforementioned framework addresses this gap by incorporating 
both technical optimization (which might be found in standard IT 
project management) and procedural justice mechanisms (which 

Table 5 
Application of the Framework to the PES Case.

Phase Step Application to PES Case

Phase 1: Conflict 
Identification and 
Classification

Step 1: Define and 
Clarify Values

Identified key AI 
trustworthiness principles: 
performance (accuracy in 
predicting employment 
outcomes), calibration 
(confidence estimates), 
explainability (decision logic), 
intelligibility 
(comprehensibility), and 
fairness (equal treatment 
across demographic groups). 
Also considered core 
governmental values, such as 
legality, democracy, 
objectivity, and efficiency.

Step 2: Determine 
Conflict Type

Identified major value 
conflicts: performance vs. 
explainability (neural network 
68 % accuracy vs. 
interpretable linear model 66 
%), fairness trade-offs 
(mathematical impossibility of 
meeting all fairness metrics 
simultaneously), efficiency vs. 
legality (black-box model 
limiting decision justification), 
and democracy vs. 
transparency (high accuracy 
model reducing individual 
autonomy).

Phase 2: 
Resolution of Non- 
Fundamental 
Conflicts

Step 3: Apply 
Elimination 
Principles

Applied Dominance, 
Supervaluationism, and 
Maximality criteria to 
eliminate clearly inferior AI 
systems. Neither the neural 
network nor the linear 
regressor was strictly 
dominated, requiring further 
analysis. Supervaluationism 
confirmed that the linear 
regressor was superior in 
transparency and justification, 
but the neural network was 
better in accuracy.

Step 4: Technical 
Optimization

Explored technical 
adjustments, including 
explainability-enhancing tools 
like LIME and alternative 
models (decision tree + linear 
regressor achieving 74 % 
accuracy). Found that LIME 
explanations were unreliable 
and misleading, reinforcing 
the need for a more 
interpretable model.

Phase 3: Procedural 
Resolution of 
Fundamental 
Conflicts

Step 5: Structured 
Deliberation

Established an AI Governance 
Committee with diverse 
stakeholders (jobseekers, 
caseworkers, labor market 
experts, legal advisors, 
technical specialists). 
Implemented structured 
deliberation with transparency 
(published documents), 
relevance (core governmental 
values prioritized), inclusion 
(affected stakeholders 
engaged), and fair cooperation 
(balanced participation and 
training on AI).

Step 6: Decision 
Aggregation and 
Implementation

Developed mechanisms for 
aggregating stakeholder input, 
documenting decisions, and 
establishing monitoring/  

Table 5 (continued )

Phase Step Application to PES Case

evaluation criteria. Tactical 
teams translated strategic 
principles into operational 
guidelines, including 
structured caseworker 
discretion and demographic 
fairness monitoring.

Step 7: Appeal, 
Revision, and 
Regulation

Created an appeal system 
allowing jobseekers to contest 
AI-based decisions. 
Established periodic policy 
reviews and external audits to 
assess AI system performance. 
Ensured ongoing adaptation to 
align with evolving legal, 
ethical, and governance 
standards.
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typically are not). Nevertheless, business IT governance models such as 
the COBIT framework illustrate how principle-based approaches can be 
operationalized through training, process standardization, and auditing 
(ISACA, 2018a, 2018b). While COBIT is rooted in corporate priorities 
and regulatory compliance, it demonstrates the feasibility of embedding 
abstract normative standards into structured organizational practice—a 
goal the framework shares for the public sector, albeit with different 
normative content.

The case study furthermore demonstrates that context matters 
significantly in determining appropriate value balancing. Rather than 
suggesting that certain values (like transparency) should always take 
precedence over others (like fairness), the aforementioned framework 
emphasizes that appropriate prioritization is inherently context- 
dependent and must emerge from a fair deliberative process. What 
constitutes an acceptable balance in employment services may differ 
substantially from what is appropriate in criminal justice or healthcare 
contexts, which many times is not sufficiently appreciated, such as in 
cases where it is argued that AI systems should always be x whatever x 
may be. In the Swedish PES case, for example, my analysis suggests that 
proper application of the framework might have led to different 
implementation choices—potentially favoring the more interpretable 
model that achieved 74 % accuracy over the neural network with 68 % 
accuracy—but the specific outcome would depend on the deliberative 
process rather than a predetermined value ranking.

Perhaps the most significant implication of the analysis is the 
reframing of AI governance as fundamentally a democratic challenge 
rather than merely a technical one (cf. Eubanks, 2018). The framework 
positions AI systems not as autonomous decision-makers but as tools 
embedded within democratic institutions that remain accountable to 
citizens through structured processes. This perspective suggests that 
trustworthy AI is not achieved through technical optimization alone but 
through the integration of AI systems into legitimate governance 
structures that respect core democratic values. While technical im-
provements remain important, the analysis in this paper suggests that 
procedural justice mechanisms—transparency, inclusion, relevance, fair 
cooperation, appeal, and regulation—provide the essential foundation 
for trustworthy AI in public services. By conceptualizing AI governance 
as a structured approach to value conflicts rather than a checklist of 
simultaneous requirements, our framework offers public institutions a 
pragmatic yet principled path forward. This approach acknowledges the 
inherent tensions in trustworthy AI implementation while providing 
concrete mechanisms to resolve these tensions in ways that maintain 
democratic legitimacy and institutional effectiveness.

5. Conclusion

This paper has proposed and demonstrated a procedural justice 
framework for resolving value conflicts in public AI governance. Rather 
than assuming that trustworthy AI can or should satisfy all normative 
conditions simultaneously, the framework recognizes that ten-
sions—especially between fundamental values like transparency, fair-
ness, efficiency, and legality—are not only frequent but often 
irreconcilable in practice. Drawing on philosophical theories of value 
conflict and procedural justice, the framework offers a structured 
approach that distinguishes between resolvable technical trade-offs and 
incommensurable normative tensions. For the former, analytical tools 
such as dominance, supervaluationism, and maximality help eliminate 
clearly inferior alternatives. For the latter, the framework invokes 
deliberative and participatory procedures grounded in widely endorsed 
principles of procedural justice.

The empirical application to the Swedish Public Employment Service 
(PES) illustrates the framework’s practical relevance and institutional 
feasibility. By analyzing conflicts between model accuracy and legal 
justifiability, and between efficiency and democratic accountability, the 
case study showed that technical methods alone are insufficient to guide 
legitimate AI deployment in public services. Instead, structured 

deliberation, transparency, and inclusive decision-making processes are 
necessary for solving these value conflicts in a justifiable way. The 
framework enables such processes across strategic, tactical, and opera-
tional levels, emphasizing the importance of institutional learning and 
ethical auditability.

Looking forward, we see several implications for both research and 
practice. First, AI governance frameworks should shift from prescribing 
rigid technical standards toward establishing robust procedural re-
quirements that guide implementation within specific contexts. Second, 
public institutions must recognize AI implementation as an iterative 
learning process rather than a one-time decision, with structured 
mechanisms for feedback, evaluation, and adaptation. Third, the 
development of institutional capacity for structured deliberation around 
AI should become a priority, ensuring that technical expertise is com-
plemented by normative reasoning capabilities.

Future research should both empirically evaluate how procedural 
justice frameworks function in practice and further develop their phil-
osophical foundations. Empirical studies could examine implementation 
across sectors and governance levels, assessing how principles like in-
clusion, appeal, and publicity affect legitimacy and trust. Philosophi-
cally, future work should explore the normative justification of 
procedural approaches to incommensurable value conflicts, including 
whether and when procedural fairness can substitute for substantive 
value agreement. It may also be fruitful to examine how procedural 
justice interacts with different theories of legitimacy, such as delibera-
tive versus technocratic models, in the context of AI governance.

The integration of AI systems into public services represents not just 
a technical challenge but a profound democratic one. By conceptualizing 
trustworthy AI governance as a structured approach to value conflicts 
rather than a checklist of simultaneous requirements, the proposed 
framework offers public institutions a path that balances innovation 
with accountability, efficiency with transparency, and technical opti-
mization with democratic legitimacy. In this way, AI can become a tool 
that enhances rather than undermines the fundamental values that guide 
public administration in democratic societies.
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